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Preface 

Bifurcation theory studies how the structure of solutions to equations changes 
as parameters are varied. The nature of these changes depends both on the 
number of parameters and on the symmetries of the equations. Volume I 
discusses how singularity-theoretic techniques aid the understanding of tran­
sitions in multiparameter systems. In this volume we focus on bifurcation 
problems with symmetry and show how group-theoretic techniques aid the 
understanding of transitions in symmetric systems. 

Four broad topics are covered: group theory and steady-state bifurcation, 
equivariant singularity theory, Hopf bifurcation with symmetry, and mode 
interactions. The opening chapter provides an introduction to these subjects 
and motivates the study of systems with symmetry. As in Volume J, detailed 
Case Studies which illustrate how group-theoretic methods can be used to 
analyze specific problems arising in applications are included. In particular, 
the intriguing subject of pattern-formation in fluid systems and its relation to 
symmetry is discussed in Case Study 4 on Benard convection and Case Study 
6 on the Taylor-Couette system. All three Case Studies demonstrate the 
importance of spontaneous symmetry-breaking. The deformation of an in­
compressible elastic cube under traction, analyzed in Case Study 5, illustrates 
this topic so clearly that in the introductory chapter we have also used it to 
motivate the idea of spontaneous symmetry-breaking. 

This volume may be used as a basis for two somewhat distinct one-semester 
courses, which may be summarized as "Equivariant Singularity Theory" and 
"Equivariant Dynamics." Only the first of these depends heavily on material 
from Volume I. More specifically, if the singularity-theoretic material in 
Volume I, Chapters I - V, IX, X, can be assumed, then equivariant singularity 
theory and its applications to bifurcation problems can be covered using 
Chapters XI-XV. If basics of steady-state and Hopfbifurcation can be assumed, 
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as in Volume I, Chapters II and VIII, then a course on equivariant dynamics 
(as it relates to bifurcation theory) can be taught by omitting Chapters XIV 
and XV. 

It has not escaped our notice that this volume contains much material. One 
reason is that we have worked out, in detail, the bifurcation theory for a 
number of symmetry groups and, where possible, have described specific 
applications based on those groups. To understand the theory of bifurcations 
with symmetry it is not necessary to work through the details of all of these 
examples. For this reason we have marked with a dagger (t) those sections 
that deal with examples of specific groups which are not needed later. In the 
same vein, sections which either develop aspects of the theory that are not 
needed elsewhere pr contain proofs of theorems whose statements are all that 
is needed are marked with an asterisk (*). We suggest that these marked 
sections should be skimmed briefly on a first reading. 

This volume has benefited greatly from discussions with many individuals. 
These include Giles Auchmuty, Pascal Chossat, Andrew Cliffe, John David 
Crawford, Jim Damon, Benoit Dionne, Gerhard Dangelmayr, Bill Farr, 
Bernold Fiedler, Terry Gaffney, Stephan van Gils, John Guckenheimer, Ed 
Ihrig, Gerard looss, Barbara Keyfitz, Edgar Knobloch, Martin Krupa, Bill 
Langford, Reiner Lauterbach, Jerry Marsden, Jan-Cees van der Meer, Ian 
Melbourne, James Montaldi, Mark Roberts, David Sattinger, Pat Sethna, 
Mary Silber, Jim Swift, Harry Swinney, Randy Tagg, and Andre Vander­
bauwhede. We are grateful to them all and, indeed, to others too numerous 
to mention. We thank Wendy Aldwyn for drawing the figures. Our research 
in bifurcation theory has been generously supported by the National Science 
Foundation, NASA-Ames, the Applied Computational Mathematics Program 
of DARPA, the Energy Laboratory of the University of Houston, and the 
Science and Engineering Research Council of the United Kingdom. 

Walter Kaufmann-Bi.ihler provided us with constant encouragement and 
editorial expertise. We acknowledge our debt to him here and dedicate this 
volume to his memory. 

Houston, Warwick, and Durham 
September 1987 

MARTIN GOLUBITSKY 

IAN STEWART 

DAVID G. SCHAEFFER 
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CHAPTER XI 

Introduction 

§O. Introduction 
In Volume I we showed how techniques from singularity theory may be 
applied to bifurcation problems, and how complicated arrangements ofbifur­
cations may be studied by unfolding degenerate singularities. Both steady­
state and Hopf bifurcations proved amenable to these methods. 

In this volume we extend the methods to systems with symmetry. There are 
many reasons for wishing to make such an extension. Many natural phe­
nomena possess more or less exact symmetries, which are likely to be reflected 
in any sensible mathematical model. Idealizations such as periodic boundary 
conditions can produce additional symmetries. Certain mathematical contexts 
reveal unanticipated symmetry: for example, we saw in Chapter VIII that 
Hopf bifurcation can be treated as steady-state bifurcation with circle group 
symmetry SI. 

In this chapter we attempt to explain why and how the occurrence of 
symmetries in systems of differential equations affects the types and multiplicity 
of solutions that bifurcate from an invariant steady state. 

The chapter divides into three main sections, together with a final overview. 
In the first we explain what we mean by symmetries of a differential equation, 
and symmetries of a solution, either steady or time-periodic. We use these 
symmetries to define the problem of spontaneous symmetry-breaking. The 
discussion is motivated by two physical examples (suitable for "thought 
experiments"): the traction problem for deformation of an elastic cube and the 
oscillation of a circular hosepipe. 

In §2 we briefly describe three techniques, which together form the basis of 
the theory that we present for analyzing symmetric systems of differential 
equations. They are: 
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Restriction to fixed-point subspaces, 
Invariant theory, 
Equivariant singularity theory. 

XI. Introduction 

We apply each technique to the traction problem, to illustrate the kind of 
information that it can provide. 

In §3 we describe what is meant by mode interactions and indicate some of 
the bifurcation phenomena that they can lead to. We again illustrate the ideas 
with two examples. The first, exemplifying steady-state mode interaction, is 
the buckling of a rectangular plate (originally presented in Case Study 3). The 
second, illustrating the interaction between steady and periodic states, or 
between distinct periodic states, is the Taylor-Couette problem. This concerns 
the flow of fluid between two concentric rotating cylinders. 

Finally in §4 we provide a brief overview of the structure of the main part 
of the book. 

The theory of bifurcations with symmetry is very rich, combining methods 
from several areas of mathematics. It will take some time to draw all of these 
threads together. The aim of this chapter is to sketch, with a very broad brush, 
the main features of the overall framework; to describe a small number of key 
examples which motivate the point of view to be adopted; and to hint at some 
of the applications. We hope that such a preview will make the main part of 
the book easier to follow. Of course, this approach has a cost: we cannot expect 
the reader to appreciate the fine details of many of the arguments~though 
we hope that their spirit will be comprehensible. 

§1. Equations with Symmetry 

Bifurcation of steady-state and periodic solutions for systems of ODEs 
with symmetry differs from bifurcation in systems without symmetry. When 
studying specific model equations it is often possible to ignore any symmetries 
that may be present and to determine the bifurcation behavior directly. 
However, it is then impossible to disentangle those aspects of the analysis that 
depend on the specifics of the model from those that are model-independent, 
that is, due to symmetry alone. In addition, explicit use of symmetry-based 
principles may make the analysis easier, or at least more coherent. 

This section is divided into four subsections. In the first we introduce sym­
metries of ODEs and discuss some simple implications for steady-state and 
periodic solutions. We illustrate this discussion in the next two subsections 
using two physically motivated examples: the deformation of an elastic cube 
under dead-load traction and the oscillation of a hosepipe induced by internal 
fluid flow. Finally we abstract some general principles from these examples 
and phrase them in the language of group theory. This last step allows us to 
introduce the fundamental notion of spontaneous symmetry-breaking~that 
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equations may have more symmetry than their solutions-and state the basic 
problem of spontaneous symmetry-breaking in a general framework. 

(a) Symmetries of Equations and of Solutions 

We begin with some definitions and observations which are simple but funda­

mental. Let 

dx/dt = f(x) (1.1) 

be a system of ODEs, where f: !Pl" - !Pl" is smooth, and let y be an invertible 
n x n matrix. We say that y is a symmetry of (1.1) if 

f(yx) = yf(x) (1.2) 

for all x E !Pl". An easy consequence of (1.2) is that if x(t) is a solution to (1.1), 
then so is yx(t). In particular if x(t) == Xo is a steady state of (1.1), then so is 
yXo' Either yXo ¥- xo, in which case we have found a "new" steady state; or 
yXo = xo, in which case we say that y is a symmetry of the solution Xo. When 
enumerating steady-state solutions of(1.1), it makes sense to enumerate only 
those that are not related by symmetries of f, since the remaining equilibria 
may be found by applying these symmetries. 

There is a similar consequence for periodic solutions: if x(t) is aT-periodic 
solution of (1.1), then so is yx(t). However, in the periodic case it is natural 
to widen the definition of a symmetry of a solution. Uniqueness of solutions 
to the initial value problem for (1.1) implies that the trajectories of x(t) and 
yx(t) are either disjoint, in which case we have a "new" periodic solution, or 
identical, in which case x(t) and yx(t) differ only by a phase shift. That is, 

x(t) = yx(t - to) (1.3) 

for some to. In this case we say that the pair (y, to) is a symmetry of the periodic 
solution x(t). Thus symmetries of periodic solutions have both a spatial com­
ponent y and a temporal component to. 

(b) Deformation of an Elastic Cube 

The first example is an incompressible elastic body in the shape of a unit cube, 
subjected to a uniform tension A. normal to each face, as in Figure 1.1. For 
small values of A. the undeformed cube is a stable equilibrium configuration 
for the body. But for large A. this shape, though still an equilibrium configura­
tion, is unstable. What new equilibrium shapes should we expect to occur as 
a result of this loss of stability? Our discussion of this question is based on 
results of Ball and Schaeffer [1983]. 

First we must prescribe which deformations of the cube are permitted in 
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Figure 1.1. An elastic cu be under uniform traction. 

(a) (b) 

Figure 1.2. Possible equilibrium configurations of a deformed cube with two sides of 
equal length: (a) rod-like; (b) plate-like. 

our model. For pedagogical purposes we consider only deformations whereby 
the cube becomes a rectangular parallelepiped. The consequences of symmetry 
already manifest themselves in this very restricted class of deformations. See 
Ball and Schaeffer [1983] for a more general setting. 

Equilibrium configurations of the body may then be described completely 
by the (positive) side lengths 11, Iz, 13 subject to the incompressibility constraint 

(1.4) 

Clearly any sensible mathematical model for the deformations of the cube 
should remain unchanged by permutations of the lengths of the sides. Thus if 
(/1' Iz, 13 ) represents an equilibrium configuration for a given load .-t, then so 
do (/z,1 1 ,/3), (lz,13,ld, and so on. We can use this observation to classify the 
possible types of equilibria. After permuting the Ij we may assume that 

o < 11 ::;; Iz ::;; 13, (1.5) 

Should all the Ij be equal, then by (1.4) we must have 

(1.6) 

the trivial undeformed cube. There are two possible ways in which two of the 
Ij might be equal: 

(a) 11=/2</3 

(b) 11 < 12 = 13, 
(1.7) 

These equilibria are pictured in Figure 1.2. In (1.7a) one side is longer than 
the other two, yielding a "rodlike" deformation; in (1.7b) one side is shorter 
than the other two, yielding a "platelike" deformation. 
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The remaining possibility is that all sides are of unequal length: 

11 < 12 < 13 . 

5 

(1.8) 

The symmetries of the equilibria (1.6-1.8) are easily found. There are six 
permutations of the lj' of which five are nontrivial. All six are symmetries of 
the trivial solution (1.6). The rod like and platelike equilibria (1.7) have only 
one nontrivial permutational symmetry (interchanging (12) for rods and (23) 
for plates). Equilibria (1.8) have no nontrivial symmetries. These symmetries 
imply that solutions of the type (1.7) occur in threes whereas solutions of type 
(1.8) come six at a time. 

We can now refine the question posed earlier. At a loss of stability of the 
fully symmetric cubic shape, do we expect to find deformations having two equal 
sides, or deformations in which all sides are of unequal length? This question is 
by its nature model-independent. If we knew the exact model then we could 
in principle solve the model and answer the question without any speCUlation. 
What we are asking is, given a typical f in (1.1) having as symmetries all 
permutations on three symbols, what kinds of equilibria do we expect to see? 

There is an incorrect approach to this question which illustrates some of 
the difficulties. In some sense, in the "typical" case all of the lj are unequal: 
imagine selecting them "at random." It is thus tempting to imagine that a 
typical branch of solutions bifurcating from the cubic state will consist of 
rectangular parallelepipeds whose sides have three different lengths. However, 
this argument applies "typicality" in the wrong context, because we are not 
asking the question for arbitrary f, but for functions f with certain specified 
symmetries. And in fact we show in §2 that generically bifurcating solutions 
will correspond to either rodlike or platelike equilibria. This is what we mean 
by a model-independent result depending only on the symmetries of the 
problem. 

(c) Oscillation of a Hosepipe 

Our second example concerns bifurcation to periodic solutions rather than 
steady states as previously. Consider a flexible hose of circular cross section 
suspended vertically, with water flowing through it at a rate A. See Figure 1.3. 

Figure 1.3. A circular hose suspended vertically. 
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(a) (b) 

Figure 1.4. Standing waves (a) and rotating waves (b) in the motion of a hosepipe. 

Assume that the stiffness is large compared to the gravitational restoring force, 
so that the effect of gravitation may be ignored. When the flow rate is small 
the hose remains steady, but when the rate is large the hose begins to oscillate. 
The hose is circular, and we assume a circularly symmetric model. That is, the 
ODE will have as symmetries all rotations and reflections about the origin in 
the horizontal plane. 

As shown in Bajaj and Sethna [1982] the occurrence of circular symmetry 
does affect the expected types of oscillation. They show that there are two 
types of periodic solution that bifurcate from the invariant steady state (at the 
same value of A.). These are a standing wave, where the end of the hose swings 
like a pendulum in a fixed plane containing the vertical axis, and a rotating 
wave, where the end of the hose traverses a circle in a horizontal plane. See 
Figure 1.4. In both cases the shape of the hose is approximately that of a 
cantilever beam in its second mode. 

These two types of oscillation may be distinguished by their symmetries. 
The standing wave has a spatial symmetry: reflection across the plane in which 
the hose oscillates. There is also a spatiotemporal symmetry: reflection in the 
vertical axis of the plane of oscillation coupled with a phase shift of half a 
period. As remarked in subsection (a), the overall symmetry of the equations 
(circular) implies that if one standing wave solution is found, then there must 
exist a family of such solutions (related by applying the circular symmetries 
of the system). This yields one standing wave solution for each plane con­
taining the vertical axis. The set of all such solutions glues together in phase 
space to form an invariant 2-torus. 

The rotating waves exhibit a mixture of spatial and temporal symmetry. 
The oscillation of the end of the hose takes a very special form. We can 
imagine-as is indeed the case-that the time t evolution of the hose is 
identical to rotation of the hose through an angle kt in the horizontal plane, 
where k is some constant. Now the overall circular symmetry implies that if 
a counterclockwise rotating wave solution occurs, then a clockwise rotating 
wave must also be present. 
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Bajaj and Sethna [1982] show that either of these periodic solutions can be 
stable. Which solution is stable depends on the system parameters, in particu­
lar the mass ratio-the ratio of the masses per unit length of the fluid and of 
the solid pipe. 

At this stage we shall not attempt to explain why these two modes of 
oscillation appear, or why no other mode of oscillation is expected. What we 
stress at this point is that there is a theory of Hopf bifurcation with symmetry 
which gives model-independent information about periodic solutions, de­
pending only on the symmetry assumed in the system. Chapter XVI contains 
the theoretical development, and Chapter XVII applies it in particular to the 
circularly symmetric case. 

(d) Abstraction to the Language of Groups 

The purpose of group theory is to provide a language for making rigorous 
statements about sym!lletry, so it is not surprising that groups playa promi­
nent role in the sequel. In particular we note that for any given f the invertible 
matrices y satisfying (1.2) always form a group. To see this we must show that 
ify and <5 are invertible matrices that satisfy (1.2), then 

(a) y-I satisfies (1.2), and 

(b) y<5 satisfies (1.2). 

It is easy to check (1.9b), because 

f(y<5x) = yJ(<5x) = y<5f(x). 

To check (1.9a) set y = yx in (1.2) to obtain 

J(y) = yJ(y-1 y) 

and multiply (1.10) by y-I. 

(1.9) 

(1.1 0) 

We are thus led to define the group of symmetries r of the ODE (1.1). The 
symmetries of any particular steady-state solution Xo form a subgroup of r 
called the isotropy subgroup of xo, defined by 

~xo = {y E r: yXo = xo}. (1.11) 

Observe that in the traction problem of subsection (b) earlier the group of 
symmetries is 83 , the six-element group of all permutations on three symbols. 
The isotropy subgroup of the trivial undeformed solution (1.6) is 83 itself. The 
isotropy subgroup of rod- or platelike solutions (1.7) is a two-element sub­
group. The isotropy subgroup of solutions (1.8) is the trivial subgroup ~ 
consisting only of the identity permutation. 

The distinct solutions to (1.1) forced by symmetry may also be described 
group-theoretically. For Xo E ~n we define the group orbit through Xo to be 

( 1.12) 



8 XI. Introduction 

If Xo is an equilibrium solution to (1.1) then so is every point in its group orbit. 
In other words, a mappingf satisfying (1.2) for all Y E r must vanish on (unions 
of) group orbits. Elements yXo and (jxo of a group orbit are equal if and only 
if (j-1 yxo = xo, that is, (j-1 y E 1:xo ' In particular, if r is a finite group, then the 
number of distinct equilibria forced on (1.1) by the existence of one equilibrium 
solution Xo is 

jrl/I~xol 

where I I indicates the number of elements, or order, of the group. The reader 
may verify this formula for the different types of equilibrium in the traction 
problem. 

Next we rephrase, in general terms, the question concerning which types of 
solution to the traction problem can be expected to occur. Suppose that the 
ODE (1.1) depends on a bifurcation parameter A., and that the equation has 
a symmetry group f for all A.. Further assume that there is a f-invariant steady 
state (that is, one whose isotropy subgroup is f), which for convenience we 
take to be Xo = O. Thus we have an ODE 

dx/dt = f(x, A.) 

where 

f(yx, A.) = yf(x, A.) 

for all y E f, and 

f(O, A.) == O. 

Finally assume that f has a singularity at A. = 0, so that 

det(df)o,o = O. 

The fundamental question is: 

Generically, for which isotropy subgroups 1: should we 
expect to find bifurcating branches of steady states, 
having 1: as their group of symmetries? 

We think of the full symmetry group r ofthe r-invariant steady state breaking 
to the symmetry group 1: of the bifurcating solution branch. This process is 
called spontaneous symmetry-breaking. 

For the traction problem the answer will turn out to be the following: we 
expect symmetry to break from the permutation group 8 3 to the two-element 
subgroup Z2, rather than to the trivial subgroup ~. 

The whole discussion may be repeated for Hopf bifurcation of a r -invariant 
steady state to periodic solutions. However, we must enlarge r to accommo­
date phase shifts. Two phase shifts t l' t2 E IR will have the identical effect if 
they differ by an integer multiple of the period T, so the "correct" group of 
phase shifts is IR modulo TZ, the circle group 8 1 for period T. The pairs (y, to) 
of symmetry operations for T-periodic solutions thus lie in the group f x 8 1 

rather than r. 
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For the hosepipe the group of symmetries is 0(2), the rotations and reflec­
tions of the plane that keep the origin fixed. Thus the symmetries of periodic 
solutions obtained by Hopfbifurcation are isotropy subgroups inside 0(2) x 
SI. The standing waves have a Z2 reflectional symmetry inside 0(2), and also 
a Z2 spatiotemporal reflection inside 0(2) x SI. The rotating waves have the 
symmetry group 

80(2) = {(a, a): a E SI} 

where we identify SI with the rotations in 0(2). For further details and fine 
points on 0(2) Hopf bifurcation see Chapter XVII. 

I t is worth remarking that this subsection contains the germ of an important 
idea, worth bearing in mind throughout. There is an analogy between steady­
state and Hopf bifurcation, in which r is replaced by r x SI. 

§2. Techniques 

The study of bifurcation problems with symmetry is complicated because 
symmetry often forces eigenvalues of high multiplicity. Thus, even after a 
Liapunov-Schmidt reduction (see Chapter VII), it is necessary to study bifur­
cation problems with several state variables. The main theme of this volume 
is that techniques exist to simplify the analysis of symmetric bifurcation 
problems, and that these techniques exploit the very same symmetries that 
cause the initial complication. 

The three basic techniques are: 

(a) Restriction to fixed-point subspaces, 
(b) Invariant theory, 
(c) Equivariant singularity theory. 

In this section we illustrate these techniques by applying them to the traction 
problem described in § 1 b. We begin by discussing why symmetry forces 
multiple eigenvalues and then proceed to the three techniques. 

Consider a bifurcation problem 

<1>(y, )~) = 0, 

with symmetry group r, so that 

<1>(0, A) == 0 (2.1 ) 

(2.2) 

Without loss of generality we may assume that a bifurcation occurs along the 
trivial solution y = 0 at A = 0; that is, we let L = (d<1»o.o and assume that 

ker L =1= {O}. 

By definition, we have a multiple eigenvalue whenever 

dim ker L ;:::: 2. (2.3) 
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Recall two facts from VII, §3: 

(i) Matrices in r map ker L into itself (see Lemma VII, 3.2). 
(ii) The Liapunov-Schmidt reduced bifurcation equation g: ker L x IR ~ 

ker L may be chosen to commute with the matrices in f, so that 

g(yx,.l.) = yg(x,.l.) for all y E f. 

(See Proposition VII, 3.3.) 

The generalities of the Liapunov-Schmidt reduction imply that 

(dg)o.o = o. 

(2.4) 

(2.5) 

Thus, in the abstract study of bifurcation with symmetry, we may assume that 
the bifurcation problem g(x,.l.) satisfies (2.4,2.5). 

The occurrence of multiple eigenvalues is intimately related to the notion 
of irreducible group actions. We say that a subspace V c ker Lis f-invariant 
if each matrix}' E f maps V to itself. The group r acts irreducibly on ker L if 
there are no nonzero proper f -invariant subspaces of ker L. It is not difficult 
to prove (see XIII, §3 later) that generically, for bifurcation problems with 
symmetry group r, the action of f on ker L is irreducible. 

When the group is trivial, that is, f = ~, every subspace is f -invariant, and 
irreducibility implies that dim ker L = 1. Thus, when no symmetry is present, 
generically we expect simple eigenvalues. That is, we expect bifurcation prob­
lems with only one state variable (after Liapunov-Schmidt reduction). Much 
of Volume 1 was devoted to a study of this important "special case." In fact 
we showed in Chapter IX that the simplest multiple eigenvalue problems for 
bifurcation without symmetry occur in codimension three. 

All (compact Lie) groups except Zz and ~ have irreducible actions on vector 
spaces of dimension greater than one. Thus, when symmetries are present, we 
may expect to find bifurcation problems where ker L has dimension greater 
than one. Similar remarks apply in the case of Hopf bifurcation: again multiple 
eigenvalues are commonplace. 

In the remainder of this section we outline the three basic techniques 
mentioned earlier. 

(a) Restriction to Fixed-point Subspaces 

It is possible to reduce the effective dimension of ker L by prescribing in 
advance the symmetries of solutions being sought. Suppose we want to find 
steady states with symmetry ~, a subgroup of f. Such solutions must lie in 

Fix(:E) = {y E ker L: ay = y for all a E :E}, (2.6) 

the fixed-point subspace for :E. (Note that Fix(:E) is a vector subspace of ker L 
since it is defined by a system of linear equations.) To find such steady states 
it suffices to solve the restricted system of equations 
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glFix(L) x IR = O. 

This task is made easier by the fact that fixed-point subspaces are invariant 
for g; that is, 

g: Fix(L) x IR -> Fix(L). 

To verify (2.7), suppose that y E Fix(L) and (J E L. Then 

(Jg(y, A) = g«(Jy, A) = g(y, ).) 

(2.7) 

so (J fixes g(y, ),), and g(y, ),) E Fix(L). Thus, even though g may be a highly 
nonlinear mapping, symmetry forces g to have invariant linear subspaces. 

By (2.7) the system of equations 

g(y, ),) = 0, Y E Fix(L) 

consists of m = dim Fix(L} equations, and m may be considerably smaller than 
dim ker L. The extreme case is when 

dim Fix(L} = 1. (2.8) 

Then (2.7) is a bifurcation problem in one state variable. 
The fundamental observation about one-dimensional fixed-point subspaces 

is the equivariant branching lemma, which asserts that generically, for each I: 
satisfying (2.8), there exists a unique branch of nontrivial steady-state solutions 
to g = ° lying in Fix(I:} x IR. The proof of this lemma, first stated in this 
abstract form by Vanderbauwhede [1980], is elementary (see Theorem XIII, 
3.2, and also Cicogna [1981]). The lemma's usefulness is based on the fact that 
an analytic statement (the existence of a branch of solutions with certain 
symmetry properties) is replaced by an algebraic one (the existence of sub­
groups with one-dimensional fixed-point subspace). The equivariant branching 
lemma provides one instance where symmetry complicates a bifurcation 
analysis (by forcing eigenvalues of high multiplicity), yet these same symmetries 
help simplify the search for solutions. 

We consider here an example which enables us to show that generically 
rod- and platelike solutions occur in the traction problem of §l. We first 
discuss this example and then return to the traction problem later. 

Identify [R2 with C and consider the dihedral group 0 3 of all symmetries of 
an equilateral triangle. More precisely, 0 3 is a six-element group generated 
by an element of order 2 and an element of order 3: 

(a) z ~ z 
(b) z ~ e2rri /3 z. 

(2.9) 

The action of 0 3 on C is irreducible. For if V is a nonzero proper 03-invariant 
subspace it must be a line through the origin, but no line can be fixed by a 
2n/3 rotation. 

It is easy to find a subgroup of 0 3 that has a one-dimensional fixed-point 
space. Let L be the two-element group generated by (2.9a). Then Fix(L) 
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consists of all z for which z = z; that is, Fix(1:) = fR. The equivariant branching 
lemma implies that generically there exist branches of solutions, to bifurcation 
problems with 0 3 symmetry, that have at least a reflectional symmetry. 

We now relate this result to the traction problem. Recall from § 1 b that the 
symmetry group of the traction problem is the permutation group S3, and 
that equilibria are determined by a bifurcation problem defined on the space 
of side lengths (11' [2' [3) of the body, subject to the incompressibility constraint 

11/2/3 = 1. (2.10) 

We seek solutions that bifurcate from the "trivial" cubic shape 

II = 12 = 13 = 1. 

We claim that such a problem is abstractly isomorphic to the 0 3 bifurcation 
problem discussed previously. To see this observe that S3 and 0 3 are iso­
morphic groups. The isomorphism maps z ~ z to the permutation (12' 11 ,/3 ) 

and z ~ e21ti/3z to the permutation (12,1 3 , Id. Next, observe that the traction 
problem is posed on a two-dimensional submanifold of fR3 defined by (2.10). 
Locally near (1,1,1) we can pose this bifurcation problem on the tangent plane 

(2.11 ) 

to the manifold (2.10). It is a simple exercise to show that S3 acts on the plane 
(2.11) as symmetries of an equilateral triangle (whose sides lie on the inter­
section of the plane (2.11) with the coordina te planes Ij = 0). 

These identifications, coupled with the D3 result stated previously, show 
that generically we expect a unique branch of solutions to the traction prob­
lem whose solutions are symmetric under the permutation (12' II '/3). That 
is, rod- and platelike solutions are to be expected. (The original convention 
II ~ 12 ~ 13 is best abandoned at this stage: the two cases should be thought 
of as II = 12 < 13 and II = 12 > 13.) In the next subsection we use invariant 
theory to show that generically no other solutions occur near bifurcation. 

We summarize the discussion. There is an algebraic criterion which gives a 
partial answer to the problem of spontaneous symmetry-breaking. Given a 
group of matrices r acting on fR", find all isotropy subgroups 1: whose fixed­
point subspace is one-dimensional. Then (generically) the equivariant branching 
lemma lets us associate to each such isotropy subgroup a unique branch 
of steady-state solutions. The general problem of spontaneous symmetry­
breaking-for which subgroups 1: do we generically have solutions?-remains 
unsolved; nevertheless this technique provides us with much information. In 
Chapter XIII we present several examples, the most interesting being bifurca­
tion problems with spherical symmetry. 

The same complications of high multiplicity occur in Hopf bifurcation for 
symmetric systems, since the purely imaginary eigenspace of dg is again 
invariant under r. There is a result, analogous to the equivariant branching 
lemma, which guarantees the existence of branches of periodic solutions 
corresponding to isotropy subgroups of r x SI with two-dimensional fixed-
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point subspace. See Theorem XVI, 3.1. Indeed the rotating and standing waves 
describing oscillations of the hosepipe in § 1 b may be understood from this 
point of view; see XVII, §2. 

(b) Invariant Theory 

It is well known that every even function in x is a function of X Z and that 
every odd function is the product of an even function with x. These statements 
are trivial instances of two important theorems from the invariant theory of 
compact groups, theorems that provide a theoretical basis for many of the 
calculations presented in this volume. In particular, invariant theory lets us 
organize, in a rational way, the Taylor expansion of mappings satisfying the 
commutativity condition (2.4). 

We begin our discussion with a definition. A function f: ker L -+ IR. is 
r -invariant if 

f(}'x) = f(x) for all y E r. 

For example, if r = Zz = {± I} acting on IR. by multiplication, then the 
invariant functions are just the even functions. Moreover, if f is a Zz-invariant 
polynomial, then there exists a polynomial p such that 

f(x) = p(XZ). 

In general, the Hilbert-Weyl theorem (XII, 4.2) implies that for compact 
groups r there always exist finitely many (homogeneous) r-invariant poly­
nomials U 1, ... , Us such that every r-invariant polynomial f has the form 

f(x) = p(u 1 (x), ... , u.(x)) 

for some polynomial p. 
Similarly, g: ker L -+ ker Lis r-equivariant (or commutes with r) if 

g(yx) = yg(x) for all y E r. 

The Zz-equivariant mapping are just odd functions, having the form 

g(x) = p(xz)x. 

(2.12) 

The theorem on invariant functions (2.12) may also be used to show that 
there exists a finite set of r -equivariant polynomial mappings Xl' ... , X, such 
that every r-equivariant polynomial mapping has the form 

(2.13) 

where each jj is a r -invariant polynomial. See Theorem XII, 5.2. Both theo­
rems (2.12) and (2.13) may be generalized from polynomials to smooth germs 
(without changing the Uj or the Xd: see Theorems XII, 4.3, and 5.3. 

Having stated these general facts, we consider D3 acting on C as in (2.9). It 
is easy to check that 
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u = zz and v = Re(z3) 

are D 3-invariant, and that 

X(z) = z and Y(z) = z2 

(2.14) 

(2.15) 

are D 3-equivariant. A longer but still elementary calculation shows that every 
D 3-invariant polynomial/has the form 

/(z) = p(u, v) 

and that every D 3-equivariant polynomial mapping 9 has the form 

9(z) = p(u, v)X(z) + q(u, v) Y(z). 

See Examples XII, 4.1c and 5.4c. 

(2.16) 

(2.17) 

Observe that (2.17) lets us enumerate the terms in the Taylor series of g. In 
particular there is 

one linear term z, 
one quadratic term Z2, 
one cubic term uz. 

Their coefficients are p(O, 0), q(O, 0), and Pu(O, 0), respectively. 
We discuss the implications of (2.17) for the traction problem. In particular 

we show that generically only rod- or platelike solutions bifurcate from the 
cubic shape. To establish this, observe that (2.17) implies that the traction 
problem leads to a bifurcation problem of the form 

9(Z, A) = p(u, v, ,1)z + q(u, v, ,1)z2 = 0 (2.18) 

where the trivial cubic shape corresponds to z = O. At a bifurcation point 
(which we take to be)~ = 0) the linear term in (2.18) vanishes, so 

p(O, 0, 0) = O. 

Generically in (2.18) the coefficient of the quadratic term is nonzero; that is, 

q(O, 0, 0) -# O. (2.19) 

Using the special form (2.18) we now attempt to solve 9 = O. If z and Z2 are 
linearly independent (as vectors in /R 2 ) then 9 = 0 has a solution only if 
p = q = O. The genericity assumption (2.19) precludes such solutions near 
z = O. Thus all solutions bifurcating from the trivial solution must have z a 
real multiple of Z2; that is, Im(z3) = O. It is easy to check that points z with 
Im(z3) = 0 are those with a Z2 symmetry. (Note that there are three Z2 
subgroups ofD3, corresponding to the three reflectional axes of an equilateral 
triangle: our previous analysis refers to a particular one of these.) These points 
correspond to rod- or platelike solutions, which perforce are the generic 
possibilities. 

Up till now we have not discussed whether, in our theory, the rod- and 
platelike solutions can be asymptotically stable. In the next subsection we 
show that generically they are unstable near bifurcation. Thus stable solutions 
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can be found only globally, and we use singularity-theoretic methods to 

achieve this. 
For general groups r it is a difficult task to find explicitly the generators 

u l' ... , Us and Xl' .•. , X, whose existence is asserted in (2.12, 2.13). There are, 
however, many examples of group actions where such generators can be found 
explicitly. In these cases the technique of writing the general r-equivariant 
mapping 9 in the form (2.13), and then using this form to analyze the zero-set 
9 = 0, is a useful one. Even when explicit generators cannot be found, it may 
be possible to analyze the form of a r-equivariant mapping up to some 
particular order (say cubic or quintic) in the Taylor series, and to proceed 
from that description. 

(c) Equivariant Singularity Theory 

Until this point we have discussed only issues concerning the generic behavior 
of bifurcation problems with symmetry. In Volume I we described situations 
where the study of degenerate bifurcations proved useful, and we showed that 
singularity theory is an appropriate tool for such studies. As might be expected, 
the study of degenerate bifurcation problems with symmetry can be equally 
profitable, and here equivariant singularity theory is appropriate. We motivate 
our discussion by returning to the traction problem. 

The rod- and platelike solutions to the traction problem which we have 
found previously are unstable (Exercise 2.1). In particular the genericity as­
sumption (2.19) is precisely what is needed to prove these solutions unstable. 
Hence, to find asymptotically stable solutions with local methods, we must 
consider degenerate bifurcation problems and their universal unfoldings. (We 
note that the instability of the rod- and platelike solutions can be obtained 
by a general group-theoretic argument; see Theorem XII, 4.3.) We now pro­
vide a short summary of equivariant singularity theory, apply it to the least 
degenerate bifurcation problems with D3 symmetry, and interpret the results 
for the traction problem. 

A singularity theory analysis depends on having a class of mappings, and 
a notion of equivalence sufficiently robust for the determinacy and unfolding 
theorems to hold. Such a setting exists for symmetric bifurcation problems. 
The class of mappings is the space of r -equivariant mappings. The notion of 
equivalence is r -equivalence, defined as follows: two r -equivariant bifurcation 
problems 9 and hare r -equivalent if 

g(x, A) = S(x, ),)h(X(x, A), A(A)) (2.20) 

where S is an invertible matrix, X is a diffeomorphism depending on A, and 
A is a diffeomorphism. Certain equivariance conditions are imposed on S 
and X in order to preserve r-equivariance. See Definition XIV, 1.1, for 
details. Chapters XIV and XV present equivariant singularity theory, includ­
ing examples. 

We now preview the discussion of D3 symmetry in XV, §4. Suppose that 
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Figure 2.1. Least degenerate D3 bifurcation diagram. 

(2.19) fails, so that 

q(O, 0, 0) = 0. 

Then a normal form for the least degenerate 03-equivariant bifurcation 
problem with q = 0 is 

h(z,..l.) = (eU + J..l.)z + (au + mv)"zz (2.21) 

where e, J, a = ± 1 and m =F ° is a modal parameter (see Chapters V and X). 
This normal form is obtained subject to certain nondegeneracy conditions on 
terms of order 3, 4, and 5 in the general 03-equivariant bifurcation problem 
g (see Theorem XIV, 4.4). If we assume that the trivial solution is asymptotically 
stable for A < ° and that the Zz-symmetric solutions bifurcate supercritically, 
then e = 1 and J = - 1. A schematic bifurcation diagram is shown in Figure 
2.1. 

Two branches of Z2-symmetric solutions bifurcate from the trivial solution. 
These correspond to rod- and platelike solutions, respectively. The sign of the 
fourth order coefficient a determines which is stable. We assume, for argument's 
sake, that the platelike solutions are asymptotically stable. 

Of course our real interest lies not in the degenerate bifurcation problem 
itself, but in its perturbations. The universal unfolding for (2.21) in the world 
of 0 3 symmetry is obtained by adding one perturbation term azz. The notable 
qualitative features of the perturbed bifurcation diagrams are the changes in 
the stability of the Zz-symmetric solutions and the introduction of solutions 
with no nontrivial symmetry via secondary bifurcation. Moreover, depending 
on the sign of the fifth order coefficient m, these solutions with trivial symmetry 
may be asymptotically stable. Figure 2.2 shows the schematic bifurcation 
diagrams when a = 1. 

Finally, we interpret these diagrams for the traction problem. Suppose that 
by varying a parameter we find a degenerate 0 3 bifurcation problem in which 
the fifth order coefficient m happens to be positive (Figure 2.2b). Then, when 
the trivial cubic shape loses stability as the tension ..l. on the faces is increased, 
we see ajump to a platelike shape. As A is increased further, the platelike shape 
loses stability and the body deforms into a rectangular parallelepiped with 
three unequal sides. Eventually, as A is increased still further, the body deforms 
into a rodlike shape. In Case Study 5 we show, following Ball and Schaeffer 
[1983], that this scenario does occur in equations modeling an elastic body 
made of "Mooney-Rivlin material." 

We end this section by noting that degeneracies can also be important for 
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Figure 2.2. Universal unfolding of a D3 bifurcation problem. 

Hopfbifurcation with symmetry,just as in the asymmetric case (VIII, §5). For 
example, recall the oscillations of a hosepipe from § 1 b. There are two possible 
dominant motions: rotating and standing waves. Either mode can be asymp­
totically stable, depending on the mass ratio {3. Bajaj and Sethna [1982] show 
that there are critical values of {3 at which a transition of stability (or a 
degeneracy) occurs. This type of degeneracy will be studied in XVII, §5, using 
singularity-theoretic methods. The main result is the existence of an invariant 
2-torus in the dynamics. 

EXERCISES 

2.1. Show that generically both rod- and platelike solutions to the traction problem 
must be unstable. Hillt: Write the g of (2.18) in real coordinates (x, y) where 
z = x + iy. Compute the Jacobian matrix (dg) at (x,O), a typical point with Zz 
symmetry, and show that the eigenvalues are p ± 2xq. Finally observe that solu­
tions (x, 0) to g = 0 satisfy p + xq = O. Hence show that the eigenvalues p ± 2xq 
are of opposite sign when q "i= O. 

2.2. Verify that II and v in (2.14) are D 3-invariant and that X and Yin (2.15) are 
D 3-equivariant. 

2.3. Consider the action of D3 on C defined in (2.9). Show that points Z E C with 
isotropy subgroup isomorphic to Zz satisfy Im(z3) = 0, z "i= O. 

2.4. Let S3 act on (/,,12 , 13)-space by permuting coordinates. Show that the S3-
invariant polynomials are generated by the elementary symmetric polynomials 

II, = I, + Iz + 13 

liz = 1,lz + 1,13 + Iz l3 

113 = 1,lz I3' 
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§3. Mode Interactions 

The simplest kinds of degeneracy occur in the linear terms of bifurcation 
equations. A linear degeneracy occurs when, at an equilibrium, the Jacobian 
matrix has eigenvalues on the imaginary axis. Steady-state bifurcation corre­
sponds to zero eigenvalues, and Hopf bifurcation to purely imaginary eigen­
values. Of course, nondegeneracy conditions involving higher order terms 
must be satisfied in order to have the simplest steady-state bifurcation (the 
limit point x 2 + A) and the simplest Hopf bifurcation. See Table IV, 2.3, and 
Theorem VIII, 3.2. 

The standard dynamical systems theory oflocal bifurcation (see Guckenhei­
mer and Holmes [1983]) counts codimension by the number of degeneracies 
that must be satisfied in order for a given singularity to occur. From this point 
of view (where no distinguished bifurcation parameter is present) limit points 
(or saddle-nodes) and Hopfbifurcations have codimension one. The codimen­
sion two singularities occur either through a degeneracy in the higher order 
terms or through a second linear degeneracy. 

In Volume I we gave an account of a theory for organizing nonlinear 
degeneracies at simple eigenvalues. In the last two chapters of this volume we 
discuss phenomena associated with double linear degeneracies. Chapter XIX 
treats aspects of these double degeneracies in systems without symmetry, and 
Chapter XX deals with the same issues when circular 0(2) symmetry is present. 
In this section we preview some of the points raised in those chapters. 

The eigenspaces associated with eigenvalues of the Jacobian matrix are 
often called modes. In this language we may speak of "modes going unstable" 
as the corresponding eigenvalues cross the imaginary axis. Of course, the 
codimension two linear degeneracies then correspond to two modes going 
unstable simultaneously. Such degeneracies are interesting because nonlinear 
terms often couple the modes to create behavior more complicated than might 
be expected from them individually. These complications are said to be 
produced by nonlinear interactions of the two modes; more briefly, by mode 
interaction. 

We divide mode interactions into three types: 

(i) Steady-state/steady-state, 
(ii) Steady-state/Hopf, 

(iii) Hopf/Hopf. 

We discuss briefly some notable features of these interactions. In (i) we see 
immediately a difference between the steady-state and dynamic theories of 
ODEs. A double zero eigenvalue can occur in a steady-state equation only in 
codimension three (see Chapter IX); however, the steady-state/steady-state 
mode interaction (two zero eigenvalues) occurs in codimension two. This 
apparent inconsistency is resolved by recalling that a 2 x 2 matrix with a 
double zero eigenvalue need not be zero. Consider the system of ODEs 
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(3.1) 

Locally, the steady states of this system may be found by Liapunov-Schmidt 
reduction. Since the Jacobian matrix is nonzero the system reduces to a 
bifurcation problem in one state variable where only limit points are expected. 
However, under perturbation the singularity (3.1) produces interesting dy­
namic behavior, namely periodic and homoclinic orbits. See Bogdanov [1975J, 
Takens [1974J, and Guckenheimer and Holmes [1983]. 

The most notable feature of steady-state/Hopf mode interactions is the 
occurrence of an invariant 2-torus in the dynamics. For Hopf/Hopf interac­
tions it is the occurrence of an invariant 3-torus. In our subsequent discussion 
we emphasize those aspects of the dynamics that can be obtained by "steady­
state" techniques. For example, the existence (but not the stability) of the 
2-torus can be deduced from a change of stability along a branch of periodic 
solutions, and these periodic solutions can be found by static bifurcation 
techniques as in Chapter VIII. Thus "steady-state" techniques can find many 
states that are not steady. 

Our discussion in §2 shows that when symmetries are present, multiple 
eigenvalues may be expected. This happens because the symmetries leave the 
associated eigenspace invariant. The multiplicity of eigenvalues is least when 
this action is irreducible, and this is the generic situation. It is then convenient 
to speak of the entire (irreducible) eigenspace as a single mode. 

As we might expect, the high multiplicity causes complicated behavior in 
mode interactions. For example, when symmetry is present,just the enumera­
tion of the possible mode interactions is complicated, because each irreducible 
representation of a group produces its own type of steady-state and Hopf 
bifurcation. Thus the mode interactions must be indexed according to the 
irreducible representations of the group. See Chapter XX, where details of 
mode interaction with 0(2) symmetry are presented. 

Mode interactions with symmetry usually lead to large numbers of eigen­
values on the imaginary axis. For example, when 0(2) symmetry is present we 
expect to find, among other things, Hopf/Hopf interactions of codimension 
two, having eight purely imaginary eigenvalues. Thus in systems with circular 
symmetry and two parameters, we may expect to find parameter values where 
eight eigenvalues of the Jacobian lie on the imaginary axis. Despite this, the 
complications generated by these large numbers of critical eigenvalues often 
remain amenable to the techniques inspired by symmetry, as described in the 
previous section. 

We mention two applications of mode interactions with symmetry: the 
buckling of a rectangular plate and the Couette-Taylor system. We showed 
in Case Study 3 that a steady-state/steady-state mode interaction occurs in 
the buckling of a rectangular plate, when only two parameters are varied. In 
the experiment, the plate is subjected to an end load X As A is increased the 
undeformed state loses stability and the plate buckles. The buckled state has 
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a well-defined wave number, the number of maxima of the deformed plate 
along its midline. The value of this wave number depends on the aspect ratio 
C(, the ratio of width to length. At certain critical values of C( the plate loses 
stability simultaneously to buckling patterns with two consecutive wave 
numbers. The Z2 EEl Z2 symmetry permits this double eigenvalue to occur in 
codimension two. One product of this nonlinear interaction is the existence 
of mixed mode buckled states. 

One of the most famous experiments in fluid mechanics, the Couette-Taylor 
system, provides another physical example where mode interactions with sym­
metry occur. We summarize some of the results here; details are in Case Study 
6. The experimental apparatus consists of a fluid contained between two 
independently rotating coaxial cylinders. The flow is described by the Navier­
Stokes equations, in which the velocity field is the principal unknown. A 
solution of these equations is time-independent (or a steady state) if the 
velocity field does not vary in time (even though the fluid moves). For example, 
Couette flow, in which fluid particles move in circles around the axis at a speed 
depending only on the radius, is time-independent. Although, strictly speaking, 
Couette flow is only a mathematical idealization which treats the apparatus 
as infinitely long, nonetheless it is the basis of the bifurcation analysis. 

Both time-independent and time-dependent transitions from Couette flow 
have been observed experimentally. G.I. Taylor [1923J noticed that when the 
outer cylinder is held fixed and the speed A. of the inner cylinder is increased, 
Couette flow loses stability to a time-independent state now known as Taylor 
vortices; see Figure 1.1 (b) of Case Study 6. In his experiments Taylor also 
found that in the counterrotating case, when the outer cylinder is set in motion 
at a fixed and sufficiently large speed C( < 0, then as A. > ° is increased, Couette 
flow loses stability to a time-dependent state called spirals. See Figure 1.1 (c) 
of Case Study 6 and Andereck, Liu, and Swinney [1986]. It is not surprising, 
then, that there is a critical speed of counterrotation for which Couette flow 
loses stability simultaneously to two modes as A. is increased. That is, there is 
a co dimension two steady-state/Hopf interaction. Moreover, because of vari­
ous symmetries in the mathematical models for this experiment, the eigenvalues 

are double. 
Many other states have been observed for different speeds of the cylinders. 

We mention two here: wavy vortices and twisted vortices, illustrated in Figures 
1.1 (d, e) of Case Study 6. These states can be produced mathematically from 
this mode interaction, as we show in Case Study 6. 

Hopf/Hopf mode interactions also occur in the Couette-Taylor system. 
The spiral state has an associated azimuthal wave number m defined by the 
number of distinct spirals that intertwine in the apparatus. When Couette flow 
loses stability to spirals, the actual wave number depends on the speed C( of 
counterrotation. In fact, there are critical speeds C( where Couette flow loses 
stability simultaneously to spirals with wave numbers m and m + 1. Since the 
bifurcation to spirals is a Hopf bifurcation, we have a Hopf/Hopf interaction 
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(with eight eigenvalues on the imaginary axis). These interactions have been 
studied by Chossat [1985a] and Chossat et al. [1987]. 

§4. Overview 

Bifurcations of systems without symmetry occur generically at a simple eigen­
value, and may be of steady-state or Hopf type, corresponding respectively 
to zero or imaginary eigenvalues. Degeneracies are of two basic types: linear 
degeneracies (or multiple eigenvalues) leading to mode interaction and non­
linear degeneracies in higher order terms leading to complicated branching 
patterns. 

When symmetry is present, a similar picture applies, although multiple 
eigenvalues are commonplace even in the generic case. Instead, the basic 
"unit" of which bifurcations are built is an irreducible representation of the 
group r (or of r x S1 in the Hopf case). Again it is necessary to understand: 

(a) The generic case (steady-state or Hopf), 
(b) Nonlinear degeneracies (steady-state or Hopf), 
(c) Linear degeneracies (steady-state/steady-state, steady-state/Hopf, and 

Hopf/Hopf mode interaction). 

The behavior depends on the choice of the representations involved, so that 
many more individual cases arise, even for a fixed group 1. 

The mathematical methods employed may be described as being either 
geometric or algebraic. Geometric methods center around the group-theoretic 
features of the analysis: representation theory and the yoga of fixed-point 
subspaces and isotropy subgroups. In a sense, these methods attempt to 
extract as much information as possible from linear data. They apply especially 
to the generic case, and to finding the correct setting for mode interactions. 

The algebraic methods are invariant theory and equivariant singularity 
theory. They are designed to deal with the effects of higher order terms­
"genuine nonlinearities." They occur in their purest form in the study of 
nonlinear degeneracies. In practice the boundaries are not so clear-cut, and 
both methods tend to become iptertwined. 

The pattern of development of the remainder of this volume is as follows. 

Geometry (Chapters X II-XIII). Chapter XII is a relatively concrete introduc­
tion to Lie groups and their representations, and to invariant theory, con­
centrating on those results (mainly the simpler ones) that prove useful in the 
sequel. Chapter XIII describes the geometry of group actions and proves the 
equivariant branching lemma, a fundamental result in steady-state bifurca­
tion. The groups Dn (symmetries of a regular n-gon), SO(3) (rotations in (R3), 

and 0(3) (rotations and reflections in (R3) are discussed as examples, the latter 
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two at some length since they have an infinite family of irreducible representa­
tions. These geometric ideas are applied in Case Study 4 to the problem of 
Benard convection in the plane. 

Algebra (Chapters XIV~XV). Chapter XIV sets up equivariant singularity 
theory, concentrating on the recognition problem, tangent spaces, and intrinsic 
ideals, by analogy with Chapter II. Similarly Chapter XV develops unfolding 
theory, by analogy with Chapter III, and includes proofs of the main theorems, 
promised from Volume I. The ideas are illustrated using the dihedral group 
D3 (the symmetry group of an equilateral triangle) and its relation to the 
spherical Benard problem via spherical harmonics of order 2. Case Study 5 
shows how to apply the algebraic methods to the traction problem for an 
elastic cube, continuing the analysis outlined previously in §2. 

Hopf Bifurcation (Chapters XVI~XVIII). At this stage the theory moves 
away from static bifurcation and begins to acquire dynamic aspects. Chapter 
XVI develops a general theory of equivariant Hopf bifurcation, concentrating 
on existence and stability results. Chapter XVII applies this methodology to 
Hopf bifurcation with circular symmetry (the group 0(2)), considering both 
the generic case and nonlinear degeneracies (by a trick: reduction to amplitude 
equations). Quasi-periodic motion on a torus occurs here. The closely related 
groups SO(2), Zn' and O(n) (acting on IRn) are also discussed. More com­
plicated examples are dealt with in Chapter XVIII. Hopf bifurcation with 
dihedral group symmetry Dn is studied in detail and applied to oscillators 
coupled in a ring. Hopf bifurcation with spherical symmetry and Hopf bifur­
cation on the hexagonal lattice (relevant to doubly diffusive systems) are 

sketched. 

M ode Interactions (Chapters X I X ~ X X). Chapter XIX discusses mode inter­
actions without any prescribed symmetry, concentrating on the steady-state/ 
Hopf and Hopf/Hopf cases. Because of the natural Sl symmetry of Hopf bifur­
cation, these problems acquire Z2 and Z2 EB Z2 symmetry during the analysis 
(rendering reslfits from Volume I applicable). Finally Chapter XX considers 
mode interactions with 0(2) symmetry. 

The results are applied to Taylor~Couette flow in long cylinders (i.e., subject 
to periodic boundary conditions) in Case Study 6, which brings together 
virtually all of the ideas developed in this volume. The outcome is a coherent 
description, in symmetry terms, of some of the prechaotic behavior observed 
in this much-studied experiment. 



CHAPTER XII 

Group-Theoretic Preliminaries 

§O. Introduction 

The basic theme of this volume is that the symmetries of bifurcating systems 
impose strong restrictions on the form of their solutions and the way in which 
the bifurcation may take place. There are two major subthemes, which we 
might term "geometric" and "algebraic." These lead us to introduce two pieces 
of mathematical machinery: group representation theory and equivariant 
singularity theory. The aim of this chapter is to describe, in a fairly concrete 
fashion, the requisite mathematical background. In this manner we hope to 
make the methods accessible to a wide audience. 

A symmetry of a system !![ is a transformation of!![ that preserves some 
particular structure. The set r of all such transformations has seveal pleasant 
properties, which can be summarized by saying that r is a group. In this book 
f£ is a real vector space IRn, the transformations are linear mappings y: IRn --+ IRn, 
and the structure to be preserved is a particular bifurcation problem. For 
example, consider the static bifurcation problem 

g(x, Je) = 0 (0.1) 

where g: IRn x IR --+ IRn is a smooth (eXl ) mapping, Je being the bifurcation 
parameter. By "preserved" we mean that for all y E r 

(0.2) 

so that every y E r commutes with g. It follows that x is a solution if and only 
if yx is, so the solution set to g = 0 is preserved by the symmetries y. The 
"geometric" subtheme is the study of how r transforms IRn; the "algebraic" 
subtheme deals with the use of (0.2) to restrict the form of g. 

We therefore begin in §la with some group theory. We introduce the idea 
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of a Lie group r acting on a space [Rn and describe fundamental examples 
including the orthogonal group O(n), the circle group 8 1, the dihedral group 
Dn and the n-torus Tn. A given abstract group r can act as transformations 
of a space in many ways; this is discussed in § 1 b and leads to the ideas of an 
action and a representation of r. These are two slightly different ways of 
looking at the same basic idea: a group of n x n matrices that is isomorphic, 
as an abstract group, to r. 

A Lie group has topological as well as algebraic properties, and the im­
portant ones for this book are compactness and, to a lesser extent, connected­
ness. The representation theory of a compact Lie group is especially well 
understood, and we shall confine attention throughout to the compact case. 
(Every finite group is compact, and so are O(n), 8i, and T".) In §lc we discuss 
the existence on a compact Lie group of an invariant (Haar) integral, which 
is important in a number of situations because it allows us to average over 
the group. For example, it permits us to assume that r acts by orthogonal 
transformations of [R". 

In §2 we describe the decomposition of a given representation into simpler 
ones, called irreducible representations. In fact, if r is a compact Lie group 
acting on V = [Rn, then we can write Vas a direct sum 

of subspaces Vi, each invariant under r, such that Vi has no r -invariant 
subspaces other than {O} and Vi, These "irreducible components" of Vare the 
fundamental building blocks of representation theory. The process of decom­
posing V is in a sense analogous to that of diagonalizing a matrix and is done 
for the same purpose-to simplify the mathematics. 

In §3 we discuss linear maps [RI! --> [RI! that commute with an action of r. 
This discussion has important implications for bifurcation problems (0.1) that 
satisfy (0.2), because the linearization (dg)o must commute with r. Two main 
points are made. The first is that there is a notion stronger than irreducibility, 
absolute irreducibility, which ensures that only scalar multiples of the identity 
commute with r. The second is that certain uniquely defined subspaces must 
be invariant under any mapping that commutes with r. We shall use these 

ideas to restrict the form of (dg)o· 
§§4-6 develop the "algebraic" subtheme. In §4 we consider invariant func­

tions f: [RI! --> [R, that is, functions such that 

f(yx) = f(x), (x E [Rn, YEn 

There are two main results. The first, due to Hilbert and Weyl, states that 
(when r is compact) the polynomial invariants are generated by a finite set of 
polynomials u1 , ••. , us. The second, due to Schwarz, states that every smooth 
invariant f is of the form h(u 1 , ••• , us) for a smooth function h. We give ex­
amples for the main groups of interest: the proofs are postponed until §6. 

In §5 we describe analogous results, due to Poenaru, for equivariant map­
pings, that is, mappings g: [Rn --> [Rn that commute with r as in (0.2). We 
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emphasize the simple but crucial fact that if f(x) is invariant and k(x) is 
equivariant, then f(x)k(x) is also equivariant. In more abstract language, the 
space J"tr) of equivariant mappings is a module over the ring &'(r) of invariant 
functions. These results are needed in Chapters XIV -XV to set up equivariant 
singularity theory. 

In §6 we discuss the proofs of four theorems from §§4-5: the Hilbert-Weyl 
theorem, Schwarz's theorem, and their equivariant analogues. This section 
may be omitted if desired. 

In §7 we return to group theory and present three results about torus groups 
which will be needed in Chapters XIX-XX on mode interactions. This section 
may be omitted on first reading. 

§ 1. Group Theory 

In order to make precise statements about symmetries, the language and point 
of view of group theory are indispensable. In this section and the next we 
present some basic facts about Lie groups. We assume that the reader is 
familiar with elementary group-theoretic concepts such as subgroups, normal 
subgroups, conjugacy, homomorphisms, and quotient (or factor) groups. We 
also assume familiarity with elementary topological concepts in IRn such as 
open, compact, and connected sets. See Richtmeyer [1978]. Fortunately we 
do not require the deeper results from the theory of Lie groups, so the material 
presented here should prove reasonably tractable. We have adopted a fairly 
concrete point of view in the hope that this will make the ideas more accessible 
to readers having only a nodding acquaintance with modern algebra. 

We treat three main topics in this section. The first consists of basic defini­
tions and examples. The second is the beginnings of representation theory. 
The third is the existence of an invariant integral, allowing us to employ 
averaging arguments which in particular let us identify any representation of 
a compact Lie group with a group of orthogonal transformations. 

(a) Lie Groups 

Let GL(n) denote the group of all invertible linear transformations of the 
vector space IRn into itself, or equivalently the group of nonsingular n x n 
matrices over IR. For our purposes we shall define a Lie group to be a closed 
subgroup r of GL(n). In the literature these are called linear Lie groups, and 
the term Lie group is given a more general definition. However, it is a theorem 
that every compact Lie group in this more general sense is topologically 
isomorphic to a linear Lie group; see Bourbaki [1960]. By closed we mean the 
following. The space of all n x n matrices may be identified with IRn', which 
contains GL(n) as an open subset. Then r is a closed subgroup ifit is a closed 
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subset of GL(n) as well as a subgroup of GL(n). A Lie subgroup of r is just a 
closed subgroup in the same sense. 

By defining Lie groups as closed groups of matrices we avoid discussing 
some of their topological and differentiable structure. However, we often wish 
to refer to a Lie group by the name of its associated abstract group, a practice 
that is potentially confusing. For example, the two-element group Z2 = {± I} 
is isomorphic as an abstract group to the subgroup {In' - In} of GL(n) for any 
n, where In is the n x n identity matrix. Usually, the precise group of matrices 
in question will be specified by the context. We often use a phrase such as "Z2 
is the Lie group {±I2 }" rather than the more precise but cumbersome phrase 
"Z2 is isomorphic to the Lie group {±I2 }." This practice should not cause 
confusion. 

We now give some examples of Lie groups which will prove useful through­
out the book. 

EXAMPLES 1.1. 
(a) The n-dimensional orthogonal group O(n) consists of all n x n matrices A 
satisfying 

Here At is the transpose of A. 

(b) The special orthogonal group SO(n) consists of all A E O(n) such that 
det A = 1. The group SO(n) is often called the n-dimensional rotation group. 
In particular SO(2) consists precisely of the planar rotations 

- [cos e -sin e] 
Ro - . e . 

Sill cos e (1.1 ) 

In this way, SO(2) may be identified with the circle group SI, the identification 
being Ro H e. The group 0(2) is generated by SO(2) together with the flip 

(1.2) 

(c) Let Zn denote the cyclic group of order n. (Recall that the order of a finite 
group is the number of elements that it contains). We may identify Zn with 
the group of 2 x 2 matrices generated by R 2n/n ; thus Zn is a Lie group. 

(d) The dihedral group On of order 2n is generated by Zn, together with an 
element of order 2 that does not commute with Zn- For definiteness, we iden­
tify On with the group of 2 x 2 matrices generated by R 21t/n and the flip K 

0.2). This clearly exhibits Dn as a Lie group. Geometrically On is the sym­
metry group of the regular n-gon, whereas Zn is the subgroup of rotational 

symmetries. 

(e) All finite groups are isomorphic to Lie groups; see Exercise 1.2. 

(f) The n-dimensional torus r = 8 1 x ... X 8 1 (n times) is isomorphic to a 
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Lie group. To show this, identify e E T" with the matrix 

ROl 0 0 0 

o R02 0 0 
o 0 R03 0 

o o o 
in GL(2n). 

(g) [R" is isomorphic to the group of matrices of the form 

}GL(n+ 1) II a 1 

o 1 

o 0 

o 

where aj E [R,j = 1, ... , n. 

It is important at the outset to eliminate one potential source of confusion. 
We have already seen that it is possible for a single abstract group to occur 
in more than one way as a group of matrices. The question that must be 
addressed is, when should two matrix groups which are isomorphic as abstract 
groups be considered as essentially the same? This question leads directly into 
representation theory and is dealt with in subsection (b). To illustrate what is 
involved, observe on the one hand that changing the basis in [R" will change 
the actual matrices that appear in a given Lie group-surely just a cosmetic 
change. On the other hand, consider the following two groups of matrices 
isomorphic to Z2: 

(1.3) 

and 

{[~ ~l[ -~ ~J}. (1.4) 

There is a definite geometric distinction between (1.3), where the element of 
order 2 in Z2 is a rotation, and (1.4), where it is a reflection. Such a distinction 
is often important in the theory. 

Because [R"2 is a topological space, we can talk about topological properties 
of Lie groups as well as algebraic ones. In particular we say that a Lie group 
r is compact or connected if it is compact or connected as a subset of [R"2. 

Equivalently, r is compact if and only if the entries in the matrices defining 
r are bounded. It follows that O(n), SO(n), T", and all finite groups are 
compact; but [R" and GL(n) are not. Compactness is crucial for much of the 
theory we develop here. It would be of great significance for applications to 
modify the theory so that it extends to suitable noncompact groups. For an 
example, see Case Study 4. 
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The identity element of r is denoted by I. In fact, if r c GL(n) we must 
ha ve I = In' the n x n identity matrix. The trivial group {I} = {In} is denoted 
by ~n' or more commonly by ~ when the size of matrix is clear from the context. 

As a subset of IRn2 , the group r splits into connected components. The 
connected component that contains I is denoted rOo For example 

O(n)O = SO(n). 

Being a connected component, rO is a closed subset of r. Since r is closed in 
GL(n), so is rOo Thus rO is a Lie subgroup of r and is compact if r is. 
Moreover, rO is a normal subgroup of r. To see why, recall that 1: c r is 
normal if for each Y E r we have 1: = y1:y- 1 as a set of matrices. Now}' rOy-t 
is a connected component of r since matrix multiplication is continuous, and 
it contains yly-l = I. Therefore, yrOy-l = rO, so rO is normal. 

It is not difficult (Exercise 1.3) to show that a compact Lie group r has a 
finite number of connected components, and hence that r/ro is finite. 

(b) Representations and Actions 

Let r be a Lie group and let V be a finite-dimensional real vector space. We 
say that r acts (linearly) on V if there is a continuous mapping (the action) 

rxv-tv 
(y, v)t--ty· v 

such that: 

(a) For each y E r the mapping Py : V -t V defined by 

py(v) = y. v 

is linear. 
(b) If i't, Y2 E r then 

(1.5) 

(1.6) 

(1.7) 

The mapping p that sends y to Py E GL(V) is then called a representation of 
r on V. Here GL(V) is the group of invertible linear transformations V -t V. 
By abuse of language we will also talk of "the representation v." In the sequel 
we shall often omit the dot and write yv for y . v, but for the remainder of this 
section we retain the dot for clarity. As illustrated shortly, linear actions and 
representations are essentially identical concepts, differing only in viewpoint. 
In fact, both (1.5) and p must be analytic; see Montgomery and Zippin [1955]. 

For example, there is an action of the circle group SI on IC == 1R2 given by 

8· z = e i8z (8 E st, Z E IC). 

We verify that this is an action. Clearly (a) holds. To check (b), calculate 
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81 ' (82 . z) = 81 ' (e i02z) = ei81ei82z = ei(8 1 +8 2 )Z = (81 + (2 ), z, 

where by an accident of notation 81 + 82 is the "product" in the group SI. 
This action gives rise to a representation p of SI for which P8 is the rotation 
matrix 

[
COS 8 
sin 8 

-sin 8J 
cos 8 

on [R2 == C. The difference in viewpoint is that an action tells us how a group 
element y transforms a given element v E V, whereas a representation tells us 
how y transforms the entire space V More technically, p defines a homo­
morphism of r into GL(V); see Exercise 1.4. An action of r on V may be 
defined by specifying (1.5) only on generators of r, as long as this action is 
consistent in the sense that (1.7) is satisfied. 

EXAMPLES 1.2. 
(a) Every linear Lie group r is a group of matrices in GL(n) for some n. As 
such, r has a natural action on V = [R" given by matrix multiplication. 

(b) Every group r has a trivial action on V = [R" defined by y' x = x for all 
x E [R", y E r. 
(c) For every integer k the circle group SI has an action on V = C == [R2 

defined by 

(1.8) 

Notice that k = 0 corresponds to the trivial action of example (b). The action 
for k = 1 is the one discussed previously in the text. 

(d) Each action of SI = SO(2) defined in (c) extends to an action of 0(2) on 
C by letting 

K'Z = Z (1.9) 

where K is the flip (1.2). 

(e) Each Lie group r c GL(n) acts on the space of n x n matrices A by 
similarity: y' A = yAy-I. 

It is often possible to give two different descriptions of "the same" action. 
More precisely, the two actions may be isomorphic in the following sense. Let 
V and W be n-dimensional vector spaces and assume that the Lie group r 
acts on both Vand W Say that these actions are isomorphic, or that the spaces 
V and Ware r -isomorphic, if there exists a (linear) isomorphism A: V -+ W 
such that 

A(y· v) = y' (Av) (1.1 0) 

for all v E V, Y E r. Note that the action of}' on the left-hand side of (1.10) is 
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that on V, whereas on the right it is on W. Another way to say this is that we 
get the same group of matrices if we identify the spaces Vand W (via the linear 
isomorphism A). To avoid cumbersome terminology we say that Vand Ware 
r -isomorphic. It is easy to extend these ideas to the case where r acts on V 
and a group A, isomorphic to r, acts on W. 

For example, the actions (1.8, 1.9) of 0(2) for k and -k are isomorphic. To 
see why, denote the two actions by the symbols· and *. Define A by A(z) = z. 
Then for y E SO(2) we have 

A(y· z) = e ik9z = e- ik9z = e- ik9 (Az) = y * (Az), 

and further 

A(K· z) = Z = z = K * Z = K * (Az), 

so (1.10) holds. 
In the same way, the groups SO(2) and SI are isomorphic, and the action 

(1.8) of SI on IC with k = 1 is isomorphic to the standard action of SO(2) 
defined in Example 1.2a. 

(c) Invariant Integration 

Every compact Lie group r in GL(n) can be identified with a subgroup of the 
orthogonal group O(n). Since it is often useful to assume this, we sketch the 
proof. The identification is made using Haar integration, a form of integration 
that is invariant under translation by elements of r. In this subsection we 
define Haar integration, show how its existence leads to the identification of 
r with a subgroup of O(n), and give explicit examples of Haar integration. 

H aar integration may be defined abstractly as an operation that satisfies 
three properties. Let f: r ->!R be a continuous real-valued function. The 
operation 

f fey) or r f or r f dy E !R 
YEr Jr Jr 

is an integral on r if it satisfies the following two conditions: 

(a) Linearity. Sr(A! + I1g) = ASr! + I1Srg 
where!, g: r -> !R are continuous and A, 11 E !R. 

(b) Positivity. If fey) ~ 0 for all y E r then Sr f ~ o. 
It is a H aar integral if it also has the property 

(c) Translation-Invariance. Lor f(by) = LEr fey) 
for any fixed b E r. 

(1.11) 

(1.12) 

The Haar integral can be proved to be unique. Because r is compact, Sr 1 is 
finite. We may therefore scale the Haar integral so that Sr 1 = 1. This yields 
the normalized Haar integral. For compact groups the Haar integral is also 
invariant under right translations; i.e., 
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f f(yi5) = f f(y) for all i5 E r. 
yer yer 

(1.13) 

The proof of existence and uniqueness of the Haar integral is in Hochschild 
[1965], p. 9. Vector-valued mappings may also be integrated, by performing 
the integration separately on each component. 

Proposition 1.3. Let r be a compact Lie group acting on a vector space V and 
let Py be the matrix associated with )' E r. Then there exists an inner product on 
V such that for all y E r, Py is orthogonal. 

Remark. Proposition 1.3 implies that we may identify compact Lie groups in 
GL(n) with closed subgroups of O(n). 

PROOF. The idea is to use the Haar integral to construct an invariant inner 
product < , )r on V, that is, one that satisfies 

(1.14) 

for all i5 E r. The construction proceeds as follows. Let < , ) be any inner 
product on V and define 

<v, w)r = t <pyv,pyw). ( 1.15) 

This is also an inner product by (1.11). Invariance of the Haar integral (1.12) 
shows that the inner product (1.15) satisfies (1.14). 0 

EXAMPLES 1.4. 
(a) Let r be a finite Lie group of order I rr. Then the normalized Haar integral 
on r is 

t f == I~I y~r f(y)· ( 1.16) 

(b) Let r = 80(2). Every continuous function f: 80(2) --+ IR uniquely deter­
mines a continuous 2n-periodic function j: IR --+ IR such that 

1(8) = f(Ro)· 

The normalized Haar integral on 80(2) is 

f 1 f21t 
r f == 2n 0 1(8)d8. (1.17) 

The abstract definition of the Haar integral that we have given is sufficient 
for our purposes, because we use it only as a tool to prove abstract results 
such as Proposition 1.3. There is, however, an explicit definition of the Haar 
integral that uses the manifold structure of Lie groups; see Exercise 1.8. 
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EXERCISES 

1.1. Two elements rJ., fJ of a Lie group r are conjugate in r if rJ. = y-I fJy for some Y E r. 
Show that all elements of 0(2) ~ SO(2) are conjugate in 0(2). 

1.2. Two subgroups H, K of a Lie group r are conjugate in r if H = y-I Ky for some 
Y E r. 
(a) Show that the closed subgroups of 0(2) are conjugate to SO(2), Dn, or Zn. 
(b) Find up to conjugacy all subgroups of Dn, n ~ 3. (Hint: consider separately 

the cases n even, n odd.) 

1.3. Show that every finite group G is isomorphic to a Lie group. (Hint: if y E G then 
the map 8 f-> y8 is a permutation of G. Now consider the corresponding permuta­
tion matrix.) 

1.4. Show that every compact Lie group has a finite number of connected components. 

1.5. Let p: r -> GL( V) be a representation of the group r as defined by (1.6, 1.7). 
(a) Show that p is a group homomorphism. 
(b) Show that ker p is a normal subgroup of r. 

1.6. Let p and (J be representations of the Lie group r on the same space V. Show that 
if p and (J are isomorphic then ker p = ker (J. Conclude that if ker p =I ker (J then 
p and (J are distinct. 

1.7. Let f: V -> IR be continuous, and let a compact Lie group r act on V. Show that 

j(x) = f !(yx) 
yE r 

has the property that j(yx) = j(x) for all y E r. 

1.8. (Warning: This exercise requires knowledge of the elementary theory of manifolds.) 
To define the Haar integral explicitly we must use the fact that every Lie group 
r is a smooth manifold. Let V be an open neighborhood of 0 in IRk where 
k = dim r and let .r;[.: V -> r be a smooth parametrization satisfying EnO) = 1. Let 
!: r -> IR be continuous with the support supp(f) of! contained in .'!l(V). Define 
Sr! as follows. 

Let Lo: r -> r be left translation by 8; that is, Lo(Y) = 8y. For 8 E .'!l(V) the 
composition 

Lo = .'!l-I 0 La o.'!l 

is a smooth mapping on a neighborhood of 0 in IRk. Let 

J(8) = det(dLo)o· 

Now define 

L f = Iv f[:l"(u)]J(ur l duo 

Suppose that (J E rand (J(supp(f)) c .'!l(V). Show that 

Iv f[(J.'!l(u)]J«(Juf l du = t f. 
(1.18) 
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(Comment: When the Lie group [' has a single parametrization :?l' such that 

then (1.18) defines a Haar integral on [' since [' - :?l'(U) has "measure zero" and 

Jr = Jy(U)') 

§2. Irreducibility 

The study of a representation of a compact Lie group is often made easier by 
observing that it decomposes into a direct sum of simpler representations, 
which are said to be irreducible. We describe the basic properties of this 
decomposition in this section. The main result, Theorem 2.5, states that the 
decomposition always exists. In general it is not unique, but the sources of 
non uniqueness can be described and controlled. 

Let r be a Lie group acting linearly on the vector space V. A subspace 
W c V is called r -invariant if yw E W for all W E W, Y E r. A representation 
or action of r on V is irreducible if the only r -invariant subspaces of Vare 
{O} and V. A subspace W c V is said to be r -irreducible (or irreducible if it is 
clear which group r is intended) if W is r -invariant and the action of r on 
W is irreducible. For example, the actions of SO(2) and 0(2) on /R 2 defined 
in Example 1.2c, d are irreducible when k oF O. 

One of the fundamental features of actions of compact Lie groups is that 
invariant subspaces always have invariant complements. More precisely: 

Proposition 2.1. Let r be a compact Lie group acting on V. Let W c V be a 
r-invariant subspace. Then there exists a r-invariant complementary subspace 
Z c V such that 

V=WEBZ. 

PROOF. By Proposition 1.3 there exists a r-invariant inner product < , )r on 
V. Let Z = W-L where 

W-L = {VE V: <w,v)r = o for all WE W}. 

The r-invariance of the inner product implies that W-L is a r-invariant 
complement to W 0 

It follows directly from this proposition that every representation of a 
compact Lie group may be written as a direct sum of irreducible subspaces: 

Corollary 2.2 (Theorem of Complete Reducibility). Let r be a compact Lie group 
acting on V. Then there exist r -irreducible subspaces VI' ... , v. of V such that 

(2.1) 
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PROOF. We may assume V nonzero. Then there exists a nonzero r-irreducible 
subspace VI C V (take VI to be of minimal dimension among the nonzero 
r-invariant subspaces). By Proposition 2.1 there is a r-invariant complement 
Z to VI in V Now repeat the process on Z, choosing a nonzero r-invariant 
subspace V2 c V. Since V is finite-dimensional this process must terminate, 
yielding the desired decomposition (2.1). 0 

Some specific examples may help to clarify the implications of this result. 

EXAMPLES 2.3. 
(a) Define an action of 0(2) on 1R3 as follows. Let the rotations Ro E SO(2) 
act by rotating the (x,y)-plane through angle 28 and leaving the z-axis fixed: 
tha t is, define 

8·(x,y,z) = (x c9s 28 - ysin28,xsin28 + ycos28,z). 

Let the flip K E 0(2) act by 

Observe that 

K '(x,y,z) = (x, - y, -z). 

VI = 1R2 X {a} = {(x,y,O)} 

V2 = {a} x IR = {(O,O,z)} 

are 0(2)-invariant subspaces and that 0(2) acts irreducibly on each. 

(b) There is a standard irreducible action of 0(3) on IRs. Let V be the vector 
space of symmetric 3 x 3 matrices of trace zero. Such matrices have the form 

[
a b 
b d 
c e 

so dim V = 5. Define 

y'A=iAy 

for y E 0(3) and A E V Thus 0(3) acts on V by similarity. 
Next view 0(2) c 0(3) as follows. Identify the matrix b E 0(2) with 

[~] 
in 0(3). In this way, we can view 0(2) as acting on V. It is a straightforward 
calculation to show that 

b 
-a 

° 
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V, ~ [~ 
0 

nand 0 
d 

V, ~ [~ 
0 

-u a 
0 

are invariant irreducible subspaces of V under the action of 0(2). Since 
VI EfJ V2 EfJ V3 = V we have decomposed Vas in Corollary 2.2. 

In general, the decomposition of V in (2.1) is not unique. It will be useful in 
later sections to understand the sources of non uniqueness and to find condi­
tions under which the decomposition (2.1) is unique. In particular, such a 
discussion will simplify the computation of linearized asymptotic stability for 
solutions of differential equations. The remainder of this section is devoted to 
the issue of non uniqueness, beginning with an example. 

EXAMPLE 2.4. Let V be the four-dimensional space of 2 x 2 matrices and let 
SO(2) act on V by matrix multiplication on the left. That is, 

e'A = RoA 

where e E SO(2) and A E V Observe that V = VI EEl V2 where 

and that SO(2) acts irreducibly on VI and V2 • 

However, we also have V = VI EEl V;, where (say) 

V; = [:~ ~J 
and SO(2) acts irreducibly on V;. 

It will turn out that the reason for non uniqueness in the decomposition of 
Corollary 2.2 is the occurrence in V of two isomorphic irreducible representa­
tions. Recall the definition (1.10) of r-isomorphism. We state this more pre­
cisely in Corollary 2.6 later. The main result of this section is as follows: 

Theorem 2.5. Let r be a compact Lie group acting on V 
(a) V p to r -isomorphism there are a finite number of distinct r -irreducible 
subspaces of V Call these VI' ... , V" 
(b) Define ltk to be the sum of all r-irreducible subspaces Wof V such that W 
is r-isomorphic to Vk • Then 

(2.2) 
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Remark. The subspaces ~ are called the isotypic components of V, of type Uk> 
for the action of I. The name is chosen to reflect that fact that all irreducible 
subspaces of ~ have the same isomorphism type. By construction the isotypic 
decomposition (2.2) is unique. 

Before proving Theorem 2.5 we show how it implies that the non uniqueness 
in the choice of irreducible summands in Proposition 2.1 is directly related to 
the repetition of irreducible representations among the "J in (2.1). 

Corollary 2.6. 
(a) If W c V is I-irreducible then W c ~ for a unique k , namely, that k for 
which W is I-isomorphic to Uk. 
(b) Let I be a compact Lie group acting on V. Let V = VI EB ... EB V. be a 
decomposition of V into a direct sum of I -invariant irreducible subspaces. If the 
representations of I on the "J are all distinct (not r -isomorphic) then the only 
nonzero r -irreducible subs paces of V are VI' ... , V.. 

PROOF. Part (a) follows directly from Theorem 2.5 since if W is r-irreducible 
then it is I-isomorphic to some unique Uk' and then by definition W c ~. 

It is useful, however, to have (a) stated explicitly. 
For (b), consider the isotypic components ~ of V. Each "J is isomorphic to 

some Uk' hence lies in ~ for some k. It follows that the ~ are just the "J, 
perhaps written in a different order. If W #- 0 is a r-irreducible subspace of 
V then by part (a) we have W c ~ for some k. But ~ = "J for suitablej, and 
irreducibility of "J implies that W = "J. 0 

The proof of Theorem 2.5 depends on two lemmas, which we deal with first. 

Lemma 2.7. Let r be a compact Lie group acting on W Suppose that 

where each Ua is a r -invariant subspace that is r -isomorphic to some fixed 
irreducible representation U of I. Then every r -irreducible subspace of W is 
I-isomorphic to U. 

Remark. Because of nonuniqueness, a I-irreducible subspace of W may not 
be one of the Ua. The lemma says that, provided aU the Ua are r-isomorphic, 
every r-irreducible subspace of W is I -isomorphic to anyone of the Ua· 

PROOF. Because of our intended application, the theorem is stated in a way 
that allows the index a to run over an infinite set. In fact this represents no 
real increase in generality, since we first show that 

(2.3) 

a direct sum of a finite subset of the Ua. The proof is by induction. Suppose 
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we have found a subspace 

W' = Val EB ... EB Va'_l C W 

If W' = W we are done. If not, some Va, is not contained in W'. The.n 
V (\ W' c U must be {O} by irreducibility. Therefore the sum W' + V" 1S 

at CXt 

direct and we have a subspace 

W" = Val EB ... EB Va, 

By finiteness of dimension, (2.3) must hold for large enough s. 
Now let X be a r-irreducible subspace of W There exists t ~ s such that 

X ¢ Val EB ... EB Va'_l 

X C Val EB ... EB Va,· 

There is only one such t. By irreducibility of X, 

X (\ (Val EEl'" EEl Ua,_) = O. 

Let n be the projection 

n: V' l EB ... EEl Va, ~ Va,· 

(2.4) 

(2.5) 

(2.6) 

Then (2.6) implies that niX is a r-isomorphism of X onto n(X); and n(X) c Ua, 
implies that n(X) = Ua, by irreducibility of Ua,. Therefore X is r-isomorphic 
to Ua" hence to V. 0 

Lemma 2.8. Let r be a compact Lie group acting on V. Let X, Y be r-invariant 
subspaces of V such that no two r-irreducible subspaces We X, Z c Yare 
r-isomorphic. Then: 

(a) X (\ Y = {O}, 
(b) If W c X EEl Y is r-irreducible, then We X or We Y. 

PROOF. 
(a) Since X (\ Y is r -invariant, any r-irreducible subspace of X (\ Y would be 
in both X and Y, contrary to the assumptions on X and Y. Thus X (\ Y has 
no nonzero r -irreducible subspaces, and this is possible only when X (\ Y = 
{O}; see Corollary 2.2. 
(b) The subspaces W (\ X and W (\ Y of Ware r-invariant. By the irreduc­
ibility of W, either W (\ X = {O} or We X; and similarly for Y.1f W ¢ X and 
W ¢ Y then W (\ X = {O} = W (\ Y. Let nx and ny denote the projections of 
X EB Y onto X and Y, respectively. Then W is r-isomorphic to nx(W) and to 
ny(W) as in the proof of Lemma 2.7. But this contradicts the hypotheses on 
X and Y. 0 

PROOF OF THEOREM 2.5. Choose a r -irreducible subspace VI c V. Let W; be 
the sum of all r -invariant subspaces of V that are r -isomorphic to Vl . If 
W; "# V, then choose a r -invariant complement Z to W; and repeat the process 
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on Z to obtain W;. By finiteness of dimension this process terminates with 

(2.7) 

where each W; is the sum of a set of r -isomorphic r -irreducible subspaces of 
V, say isomorphic to Vk c: V; and if i #- j then Vi is not r-isomorphic to V j . 

We do not yet know that W; is the sum ltk of all r-invariant subspaces of V 
that are r-isomorphic to Vk> because we defined W; in Z, not in V. We shall 
quickly see that in fact W; = w". 

Suppose that V is a r-irreducible subspace of V. By Lemma 2.8(b) and a 
simple inductive argument, it follows that 

Uc W~ (2.8) 

for some k. By Lemma 2.7, V is r-isomorphic to Vk • This proves part (a). But 
now we see that 

W~ = w", (2.9) 

as defined in the statement of Theorem 2.Sb, and (2.7) implies (2.2), proving 

~~ 0 

EXERCISES 

2.1. (a) Show that every two-dimensional irreducible representation ofS! is isomorphic 
to 

(2.10) 

for some integer k > O. 
(b) Show that the representations pk and pi in (2.10) are not isomorphic if 

k> I> O. (Hint: Use Exercise XII, 1.6.) 
(c) Show that the only one-dimensional irreducible representation of SI is the 

trivial representation. 

2.2. Let 0(2) act on the four-dimensional space V of 2 x 2 matrices by similarity: 

y' A = y-IAy (y E 0(2), A E V). 

Show that V = VI EF> V2 EF> V3 where 

Show that 

VI = {[~ ~J} 

V2 = {[~ ~bJ} 

V3 = {[; ~J}. 

(a) The 0(2)-action on VI is trivial. . . . 
(b) The 0(2)-action on V2 is the nontrivial one-dimensIOnal representation, In 

which y E 0(2) - SO(2) acts as - I and y E SO(2) acts as I. 
(c) The 0(2)-action on V3 is isomorphic to the standard action on ~2 == C. 
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2.3. In the notation of Exercise 2.2, let 0(2) act on V by matrix multiplication: 

Show that V = VI EEl V2 , where 

V'A =VA. 

VI = {[: ~J} 

V2 = {[~ ~J}, 

39 

and that the O(2)-action on each of VI' V2 is isomorphic to the standard action. 
Hence show that V has only one isotypic component, namely V itself. Find an 
irreducible subspace of V that is not equal to VI or V2 • 

§3. Commuting Linear Mappings and Absolute 
Irreducibility 

In later sections when we compute linearized asymptotic stability of steady­
state solutions to ODEs we will need to understand the structure of linear 
mappings that commute with the action of a compact Lie group. We explore 
this issue here. The main result is Theorem 3.5, which lets us put commuting 
linear mappings into a certain block diagonal form. 

Let r be a compact Lie group acting linearly on V. A mapping F: V -+ V 
commutes with r or is r -equivariant if 

F(yv) = yF(v) (3.1) 

for all y E r, v E V. 

EXAMPLES 3.1. 
(a) Consider the standard action of r = 80(2) on V = [R2 defined by rotation 
through angle e. That is, 

acts on 

by matrix mUltiplication. 

-sin ()] 
cos () 

[R2 = {[;]} 

We claim that the linear mappings that commute with this action of80(2) 
all have the form cRo where C E [R is a scalar; that is, such linear maps have 
the matrix form 

(3.2) 
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Certainly such matrices commute with SO(2) because SO(2) is a commutative 
group, that is SO(2) satisfies 

RoRep = RepRo. 

The proof of the converse is a straightforward calculation. Suppose that 

for all e. Equate matrix entries on the first row of (3.3) to obtain 

(a) acose - csine = acose + bsine 

(b) bcose - dsine = -asine + bcose. 

(3.3) 

(3.4) 

Since (3.4) holds for all e it follows that b = -c and a = d. Therefore, the 
matrix has the desired form. 

(b) Now consider the standard action of 0(2) on 1R2. We claim that the only 
linear mappings that commute with 0(2) are cJ, c E IR. Note that scalar 
multiples of the identity commute with any group representation since they 
commute with any matrix. To prove the claim let M be a matrix commuting 
with 0(2). Since it commutes with SO(2) it must have the form (3.2). It is now 
a simple matter to show that if M commutes with 

[~ -~J 
then b = O. 

Definition 3.2. A representation of a group r on a vector space V is absolutely 
irreducible if the only linear mappings on V that commute with r are scalar 
multiples of the identity. 

To justify the terminology we prove: 

Lemma 3.3. Let r be a compact Lie group acting on V. If the action of r is 
absolutely irreducible then it is irreducible. 

PROOF. Suppose the action of r is not irreducible. Then there is a proper 
r-invariant subspace W i= {O} having a r-invariant complement W.l, by 
Proposition 2.1. Define n: W $ W.l ...... V to be projection onto W with ker n = 
W.l. It is easy to check that n commutes with r and is not a scalar multiple 
of the identity. Hence V is not absolutely irreducible. 0 

Remark. We hasten to point out that if we work with complex representations 
of compact Lie groups then Schur's lemma (Adams [1969J, 3.22, p. 40) implies 
that the complex versions of irreducibility and absolute irreducibility are 
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equivalent concepts. However, this is not true for real representations, as 
Example 3.1 (a) shows. We provide further discussion at the end of this section. 

We now discuss several points about linear maps that commute with 
nonirreducible representations. The following observation is quite useful. 

Lemma 3.4. Let r be a compact Lie group acting on V, let A: V -+ V be a linear 
mapping that commutes with r, and let W c V be a r -irreducible subspace. Then 
A(W) is r-invariant, and either A(W) = {O} or the representations of r 011 W 
and A(W) are isomorphic. 

PROOF. To show that A(W) is r-invariant let Z E A(W), so that Z = A(w) for 
WE W Since A commutes with r we have 

yz = yA(w) = A(yw) 

so )IZ E A(W). 
Similarly, ker A is r-invariant since A(v) = 0 implies that A(yv) = yA(v) = 

yO = O. Then ker An W is a r-invariant subspace of W, and irreducibility 
implies that either We ker A or ker An W = {O}. In the first case A(W) = 

{O}. In the second, A(W) is isomorphic to Was a vector space, the isomorphism 
being A; but r commutes with A so A is a r -isomorphism between A and 
A(W). 0 

Lemma 3.4 implies: 

Theorem 3.5. Let r be a compact Lie group acting on the vector space V. 
Decompose V into isotypic components 

V = Wl EEl ... EEl ~. 

Let A: V -+ V he a linear mapping commuting with r. Then 

A(H-k) c H-k (3.5) 

for k = 1, ... , s. 

PROOF. Write H-k = Vl EEl'" EEl v,., where all Vj are r-isomorphic to an irre­
ducible Uk' By Lemma 3.4 either A(Vj) = {O} or A(Vj) is also r-isomorphic to 
Uk' In either case A(Vj) c w". By linearity, A(w,,) c w". 0 

Finally we return to the question of irreducible but not absolutely irreducible 
representations. Suppose r acts irreducibly on V and let 

f0 = {A: V -+ VIA linear, Ay = yA for all y E r} 

be the set of all commuting mappings. The real version of Schur's lemma 
(Kirillov [1976J, Theorem 2, p. 119) states that f0 is an associative algebra 
over IR and is isomorphic to one of IR, C, or 1Hl, where IHl is the four-dimensional 
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algebra of quaternions. The reason is that by Lemma 3.4 ~ is a skew field, and 
skew fields may be classified into the preceding three types. The case ~ ~ IR 
occurs if and only if V is absolutely irreducible. The example of SO(2) acting 
on 1R2 is a case where ~ ~ C. To verify this, recall that the commuting 
mappings are the matrices 

The isomorphism ~ ~ C identifies such a matrix with a + ib E C. Note that 

[ a b] [e d] [ae - bd ad + be] 
- b a - d e = - (ad + be) ae - bd 

and (a + ib)(e + id) = (ae - bd) + i(ad + be), so this map is an isomorphism. 
The case ~ ~ IHl can also occur; see Exercise 3.1. The distinction between C 
and IHl is a basic one when considering nonabsolutely irreducible representa­
tions. Most representations discussed in this book will in fact be absolutely 
irreducible, ~ ~ IR; but the case ~ ~ C arises repeatedly in the context ofHopf 
bifurcation. We have found no such natural context for representations with 
~ ~ 1Hl. 

EXERCISES 

3.1. Let r be the group SU(2) of unit quaternions 

{a + bi + cj + dk: a2 + b2 + c2 + d2 = I}. 

Show that r is a compact Lie group. Let r act on [R4 == IHI by left multiplication, 

y·x = yx. 

Prove that q) consists of mappings C5q, q E IHI, acting as right multiplication, 

bq(x) = xq. 

Hence show that q) ~ IHI. 

3.2. Let r be a Lie group acting irreducibly on a space V. Let A: V --> V be a nonzero 
linear map commuting with r. Show that A is invertible and that A -I commutes 
with r. 

3.3. Let A, B be commuting matrices. Let E be an eigenspace, or a generalized 
eigenspace, of A. Show that B leaves E invariant. 

3.4. If a 2 x 2 matrix A commutes with K = [b -n then show that A is diagonal. If 
a diagonal matrix commutes with a rotation matrix Ro, where R is not an integer 
multiple of n, show that it is a scalar multiple of the identity. Hence show that the 
standard action of D n, n ~ 3, is absolutely irreducible. 

3.5. Let r act on V = VI EB V2 where VI and V2 are absolutely irreducible and non­
isomorphic. Let A: V --> V commute with r. Prove that A has real eigenvalues and 
that at most two distinct eigenvalues occur. 
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3.6. Let 0(3) act on the space 

V = {3 x 3 symmetric trace 0 matrices} 

by similarity: 

y' A = y-I Ay. 

Show that V is absolutely irreducible. (Hint: Let D be the set of diagonal matrices 
in v.) Observe that 

(3.6) 

where 

Let a: V -> V commute with r. Use (3.6) to show that IX(D) c D. Since every 
symmetric matrix can be diagonalized, show that IX is uniquely determined by its 
effect on D. Let f3 = IXID. Show that f3 commutes with the permutation matrices 
S3' and that the S3-action on D is absolutely irreducible. Deduce that the action 
of 0(3) on V is absolutely irreducible. 

3.7. Let r act on V and let H be a subgroup of r. If V is absolutely irreducible for H, 
prove that it is absolutely irreducible for r. 

§4. Invariant Functions 

The goal of this section and the next is to present an efficient way of describing 
nonlinear mappings that commute with a group action. We begin with a 
discussion of invariant functions. There are two, main results: the Hilbert­
Weyl theorem, which gives a theoretical foundation for describing invariant 
polynomials, and Schwarz's theorem (Schwarz [1975]), which builds on 
Hilbert and Weyl's result, yielding a description of invariant COO germs. See 
II, §I, for a definition and discussion of germs. 

Let r be a (compact) Lie group acting on a vector space V. Recall that a 
real-valued function f: V -+ IR is invariant under r if 

f(yx) = f(x) (4.1 ) 

for all y E r, x E V. An invariant polynomial is defined in the obvious way by 
taking f to be polynomial. Note that it suffices to verify (4.1) for a set of 
generators of r. 

EXAMPLES 4.1. 
(a) Let r = Z2 act nontrivially on V = IR. That is, -I . x = - x, where Z2 = 
{± I}. For this example the invariant functions are just the even functions 
since (4.1) becomes f( -x) = f(x). It is easy to see that if f is an invariant 
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polynomial then there exists another polynomial h such that 

f(x) = h(x2 ). (4.2) 

(b) Let SI act on JR2 == C in the standard way; that is, 8z = e i8z for 8 E SI. 
Equation (4.1) states that f(e i8z) = f(z) for every 8 E SI. Since 8t->e iO traces 
out a circle centered at 0 with radius Izl we see that SI-invariants are functions 
that are constant on circles. We now show (as is already plausible) that if f is 
an SI-invariant polynomial on IC then there exists a polynomial h: IR -+ IR such 
that 

f(z) = h(zz). (4.3) 

(This observation is contained in the proof of Proposition VIII, 2.3; we give 
a different proof here.) The proof of (4.3) will be carried out using complex 
notation, a trick that is often useful. Write f as a polynomial in the "real" 
coordinates z, z on IC in the form 

(4.4) 

where aap E C. (They are "real" coordinates in the sense that they coordinatize 
IC as a real vector space. However, for z = x + iy we have x = (z + z)/2, 
y = - i(z - z)/2, so the coefficients required may be complex. Thus we have 
to impose on all polynomials a reality condition: their values must be in R) 
Here the reality condition is that f is real-valued; that is, 1 = f. So the 
coefficients al1./J satisfy 

(4.5) 

Direct computation from (4.4) shows that 

f(e i8z) = L aa/Je i8(It-fllz ltzP. (4.6) 

Since f(e i8z) == f(z) as polynomials, they have identical coefficients. From 
(4.4,4.6) we obtain the identity 

(4.7) 

Now (4.7) holds for all f) E SI only if CI. = f3 or al1./J = O. Thus Sl-invariance 
implies that 

f(z) = L altlt (zz)11. 

where, by (4.5), altlt E JR. If 

then (4.3) is satisfied. 

(c) Let r = Dn in its standard action on C. We claim that for every Dn­
invariant polynomial f(z) there exists a polynomial g: [R2 -+ [R such that 

f(z) = g(zz, zn + zn). (4.8) 
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We verify (4.8) in a similar way to (4.3). We may again assume f has the form 
(4.4) and satisfies the reality condition (4.5). Since the action of Dn is generated 
by 

8z = ei6z (8 = 2n/n) and KZ = Z 

we need verify (4.1) only for these elements. The restriction placed on f by the 
first generator is (4.7) when 8 = 2n/n. The restriction placed by K is 

and from (4.5,4.9) we conclude that aap E III In summary, we require 

(a) aap E IR 

(b) aap = apa 

(c) aap = 0 unless IX == p(mod n). 

Using (4.10) we may rewrite (4.4) as 

fez) = L Aap(zazP + zaz P) 
a -0;/3 

where 

{ aap if rJ. #- p, 
Aap = /2·f R aap 1 ex = p. 

(4.9) 

(4.l0) 

Next, we factor out the largest powers of zz and use (4.lOc) to arrive at the form 

fez) = L Bjk(zz)i(zkn + zkn) 
j.k 

for certain coefficients Bjk . Finally we use the identity 

zkn + zkn = (zn + zn)(z(k-l)n + z(k-l)n) _ zz(z(k-2)n + z(k-2)n) 

inductively, to write the polynomial in the form 

fez) = L Clm(zz)l(zn + zn)m 

for certain real coefficients Clm. Now define 

h(x,y) = L Clmxlym. 

(4.11 ) 

We make one very important observation about the invariant polynomials 
in Examples 4.1. There is a finite subset of invariant polynomials U 1, ... , Us 

such that every invariant polynomial may be written as a polynomial function 
of U 1, ... , Us. This finite set of invariants (which is not unique) is said to generate 
the set of invariants, or to form a Hilbert basis. We denote the set of invariant 
polynomials by 0"(r). Note that 0"(r) is a ring since sums and products of 
r-invariant polynomials are again r -invariant. The existence of this finite set 
of generators is a general phenomenon. The main theoretical result, initiated 
by Hilbert and proved by Weyl [1946], is as follows: 



46 XII. Group-Theoretic Preliminaries 

Theorem 4.2 (Hilbert-Weyl Theorem). Let r be a compact Lie group acting 
on V. Then there exists a finite Hilbert basis for the ring &(r). 

Remarks. 
(a) The actual computation of a generating set for &J(r) can be extremely 
difficult. In many cases, such as those in Examples 4.l, a set of invariant 
generators may be obtained by a combination of tricks and direct calculation. 
(b) Since r is a compact Lie group, we may assume it is a subgroup of the 
orthogonal group O(n) by Proposition 1.3. In this case, the norm 

IIxl12 = xi + ... + x; 
is always r-invariant. 

We prove this theorem in §6; similar proofs are given in Weyl [1946] 
and Poenaru [1976]. In individual examples, such as those of Examples 4.1, 
we may verify Theorem 4.2 explicitly by exhibiting a finite set of invariant 
generators. 

It is not surprising that a similar result to Theorem 4.2 holds for real analytic 
functions. It is perhaps more surprising, however, that this sort of result 
remains true for COO germs, and it is in this category that we wish to work. 
Although a finitude theorem for COO germs was known in special cases (see 
Whitney [1943] for Z2 acting on IR, and Glaeser [1963] for the symmetric 
group Sn acting as permutations on IRn) it was not until Schwarz [1975] that 
the COO germ result was proved for general compact Lie groups. We state 
Schwarz's theorem here and sketch its proof in §6. We use the notation @"(r) 
for the ring of r-invariant germs V ~ IR. 

Theorem 4.3 (Schwarz [1975]). Let r be a compact Lie group acting on V. Let 
U 1, ... , Us be a Hilbert basis for the r -invariant polynomials &(r). Let f E @"(r). 
Then there exists a smooth germ h E @"s such that 

f(x) = h(ul (x), ... , us(x». (4.12) 

Here @"s is the ring of coo germs IRS ~ IR. 

We conclude this section with a discussion of some special structure often 
found in the ring &J(r), which is quite useful when making explicit calculations. 
It implies in particular that when f in (4.12) is polynomial then there is a 
unique choice of the polynomial h. 

More precisely, say that a set of r -invariant polynomials has a relation if 
there exists a nonzero polynomial r(y l' ... , y s) such that 

r(u1(x), ... ,US(x» == O. (4.l3) 

The ring &(r) is a polynomial ring if it has a Hilbert basis without relations. 
(Warning: A polynomial ring is not just a ring of polynomials.) . . . 

An example of a group action for which &(r) is not a polynomial flng IS 
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given by r = Zz acting on [Rz, where the action of -1 E Zz is defined by 
x H - x. It is easy to see that &(Z2) is generated by all monomials of even 
total degree. The polynomials 

form a Hilbert basis for .o/'(Zz)' but there is a relation 

U 1 U 3 - u~ == O. 

Indeed it can be shown that no choice of Hilbert basis can eliminate all 
relations, so .o/'(Zz) is not a polynomial ring. 

There is a simple test to determine whether a given Hilbert basis tI l' ... , tis 

for .9'(r) makes it into a polynomial ring. Define the mapping p: V -> [R2, called 
the discriminant of r, by 

p(x) = (u 1 (x), .. . , Us (x)). (4.14) 

Lemma 4.4. If the Jacobian (dp)x is onto for some x, then .0/'(1) is a polynomial 
ring. 

PROOF. If (dp)x is onto, then by the implicit function theorem p(V) contains 
an open subset of [RS. Hence any polynomial mapping r: [RS -> [R is uniquely 
determined by rlp(V). Now suppose r satisfies (4.13); that is, rlp(V) == O. It 
follows that r == 0 and that there are no nontrivial relations. 0 

Note that in the preceding example of Zz p(xj,xz) = (Xi.X1XZ'X~) and 
(dp)x: [Rz -> [R3. Hence it is impossible for (dp)x to be onto. (However, the 
converse of Lemma 4.4 has not been proved, so this does not show that .0/'(1) 
is not a polynomial ring.) 

We may use Lemma 4.4 to check that for Examples 4.1, &'(1) is a polynomial 
ring. For instance, consider Example 4.1c, where r = Dn acts on IC. Recall 
from (4.8) that 

U 1 (z, z) = zz, 

is a Hilbert basis. Then 

p(z, z) = (zz, zn + zn) 

so that 

d _ [ z 
p - nzn-l 

It follows that det dp = n(zn - -fn), which is (often) nonzero. By Lemma 4.4, 
.o/'(Dn) is a polynomial ring. 

Remarks. 
(a) When &(1) is a polynomial ring in the Hilbert basis U 1, ... , Us, then every 
invariant polynomial f has uniquely the form 
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f(x) = h(u1(x), ... ,us(x». 

To prove this, suppose not. Then also f = k(u 1 (x), ... , Us (x)). If r = h - k then 
r(u 1 (x), ... , us(x» == 0, so r is a relation. This is a contradiction. 
(b) Even when &'(r) is a polynomial ring, uniqueness need not hold in (4.12) 
for Coo germs. For example, let Z2 act on IR in the standard way. Then 
U 1 (x) = x 2 is a Hilbert basis. By Theorem 4.3 every invariant germ f E S(r) 
has the form f(x) = h(x 2 ) for some h E Sx' However, define 

k(x) = {eo-1/X 
II:
ff x < 0 

x::2: O. 

Then k is smooth, and 

so uniqueness fails. More generally, if 1m p in Lemma 4.4 does not contain a 
neighborhood of the origin in IRS then uniqueness in (4.12) fails in S(r). 
(c) It is, however, true that if &'(r) is a polynomial ring then the Taylor 
expansion of h in (4.12) at the origin is uniquely defined. Since in our analysis 
of bifurcation problems we consider only finitely determined situations (that 
is, those in which the problem may be reduced to a finite part of the Taylor 
expansion of f), it follows that to all intents and purposes uniqueness in eS'(r) 
does hold. 
(d) Another test to show that EJI(r) is a polynomial ring, even simpler than 
Lemma 4.4, is give in XIII, §l. 

EXERCISES 

4.1. Let SI act on en by (Zt"",zn)f--+(ei8zt, ... ,ei8zn)' Show that a Hilbert basis is 
{Re(zjzd, Im(ZjZk)}' 

4.2. Let S\ act on 1[:2 by (Zt,z2)f--+(eki9zt,eIi8z2) where k, I are coprime. Show that a 
Hilbert basis is {Re(z\m,Im(z\z~),lztl2,lz212}. 

4.3. Let (8,cp) E T2 act on 1[:2 by (Zl,z2)f--+(e k ,i8+k,i"'z\,e1,i8+1,i"'Z2) where kl' II and 
k2' 12 are coprime. Find a Hilbert basis. (Hint: Apply Exercise 4.2 to the 8-action 
and observe the action of cp on a Hilbert basis. Or use brute force on monomials 
z~zrzizn 

4.4. Which of the preceding rings of invariants are polynomial rings? 

4.5. Let the symmetric group S3' consisting of all permutations of {I, 2, 3}, act on [R3 

by permuting a basis. Show that the invariant functions are generated by St. = 
XI + x2 + X3, S2 = x\x2 + X 2 X3 + X\X3, and S3 = XIX2X3' Prove that the nng 
of invariants S(S3) is a polynomial ring. 

4.6. Prove results analogous to the preceding for Sn acting on [Rn. 

4.7. Let r be the group of all symmetries, including reflections, of a cube cente:ed at 
the origin of [R3 = {(x, y, z)} with edges parallel to the axes. (In the notatIOn of 
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XIII, §9, this is the group ()I EB Z~.) Prove that the ring of r-invariants IS 

generated by 

u = x 2 + y2 + Z2 

V = x 2y2 + y2 z 2 + X 2 Z 2 

and that it is a polynomial ring. 

The next group of exercises investigates conditions under which a function Fix(L) -> IR 
extends to a r-invariant function. 

4.8. Let r act on V and let L be an isotropy subgroup. Let J: V -> IR be r-invariant 
and let cp = JIFix(L). Let N = Nr(L). 
(a) Show that cp is N-invariant. Hence a necessary condition for a function 

tjJ: Fix(L) -> IR to extend to a r-invariant function on V is that tjJ be N­
invariant. 

(b) cp has the following more general hidden symmetry property: If there exist 
Y E r - N and v E V such that v, yv E Fix(L) then cp(v) = cp(yv). 

(c) If tjJ: Fix(L) -> IR is N-invariant, then a necessary condition that tjJ should 
extend to a r-invariant function .jJ: V -> IR is that tjJ satisfies the hidden 
symmetry condition. 

4.9. Find an example where the hidden symmetry condition is violated, showing that 
the condition in Exercise 4.8(a) is not sufficient for an extension to exist. 

4.10. If tjJ: Fix(L) -> IR is N-invariant and satisfies the hidden symmetry condition 
prove that there exists a continuous r-invariant extension.jJ: V -> IR. (Hint: Work 
inside a suitable closed ball center O. Define fi£ = UyerY Fix(L). Prove that f! is 
a closed subset of V and that tjJ extends uniquely to a r-invariant function tjJ on 
fi£. Use the Tietze extension theorem to extend ~ from PI' to V, and average over 
r by Haar integration.) 

4.11. Let r = Ds acting on C, L = Z2(K), and tjJ(x) = x3 (x E Fix(L) = IR). Observe 
that tjJ trivially satisfies the hidden symmetry condition and is N-invariant. By 
considering 3-jets (Taylor expansions to degree 3) show that tjJ has no smooth 
extension to a r-invariant function C -> IR. 

4.12. Investigate analogous results to Exercises 4.8-4.11 for the extension of N­
equivariant mappings on Fix(L) to r-equivariant mappings on V. 

§5. Nonlinear Commuting Mappings 

As usual we let f be a compact Lie group acting on a vector space V. Recall 
that a mapping g: V --> V commutes with r or is f-equivariant if 

g(yx) = yg(x) (5.1 ) 

for all y E f, x E V. In §3 we discussed some of the restrictions placed on linear 
mappings 9 by (5.1). In this section we describe the restrictions placed on 
nonlinear g. 
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The main observation is that the product of an equivariant mapping and 
an invariant function is another equivariant mapping. 

Lemma 5.1. Let f: V -> IR be a r-invariallt fUllctioll alld let g: V -> V be a 
r-equivariant mappillg. Theil fg: V -> V is r-equivariallt. 

PROOF. This follows from an easy calculation. For all y E r and x E V we have: 

(fg)(yx) = f(yx)g(yx) 

= f(x)' yg(x) 

= yf(x)g(x) 

= yfg(x). (5.2) 

The first and fourth equalities in (5.2) use the definition of fg; the second 
equality follows by r-invariance and r -equivariance; and the third follows 
because y acts linearly on V and f(x) is a scalar. D 

For example, when r = Z2 acts on IR by -1' x = -x, then the Z2-
equivariant mappings are just the odd functions; that is, they satisfy g( - x) = 

- g(x). It is well known that every odd function may be written as an even 
function times x. This was proved in Corollary VI, 2.2; nevertheless we 
reproduce the argument here. Since g(O) = 0 we use Taylor's theorem to write 
g(x) = f(x)x. Since g is odd, 

f( -x)x = f(x)x, 

so f is even. Moreover, we know that f(x) = h(x2 ) for a suitably chosen 
smooth h, by (4.3) and Theorem 4.2 (or by Lemma VI.2.1). Hence 

g(x) = h(x 2 )x. (5.3) 

We now abstract some general principles from the preceding observations. 
Let #(r) be the space of r-equivariant polynomial mappings of V into V, and 
let ~r) be the space of r-equivariant germs (at the origin) of Co mappings 
of Vinto V Lemma 5.1 implies that #(r) is a module over the ring of invariant 
polynomials &>(r), and equally that tC(r) is a module over the ring of invariant 
function germs 0"(r). This means that if f E &>(r) and g E #(r) then fg E #(r), 
with a similar statement for 0", and this is the content of Lemma 5.1. 

The results for r = Zz can be stated in symbols: 

(a) #(Z2) = g>(Z2){X}, 

(b) tC(Zz) = 0"(Z2){X}. 
(5.4) 

In words, the module tC(Z2) (or #(Zz)) is generated over the ring 0"(Zz) (or 
g>(Z2)) by the single Z2-equivariant mapping x. In general, we~ay that the 
equivariant polynomial mapping g 1, ... , gr generate the module g>(r) over the 
ring g>(r) if every r-equivariant g may be written as 
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(5.5) 

for invariant polynomials f1' ... ,fr. A similar definition may be made for j(r). 
The next theorem follows from, and is similar in spirit to, the Hilbert-Weyl 
theorem. A proof is given in §6. 

Theorem 5.2. Let r be a compact Lie group acting on V. Then there exists a 
finite set of r -equivariant polynomials g l' ... ,gr that generates the module #(r). 

The r-equivariant version of Schwarz's theorem (Theorem 4.3) is proved in 
Poenaru [1976]. We present this proof in §6 too. 

Theorem 5.3 (Poenaru [1976J). Let r be a compact Lie group and let gl' ... , 
gr generate the module #(r) of r-equivariant polynomials over the ring .?J(r). 
Then g 1, •.. , gr generate the module j(r) over the ring C(r). 

The implications of Theorems 5.2 and 5.3 are illustrated by the following 
examples. 

EXAMPLES 5.4. 
(a) Let r = Sl in its standard action on V = IC. We claim that every Sl_ 
equivariant mapping g E j(Sl ) has the form 

g(z) = p(zz)z + q(zz)iz (5.6) 

where p and q are real-valued Sl-invariant functions. This has already been 
proved in Proposition VIII, 2.5 in slightly different notation; we give a different 
proof here. 

Let g: C -+ C be an Sl-equivariant polynomial. In the coordinates z, zit has 
the form 

(5.7) 

where bjk E C. The equivariance condition (5.1) can be restated as an invariance 
condition 

g(x) = y-1 g(yX), 

which is often more convenient to use. In the case r = Sl we have 
g = e- i9 L bjke(j-k)i9zjzk = L bjke(j-k-1)i9zjzk. 

Hence bjk = 0 unless j = k + 1. Thus 

g(z) = L bk+1.k(zzfz 

and g has the form (5.6), where 

Now apply Theorem 5.3. 

p(y) = L Re(bk+1,k)yk, 

q(y) = L Im(bk+1.dyk. 

(5.8) 

(5.9) 
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(b) Let r = 0(2) in its standard action on IC. We claim that every 0(2)­
equivariant mapping 9 E J"t0(2)) has the form 

g(z) = p(zz)z. (S.10) 

To prove this, observe that g is in particular Sl-equivariant, hence has the 
form (S.6). But 0(2) is generated by Sl ~ SO(2) and the flip K, which acts by 
KZ = z. Now compute 

g(z) = p(zz)z - q(zz)iz. (S.11) 

The only way that g(z) can equal g(z) is if q(zz) = 0, thus proving the claim. 

(c) Let r = Dn in its standard action on IC. We claim that every Dn-equivariant 
germ 9 E J"tDn) has the form 

g(z) = p(u, v)z + q(u, v)zn-l (S.12) 

where u = zz and v = zn + zn. 
We begin again with a Dn-equivariant polynomial 9 of the form 

g(z) = L bjkzjZk (S.13) 

where bjk E IC. We first obtain restrictions on the bjk by using the equivariance 
of 9 with respect to K, where KZ = z. Now 

g(z) = L ~kZjzk. 
Hence g(z) = g(z) implies that bjk is real. 

Recall that Dn is generated by K and, = 2n/n, which acts as multiplication 
by ei'. Now equivariance with respect to , implies that 

g(z) = e-i'g(ei,z) 

(S.14) 

Hence bjk = 0 unless j == k + I (mod n). (It is here that the analysis begins to 
differ from the case r = Sl.) 

We now show that z and zn-l generate the module &i(Dn) over glI(Dn)· In 
individual terms in (S.13) we can factor out powers of zz, which are Dn­
invariants, until we are left either with j = 0 or k = o. Since j == k + 1 (mod n) 
the terms zln+! and z(l+!)n-l, 1=0, 1, 2, ... , generate the module &i(Dn). 
However, the identities 

(a) z(l+2)n+! = (zn + zn)z(l+1)n+! _ (zz)nzln+1 

(b) z(I+3)n-l = (zn + zn)z(l+2)n-l - (zztz(l+l)n-l 
(S.1S) 

show that the generators z'n+!, z(l+!)n-l are redundant for I ~ 2. Similarly 

(c) zn+l = (zn + zn)z - (zz)zn-l, 

(d) z2n-l = (zn + zn)zn-l - (zz)n-l z. 

Hence the generators zn+l and z2n-l are redundant. This proves the claim. 
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To end this section we discuss when the representation of a r-equivariant 
gin (5.5) in terms of given generators g I' ... , gr is unique. We say that g I' ... , 
gr freely generate the module J(1) over 6"(1) if the relation 

flgl + ... + frgr =' 0, (5.16) 

where jj E 6"(1), implies that 

fl =,'" =' j, =' 0. (5.17) 

We also say that J(1) is a free module over 6"(1). (This definition is the module 
version of linear independence in vector spaces.) It is clear that if g I' ... , gr 
freely generate J(1) then every g E J(1) may be written uniquely as g = 

fl g I + ... + j,gr where jj E 1&"(1). 
Each module discussed in the preceding examples is free. We show this for 

Example 5.3(c), where r = On" Suppose that 

p(zz, z" + z")z + q(zz, z" + Z")Z"-I =' 0. (5.18) 

Suppose there exists z E C at which q(zz, z" + z") # O. By continuity q # 0 in 
a neighbourhood of z. Multiply (5.18) by z and solve for 

z" = p(zz, z" + z")zz/q(zz, z" + z"). (5.19) 

The right-hand side of (5.18) is real, but z" is never real-valued on an open set 
(or else it would be everywhere real) so we have a contradiction. Hence q =' O. 
But (5.18) now implies p =' O. Hence J10") is a free module over the ring 6"(0") 
with free generators z and Z"-I. 

EXERCISES 

5.1. Let SI act on C" as in Exercise 4.1. Prove that the equivariants are generated as 
a module over the invariants by the mappings Z f--+ Zk' Z f--+ iZk' for k = 1, ... , n. 

5.2. Let SI act on 1[:2 as in Exercise 4.2. Prove that the equivariants are generated as 
a module over the invariants by the mappings (ZI,Z2)f--+ 

(ZI,O), (iZI , 0), (Z;-lztO), (iz;-lzLO), 

(0, z 2)' (0, iz 2)' (0, z\ Z;-I ), (0, iz\ Z;-I). 

5.3. Let T2 act on 1[:2 as in Exercise 4.3. Find generators for the equivariants. 

5.4. Which of the preceding modules of equivariants are free? 

5.5. Let r = 0 Ef> Z2 be the symmetry group of a cube acting on [R3 as in Exercise 4.7. 
Prove that the module of r-equivariants is generated by the mappings 

and is a free module over the ring of invariants. 
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§6. * Proofs of Theorems in §§4 and 5 

In this section we present the promised proofs of four theorems from the 
previous two sections, namely: 

(a) The Hilbert-Weyl theorem, Theorem 4.2, 
(b) Schwarz's theorem, Theorem 4.3, 
(c) 9(1) is finitely generated, Theorem 5.2, 
(d) Poenaru's theorem, Theorem 5.3. 

However, the proof of Theorem 4.3 is only sketched, because a complete proof 
would involve too much extra machinery. 

(a) Proof of Theorem 4.2 

The proof of the Hilbert-Weyl theorem follows by an induction argument 
from the Hilbert basis theorem, which we state later. First we recall some 
standard facts about polynomials. Let R be a commutative ring. An expression 
of the form 

(6.1) 

with ro, ... , rn E R is a polynomial in the indeterminate x with coefficients in R. 
If rn ¥- 0 then the polynomial (6.1) has degree n. The set of all polynomials in 
x with coefficients in R is also a ring, with addition and multiplication of 
polynomials being defined in the obvious way. Denote this ring by R[x]. 
Inductively define 

R[x1, .. ·,Xn] = R[x1, .. ·,xn-J[xn], (6.2) 

the ring of polynomials over R in n indeterminates Xl' ... , xn' 

Theorem 6.1 (Hilbert Basis Theorem). Let R be a commutative ring such that 
every ideal in R is finitely generated. Then every ideal in the ring R [x] is finitely 
generated. 

Before proving this we derive the Hilbert-Weyl theorem. We need: 

Corollary 6.2. Every ideal of IR [x 1" .. , xnJ is finitely generated. 

PROOF. The corollary is proved by induction on n. When n = 0 the only ideals 
of IR are {O} and IR, generated by {O} and {I}, respectively. When n > 0 the 
induction step follows from Theorem 6.1, setting 

R = lR[x1, ... ,Xn - 1]. 0 

It is this choice of R that requires us to prove a sufficiently general version 
of the Hilbert basis theorem: it would not suffice to state it just for R = IR. 
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The proof of the Hilbert - Weyl theorem req uires a minor variant of Corollary 
6.2. 

Proposition 6.3. Let U be a nonempty subset of [R [x 1, ... ,Xn ]. Then there exists 
a finite set of elements {u 1, ... , us} of U such that every U E U may be written 
in the form 

U = f1 U 1 + ... + !sus 

where f1""'!s E [R[x 1,··· ,Xn ]. 

(6.3) 

PROOF. Let f be the ideal in [R[x l , ... , xn] generated by U. Corollary 6.2 states 
that f is finitely generated, say by PI' ... , Pl' Since f is generated by U we 
may write each Pj in the form 

Pj = fJ.I Uj.1 + ... + fJ.rnu)Uj.rnU) 

for j = 1, ... , 1, where Uj.k E U. Therefore, the Uj,k generate f and give the 
desired subset of U. D 

Now we can prove the Hilbert-Weyl theorem. 

PROOF OF THEOREM 4.2. Let r be a compact Lie group acting on V. Identify V 
with [Rn and let Xl' ... , xn be coordinates. Recall that &(r) denotes the ring of 
invariant polynomials. We must show that there exists a Hilbert basis for &(r), 
that is, that there is a finite set U1, •.. , Us E &'(r) such that every U E &'(r) may 
be written in the form 

u=f(ul,""Us ) 

where f is a polynomial function. 
If v E &(r) is of degree m and we write 

v = Vo + VI + ... + Vrn 

(6.4) 

(6.5) 

where each Vj is a homogeneous polynomial of degree j, then each Vj E &'(r). 
This is valid since r acts linearly on V; hence viYx) is a homogeneous 
polynomial of degree j for every Y E r. Thus the polynomials v(yx) and v(x) 
are equal only if viYx) = vix) for eachj. 

By (6.5) we need verify (6.4) only for homogeneous u. We claim, moreover, 
that we can choose U 1 , ... , Us to be homogeneous polynomials. Let U be the 
set of non constant homogeneous polynomials in &'(r), and apply Proposition 
6.3 to U, obtaining U 1 , ••• , us, satisfying (6.3). 

We now verify (6.4) for homogeneous U E &'(r), using induction on the 
degree deg U of u. If deg U = 0 then U is constant, and (6.4) is obvious: just 
define f = u. For the induction step, assume (6.4) is valid for all v E U with 
deg v :;; k, and let deg U = k + 1. Since U E U there exist polynomials j~, ... , 
!s E [R[x 1,···, x n ] such that 

U = f1 U 1 + ... + !sus· (6.6) 
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We may assume each h is homogeneous, with 

degh = degu - deguj . (6.7) 

In particular, if deg U < deg uj then h = O. This assumption follows directly 
since U and the uj are homogeneous. 

We claim that we can replace the homogeneous polynomials h in (6.6) by 
homogeneous r -invariant polynomials Fj, with 

deg Fj = degh (6.8) 

for each j = 1, ... , s. To establish this claim, integrate (6.6) over r. The 
r -in variance of U and Uj leads to 

Fj(x) = t h(Yx) dy. 

Averaging a homogeneous polynomial of degree d produces another (r­
invariant) homogeneous polynomial of degree d since r acts linearly, hence 
leaves the space of homogeneous polynomials of degree d invariant. 

Finally, we use the induction hypothesis to write each h in the form 

h = g)uj, ... ,u.). 

This is possible since each uj has degree 2 1, so by (6.7) 

degh ::; deg U - 1 ::; k. 

Now we set 
s 

f(uj, ... ,u,) = L giU l'''''U s )uj , 
j=j 

and (6.4) holds as required. o 

The remainder of this subsection is devoted to a proof of the Hilbert basis 
theorem, Theorem 6.1, which is required to complete the preceding proofs. 
We begin this task by introducing some notation and proving a preliminary 
lemma. 

Let f(x) be a polynomial in R[x] of degree m. Of course, f has the foro: 
(6.1), where rm #- O. We call rm the leading coefficient of f and denote rm by f. 
By convention 6 = O. 

Suppose that ~ c R[x] is an ideal. We define 

§ = {iE Rlf E ~}. (6.9) 

We claim that § is an ideal, the ideal of leading terms in ~. To verify this we 

must show that 

(a) If fj, f2 E ~ then 11 + 12 E §, 

(b) If r E R, f E ~ then r/ E §. 
(6.10) 
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To prove (6.1O(a)) we assume 

d1 == degfl ~ degf2 == d2 • 

Let f = X d2 - d 'fl + f2; then f E f since f is an ideal. Moreover, 1 = 11 + 12 
as desired. The proof of (6.1O(b)) is simpler since clearly (iJ) = r/ 

Given an ideal f E R[x] we define 

fk = {f E .1"ldegf ~ k}. (6.11 ) 

That is, fk consists of all polynomials in ..f of degree ~ k. Observe that ..fk is 
an R-module, since deg(rf) ~ degf 

Lemma 6.4. Suppose that all ideals in R are finitely generated. Then for each 
k, fk is a finitely generated R-module. 

Remark. Recall that fk is a finitely generated R-module if there exist finitely 
many generators q 1, ... , qs E fk such that every q E fk has the form 

where r1 , ... , rs E R. 

PROOF. We use induction on k. The result is trivially true if k = 0 since .1"0 c R 
is an ideal of R, thus finitely generated (as an ideal, hence as an R-module). 

Inductively, suppose that f k - 1 is a finitely generated R-module, with genera­
tors fl' ... , /.. As we showed earlier, .Jk is an ideal in R and hence is finitely 
generated, say by gl' ... , gr' Moreover, we may assume deg gi = k for all i. (If 
deggi < k then replace gi by xk-degg;gi') We claim that 

{fl"" ,/.,gl'''· ,gIl 

is a set of generators for fk as an R-module. To verify the claim, suppose that 
g(x) E fk has the form 

(6.12) 

where ro , ... , rk E R. If rk = 0, then 9 E ..fk- 1 and by induction is a linear 
combination of the fj. If rk #- 0 then, by definition, rk E .J. It follows that 

where a1 , .•• , a, E R. We may use (6.12) ad (6.13) to conclude that 

9 - (a 1 g1 + ... + algI) 

(6.13) 

has the form (6.12) with rk = 0 (since deg gi = k for all i) and is a linear 
combination of the jj as previously. This construction proves the claim. D 

PROOF OF THEOREM 6.1. Let ..f c R[x] be an ideal. We must show that f is 
finitely generated. We construct a set of generators for ..f as follows. By 
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assumption every ideal in R is finitely generated; hence .J is finitely generated. 
Let P l' ... , Ps be generators for ,J and let 

k = max degh 
1 ~iss 

Let {Q1"'" ql} be a set of generators for the R-module '~k' whose existence is 
guaranteed by Lemma 6.4. We claim that 

is a set of generators for the ideal §. 

To prove this we must show that for every f E of there exist a 1 , ... , as' 

h1' ... , hI E R[xJ such that 

(6.14) 

This is trivially true if degf ::s;; k, since then f is a linear combination of the qj 
with constant polynomials hj ERas coefficients. To prove (6.14) holds in 
general, we use induction on degf Assume that whenever degf ::s;; k + I, (6.14) 
holds. Now suppose f has degree k + 1 + 1. We can write the leading coefficient 
off as 

f= r1P1 + ... + rsps 

since the Pj generate the ideal I Now observe that 
s 

9 = f - L rjxk+I+1-degpjpj 
j=1 

has degree ::s;; k + 1 since the leading term of f has been cancelled away. It 
follows by induction that 9 has the form (6.14), hence so does f 0 

(b) Proof of Theorem 4.3 

Here we sketch (with a broad brush) the proof of Schwarz's theorem, Theorem 
4.3, on smooth invariants. Complete proofs may be found in Schwarz [1975], 
Mather [1977J, and Bierstone [1980]. 

Recall the setting: r is a compact Lie group acting (orthogonally) on 
V = [Rn, and {u 1 , ... , U.} is a Hilbert basis for the ring &(r) of r -invariant 
polynomials. We wish to show that every germ 9 E c&"Ar) is of the form 

g(x) =f(u1(x), ... ,us(x» (6.15) 

for some germ f E c&"y, where Y = (Y1'"'' Ys). It is sufficient to verify (6.15) for 
one Hilbert basis. For suppose that V 1 , ... , VI is another Hilbert basis. By the 
Hilbert-Weyl theorem 

(i = 1, ... , s), 

so 
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g(x) = f(w l (VI' ... ' v,), ... , ws(v I , ... , v,)) 

= F(v\, ... ,v,) 

59 

for suitable smooth F. This verifies (6.15) for the Hilbert basis VI' ... , V,. 

In particular, we may assume for the remainder of this section that the uj 

are homogeneous polynomials. 
We begin our discussion by recalling a result of Borel. Details of the proof 

may be found in Theorem 4.10 of Brocker [1975]. 

Lemma 6.5 (E. Borel). Let cp(x) be any formal power series in x = (x I'· .. , xn), 
with real coefficients. Then there exists a smooth germ f E rffx such that 

jf(x) = cp(x), ( 6.16) 

where jf is the infinite Taylor series of f. 

Remark. Recall from Chapter II, §3, that the Taylor series of f may be written 
using multi-index notation as 

1 (a )" jf(x) = L, ;;- f(O)· x". 
" IX. uX 

Uniqueness is not asserted in Lemma 6.5. The germs f E rffx with jf =: 0 are 
said to be flat. We show later that the difficulties in proving Schwarz's theorem 
all reside in the flat germs. 

Lemma 6.6. If cp(x) is a r-invariant formal power series, then there is a formal 
power series l/J in s variables such that 

(6.17) 

PROOF. Write cp(x) = Lo cpj(x) where cpj consists of those terms in cp which are 
homogeneous of degree i. By the Hilbert-WeyJ theorem, Theorem 4.2, there 
exist polynomials l/Jj(Yl' ... ' yJ such that 

cpj(x) = l/Jj(u1(x), ... ,us(x)). (6.18) 

Let I = max deg uix) and recall that we are assuming the uj to be homoge­
neous. Observe that to satisfy (6.18) we may assume that the smallest degree 
of a nonzero term in l/Jj is [ill]. It follows that 

00 

l/J(y) = L l/J;(y) 
o 

is a well-defined formal power series, since in any fixed degree there are only 
a finite number of l/Jj contributing nonzero terms to the sum. Now t/J satisfies 
(6.17). D 

Corollary 6.7. If every flat germ g E rffAr) has the form (6.15), then every germ 
g E rffAr) has the form (6.15). 
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PROOF. Let g(x) E CAn. Thenjg is a r-invariant power series. Hence Lemma 
6.6 implies that there exists a formal power series I/!(Yt, ... , Ys) such that 

jg(x) = I/!(u t (x), ... , us(x». 

By Lemma 6.5, there is a smooth germ f E Cy such thatjf = I/!. It follows that 

j(g(x) - f(u t (x), ... , us(x)) == O. 

Hence g(x) - f(ut (x), ... , us(x» is flat. By assumption there exists a germ hE cfy 

such that 

g(x) - f(ut(x), ... ,us(x» = h(ut(x), ... ,us(x». 

Therefore, 9 satisfies (6.15). o 
Of course, the flat case is the heart of the problem. Nevertheless, the 

reduction to the flat case is important, as we can see by considering the 
example of Z2 acting on ~ by reflection. Suppose that 9 is flat and satifies 
g(x) = g( - x). We claim there is a smooth germ f such that g(x) = f(x 2 ). 

Moreover, we can define f easily since 9 is flat. Namely, let f(y) = g(JjYT). It 
is clear that f(x 2 ) = g(x), and that f is smooth away from the origin. However, 
since 9 vanishes to infinite order at the origin, f is also smooth at O. Thus we 
have proved Schwarz's theorem when r = Z2 and V = IR (and we have given 
an alternative proof to Lemma VI, 2.1, since the bifurcation parameter A can 
easily be introduced without affecting the argument). 

Let us try to generalize this approach. Let 9 be a r-invariant germ and let 

p: IRn -+ IRs 
(6.19) 

p(x) = (Ut (x), .. , us(x) 

be the discriminant of r, with U t , ••• , Us a Hilbert basis for cfAr). We wish to 
find a smooth germ f E cfy such that 

g(x) = f(p(x». (6.20) 

(Of course, (6.20) is just another way to write (6.15).) Equation (6.20) defines 
f uniquely on the image d of p in ~s, known as the (real) discriminant variety 
of r. We indicate here why f is well defined on d. Suppose that p(x) = p(X'). 
By standard results on invariants we see that x and x' must lie on the same 
orbit under the group r. SO x' = yx for some y E r, whence g(x' ) = g(x) and 
f is well defined on d. 

The main difficulty lies in showing that f extends from d to a smooth 
function on ~s. Very roughly, this is relatively easy to achieve except at the 
origin. However, at the origin we may use the flatness of 9 to construct the 
desired extension. The central idea in finding this extension is the fact that p 
is a polynomial mapping. Hence the singularity of p at 0 is no worse than 
algebraic, much as in the case r = Z2 where it is J. The flatness of 9 then 
swamps this singularity of p and allows the extension. 
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The actual proof involves numerous technical details. Again we refer the 
reader to Schwarz [1975J, Mather [1977J, and Bierstone [1980]. 

(c) Proof of Theorems 5.2 and 5.3 

In this subsection we discuss the structure of the modules &(r) and g(r) over 
the rings &(r) and t&"(r), respectively. We prove the basis theorems here in 
somewhat greater generality than is stated in §5. Let us introduce this generality 
now. 

Let the compact Lie group r act on two different spaces Vand W We can 
still speak of r-equivariant mappings of V into Was those maps 9 satisfying 

g(yx) = yg(x) (6.21 ) 

where the action ory on the left-hand side of (6.21) is its action on V, and the 
action on the right-hand side is that on W We denote the r-equivariant 
polynomials by &(r; V, W) and the r-equivariant germs by J'(r; V, W). Both 
these spaces are modules over the rings of r-invariant functions on V, that is, 
.'?I'Ar) and t&"Ar), respectively. 

Following Poenaru [1976], who also credits Malgrange, we shall prove: 

Theorem 6.8. 
(a) The module &(r; v, W) is finitely generated over the ring &(r). 
(b) Let 9 l' ... , g, be generators for the module &(r; v, W). Then {g l' ... , g,} is 
a set of generators for the module J'(r; v, W) over the ring t&"Ar). 

Remark. Theorems 5.2 and 5.3 follow immediately by setting V = Wand 
assuming that the actions of r on V and Ware identical. 

PROOF. 

(a) The basic idea is to convert the equivariant situation to the invariant case. 
Here we must use the fact that r is compact and may be assumed to act 
orthogonally on both V and W Let ( , ) denote a r-invariant inner product 
on W Suppose that g: V ..... W is r-equivariant and let YEW Then 

f(x,y) = (g(x),y) (6.22) 

is a r-invariant function V x W ..... IR, where the action of r on V x W is 
y(x, y) = (yx, yy). To check r-invariance in (6.22) we compute 

f(yx, yy) = (g(yx), yy) = (yg(x), yy) = (g(x), y) = f(x, y) 

where the penultimate equality follows from orthogonality of the action of r 
on W 

Conversely, we can recover r-equivariant mappings 9 from r-invariant 
functions f by the relation 

(6.23) 
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where t indicates the transpose. It is easy to see that (6.23) is a consequence 
of (6.22). More generally, however, we claim that the mapping 9 defined by 
(6.23) is r-equivariant for any r-invariant f: V x W -+ IR. To prove this, 
differentiate the relation 

f(yx, yy) = f(x, y) 

with respect to the y-variables and evaluate at y = 0, obtaining 

(dyf)yx.oY = (dyfko· 

It follows from (6.23) and (6.24) that 

y'g(yx) = g(x). 

However, since r acts orthogonally on W, y' = y-l and we have 

g(yx) = yg(x) 

as claimed. 

(6.24) 

These calculations show that the r-equivariant polynomial mappings in 
~(r; V, W) (respectively, germs in l.:(r; V, W)) may be obtained by the con­
struction (6.23) from the r -invariant polynomial functions in .9(r; V x W) 
(respectively, germs in gx'/r, V x W)) in a natural way. We now claim that 
generators for the module ~(r, V, W) can be obtained from a Hilbert basis for 
the r -invariant functions .9(r, V x W), whose existence is guaranteed by the 
Hilbert-Weyl theorem. The general r-invariant function in .9(r, V x W) has 
the form 

f(u l (x, y), ... , us(x, y», (6.25) 

where f is a polynomial in s variables. Using the construction (6.23) we can 
write the general r-equivariant mapping in ~(r; V, W) as 

s a.r , 
g(x) = L -a (u l ,···, us)ly=o(dyuj)x.o· 

j=l uj 

(6.26) 

Since Of (u l (x, 0), ... , uix, 0» is a r-invariant function in .9(r, V) we have 
aUj 

shown that the s equivariants 

(dyudx.o, ... , (dyus)x.o 

generate the module ~(r; V, W), thus proving part (a) of this theorem. 
(b) This can be proved by slightly adapting the preceding argument, which 
in particular shows that all r -equivariant smooth germs in l.:(r; V, W) may 
be obtained from the r-invariant functions in gAr, V x W) by the construc­
tion (6.23). We can of course represent the general r-invariant smooth germ 
in gAr, V x W) in the form (6.25) using Schwarz's theorem in place of the 
Hilbert-Weyl theorem. The only difference is that f is now a smooth germ in 
s variables. The remainder of the argument is identical to that in part (a). 0 
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§7.* Tori 

In §1 we introduced the n-dimensional torus T" = Sl X ..• X Sl (n times). Tori 
are important in Lie group theory, and we shall need some of their properties 
in Chapters XIX and XX on mode interactions. These properties are collected 
here for reference; this section may be omitted on first reading. 

We realize T" as a Lie group by its standard representation on !R2", in which 
e = (e1, ... , e") E T" acts as the matrix 

f1s··· J. 
I ROn 

As a topological manifold, T" is n-dimensional. The main results of this section 
are as follows: 

Theorem 7.1. Every irreducible representation of a compact abelian Lie group 
(in particular of a torus) is of dimension at most 2. 

Theorem 7.2. A Lie group is compact connected abelian if and only if it is 
isomorphic to a torus. 

Theorem 7.3. Every torus T" contains a dense subgroup L\ isomorphic to the 
additive group of real numbers. 

The reader willing to take these results on trust may omit the remainder of 
this section. 

For the less trusting we begin with the following: 

PROOF OF THEOREM 7.1. Let r be compact abelian acting irreducibly on V. We 
may suppose that the action on V is not trivial, otherwise dim V = 1. Identify 
V with !R" and complexify to get C". We can make r act on IC" by extending 
the action on V via linearity over C. To do this let Z E C" and write it as 
Z = x + iy where x, y, E !R". Define a r-action on C" by 

yz = yx + iyy. 

An easy calculation shows that each transformation 

Py : C" --+ C" 

Py(z) = yz 

is {>linear. Now any commuting set of C-linear transformations (finite or 
infinite) on C" has a simultaneous eigenvector, so we may let w = u + iv be a 
simultaneous eigenvector for all the Py, I' E r. Let ,1,(1') = fl(Y) + iv(y) be the 
corresponding eigenvalue. Now C {w} is a one-dimensional (over q C-linear 
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subspace ofC" invariant under r. We construct a "real form" ofthis as follows. 
We have 

whence 

so that 

yw = A(Y)W 

yu + iyv = (~(y) + iv(y»(u + iv) 

yu = ~(y)u - v(y)v 

'IV = ~(y)v + v(y)u. 

Hence the real vector space We V spanned by u and v is r-invariant. By 
irreducibility, W = V. But dimiR W :::;; 2 as claimed. 0 

Corollary 7.4. If r is a compact connected abelian Lie group then every nontrivial 
irreducible representation has dimenion 2 and is isomorphic to a representation 
on jR2 == C with action 

yz = e i9(Y)z 

where Z E C and (): r --+ SI is a homomorphism. 

PROOF. Without loss of generality the action of r is orthogonal. Suppose 
dim V = 1. The only orthogonal transformations of V are then ± I. Since the 
action is nontrivial, Py = - I for some Y E r. Since {± I} is discrete, this 
contradicts connectedness of r. 

Thus dim V = 2, and r acts via elements of 0(2). Connectedness implies 
that r acts via SO(2) ~ SI. Hence we may identify V with C, andy acts by 
Z --+ e i9(y)z. For this to be an action we require 

(}(YI + '12) = (}(ytl + (}(Y2) 

so () is a group homomorphism. 

An immediate consequence is the following: 

o 

Proposition 7.5. Every compact connected abelian Lie group is isomorphic to a 
subgroup of a standard torus. 

PROOF. Let r c GL(V) be compact connected abelian. Decompose V into 
irreducible subspaces, V = VI EB ... EB JIk. By Corollary 7.4, dim JIj = 2, and in 
relation to an appropriate basis r acts on V by 
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for suitable homomorphisms ei r -+ SI. This exhibits p(r), which is isomorphic 
to r, as a subgroup of Tk. 0 

In fact, a stronger result, namely Theorem 7.2, is true. The proof can be 
completed by showing that every connected closed subgroup of a torus is a 
torus or by exploiting additional machinery from the theory of Lie groups (in 
particular the "exponential map"). See Adams [1969], p. 16, Corollary 2.20. 

Finally we turn to Theorem 7.3, the existence in any torus Til of a dense 
subgroup d isomorphic to IR+, the group of reals under addition. By dense 
we mean that the closure of d in T" is the whole of T". To see how such a 
subgroup can arise, consider the 2-torus T2. For any 0( E IR, define a map 
CPa: IR+ -+ T2 by 

We ask when CPa is an isomorphism onto its image, that is, ker CPa = O. Now 
e E ker CPa if and only if 

e == 0 (mod 2n) 

O(e == 0 (mod 2n). 

Therefore, e = 2qn, O(e = 2pn where p, q E 7L. Hence either e = 0 or 0( = p/q is 
rational. Therefore, CPa is an isomorphism onto its image if and only if 0( is 
irrational. It is well known in this case that the image d of CPa is dense in T2. 
See Abraham and Marsden [1978], p. 259, Proposition 4.1.11. 

More generally, we have a strengthening of Theorem 7.3: 

Proposition 7.6. Let 0(1' •.• ,0(11 E IR be linearly independent over the rationals. 
Define CPa: IR+ -+ T" by 

Then the image of CPa is dense in Til and isomorphic to IR+. 

PROOF. See Adams [1969], p. 79, Proposition 4.3, or Pal is and DeMelo [1982], 
p. 35, Exercise 11.13. 0 

EXERCISES 

7.1. Classify all irreducible representations ofSI. (Hint: Use Corollary 7.4, and compare 
with Exercise 2.1.) 

7.2. Classify all irreducible representations of 0(2). There are: 
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(a) Two one-dimensional irreducibles, the trivial representation and the repre­
sentation in which y E 0(2) acts as multiplication by det y. 

(b) A countably infinite family of two-dimensional irreducibles defined by 
(i) zI--->e ki8z 

(ii) Z I---> Z 
where Z E C := [R2 and k = 1,2,3, .... 

(Hint: If 0(2) acts irreducibly on a vector space V, show that the subgroup SO(2) 
also acts irreducibly on V) 

7.3. Show that all irreducibles for Zn and Dn are of dimension 1 or 2. 



CHAPTER XIII 

Symmetry-Breaking in Steady-State 
Bifurcation 

§o. Introduction 

In this chapter we begin to study the structure of bifurcations of steady-state 
solutions to systems of ODEs 

dx dt + g(x, A} = 0 (0.1) 

where g: IRn x IR ...... IR n commutes with the action of a compact Lie group r 
on V = IRn. Steady-state solutions satisfy dx/dt = 0; that is, 

g(x, A) = o. (0.2) 

We focus here on the symmetries that a solution x may possess and in 
particular define some simple "geometric" notions that will prove to be of 
central importance. 

In §1 we note that since r commutes with g, if x is a solution then so is yx 
for all y E r. The set of all yx for y E r is the orbit of x under r. The amount 
of symmetry present in a solution x is measured by its isotropy subgroup 

I: = I: x = {a E r: ax = x}. 

The smaller I: is, the larger is the orbit of x. 
In §2 we introduce the fixed-point subspace 

Fix(I:} = {v E Vlav = v for all a E I:}. 

It is a linear subspace of V and, remarkably, is invariant under 9 (even when 
9 is nonlinear). This leads to a strategy for finding solutions to (0.2) with 
preassigned isotropy subgroups I:: restrict 9 to Fix(I:} and solve there. This 
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strategy will be used repeatedly in the sequel. It is important to be able to 
compute dim Fix(L), and we prove a trace formula for this. 

The main result of this chapter, proved in §3, is the equivariant branching 
lemma (Theorem 3.2) due to Vanderbauwhede [1980] and Cicogna [1981]. 
This states that, with certain conditions on 1:, a unique branch of solutions to 
(0.2) with isotropy subgroup 1: exists. The main hypothesis is that the fixed­
point subspace Fix(1:) is one-dimensional. Thus the point of view is to pre­
scribe in advance the symmetries required of x and to reduce the problem to 
a study of gIFix(L). 

The restriction dim Fix(1:) = 1 is not as arbitrary as it may appear, and this 
condition is often satisfied. The problem (0.2) is connected with "spontaneous 
symmetry-breaking" as follows. Suppose that (0.1) has for each A a trivial 
solution x = 0 (which manifestly has isotropy subgroup r). Suppose it to be 
asymptotically stable for A < 0 and to lose stability at A = O. Usually such a 
loss of stability is associated with the occurrence of new branches of solutions 
x =1= 0 to (0.2), emanating from the trivial branch at A = O. Such solutions often 
have isotropy subgroups L smaller than r. We may ask, Which L typically 
arise in this way? In the language of symmetry-breaking, one says that the 
solution spontaneously breaks symmetry from r to L. "Spontaneously" here 
means that the equation 9 = 0 still commutes with all of r. Instead of a unique 
solution x = 0 with all of r as its symmetries, we see a set of symmetrically 
related solutions (orbits under r modulo L) each with symmetry group 
(conjugate to) L. In many examples it turns out that the subgroups 1: are 
maximal isotropy subgroups-not contained in any larger isotropy subgroup 
other than r. (Exceptions to this statement do occur; see §10.) If dim Fix{L} = 1 
then L is maximal, and such L are the most tractable maximal isotropy 
subgroups. 

Thus the equivariant branching lemma yields a set of solution branches 
in a relatively simple way. It is important to decide whether the solutions 
associated with any of these branches can be asymptotically stable. In §4 we 
show that for some group actions r on IR", all such branches are unstable. 
This means that in some problems it is essential to consider degeneracies; this 
leads to problems that can be solved using singularity theory. See Chapters 
XIV and XV. 

In §5 we discuss in more detail how to represent r-equivariant bifurcations 
by a (schematic) bifurcation diagram. Such diagrams are very convenient, but 
we make their schematic nature explicit to avoid misunderstandings. 

§§6-9 apply the theory thus developed to two classes of examples: the 
groups SO(3) and 0(3) acting in any irreducible representation. The proofs 
may be omitted if so desired. These representations are obtained in §7, which 
links them to the classical idea of "spherical harmonics." 

Finally in §10 we discuss to what extent we may expect spontaneous 
symmetry-breaking to occur to maximal isotropy subgroups. This section is 
optional. Although many questions remain unanswered, it is possible to 
establish a number of facts. In particular there are three distinct types of 
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maximal isotropy subgroup, which we call real, complex, and quaternionic. 
A theorem due to Dancer [1980aJ effectively rules out all but the real maximal 
isotropy subgroups. On the other hand, Chossat [1983J and Lauterbach 
[1986J give examples in which submaximal isotropy subgroups arise generi­
cally, and we outline their results. We also describe two contexts in which 
solutions occur for all maximal isotropy subgroups. These contexts are varia­
tional equations (Michel [1972J) and periodic solutions near equilibria of 
Hamiltonian systems (Montaldi, Roberts, and Stewart [1986J). 

§1. Orbits and Isotropy Subgroups 

Let r be a Lie group acting on the vector space V. There are two simple notions 
used in describing aspects of a group action. which are intimately related to 
the way we think of bifurcation problems with symmetry. We explain these 
ideas and relations in the following discussion. 

The orbit of the action of r on x E V is the set 

rx = {yx: y E q. (1.1) 

Suppose that f: V -+ Vis r-equivariant; then when f vanishes, it vanishes on 
orbits of r;. For if f(x) = 0, then 

f(yx) = yf(x) = yO = 0. 

In other words, this calculation shows that symmetric equations (r­
equivariants) cannot distinguish between points (solutions) on the same orbit. 

The isotropy subgroup of x E V is 

(1.2) 

See the following for an example. We think of isotropy subgroups as giving 
the symmetries of the point x (under the action of r). In later sections we shall 
attempt to find solutions to f = 0, for some unspecified r -equivariant map­
ping f, by specifying required symmetries for the solution x, that is, by 
specifying the isotropy subgroup of x. 

It is natural to ask how the isotropy subgroups of two points on the same 
orbit compare. The answer is as follows: 

Lemma 1.1. Points on the same orbit of r have conjugate isotropy subgroups. 
More precisely, 

(1.3) 

Remarks. 
(a) Let L c r be a subgroup and let y E r. Then 

YLy-l = {yO'y-l: 0' E L} 

is a subgroup of r, said to be conjugate to L. 
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(b) The conjugacy class of:E consists of all subgroups of r that are conjugate 
to :E. 

PROOF. Let x E V and y E r. Suppose that a E :Ex. We claim that yay-I E :E yx • 

We may check this directly: 

yay-I(yx) = ya(y-Iy)x = yax = yx, 

the last equality holding since a E :Ex. It follows that 

:E yX :::J y:E x 1'-1. 

Replacing x by yx and I' by 1'-1 yields:Ex :::J 1'-1 :E yX y, which proves the lemma. 
o 

A convenient method for describing geometrically the group action of ron 
V is to lump together in a set Wall points of V that have conjugate isotropy 
subgroups. We say that W is an orbit type of the action. 

We illustrate these ideas by considering the action of the dihedral group On 
on IC generated by 

Geometrically we picture the action of On as the symmetries of a regular n-gon 
centered at the origin in the plane. This n-gon is shown in Figure 1.1 by dashed 
lines, when n = 5. We derive in the following the orbit types of this group 
action. The result depends on whether n is odd or even, and for simplicity we 
consider only the case when n is odd. The complete results may be found in 
§5. The vertices on the n-gon, shown as 0 in Figure 1.1, are mapped into each 
other by r. More precisely, these vertices constitute a single orbit of the action 
of r. The isotropy subgroup of a vertex on the real axis (not at the origin) is 
the group Z2 generated by K. The other vertices have isotropy subgroups 
conjugate to Zz, by Lemma 1.1. Finally, if t#-O then linearity of the action 
implies that :Etz = :Ez . So all points on the lines joining the origin to a vertex 
have conjugate isotropy subgroups and belong to the same orbit type. 

Next we consider a point near, but not on, the real axis, indicated by a • 
in Figure 1.1. By reflection and rotation we see that its orbit contains 2n points, 

Figure 1.1. Orbits of the action ofDs on C. 
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Table 1.1. Orbit Types and Isotropy Subgroups for D n 

on C, n odd 

Orbit Type 

{O} 
{z E iClIm(z") = 0, z =I O} 
{z E ClIm(z") =I O} 

Isotropy Subgroup Size of Orbit 
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and the only group element that fixes one of these points is the identity in Dn. 
Hence all points in the wedges between the vertex-origin lines belong to the 
same orbit type. 

Finally, of course, the origin forms an orbit on its own and is fixed by the 
whole group Dn. Thus there are three orbit types. We list these, along with 
their (conjugacy class of) isotropy subgroups, in Table 1.1. (In the case n even, 
points on the lines joining the origin to midpoints of edges of the n-gon have 
nontrivial isotropy subgroups not conjugate to those listed in Table 1.1; see 
§5.) 

In this example "almost all" points-an open dense set-have trivial iso­
tropy subgroup. It is a general theorem (Bredon [1972], p. 179) that there 
exists a unique minimal isotropy subgroup Lmin for any linear action of a Lie 
group r on a vector space V and that points with this isotropy form an open 
dense subset of V. Since Fix(Lmin) contains an open dense subset of V and is 
a vector space, it must be the whole of V; therefore, Lmin is the kernel of the 
action-the subgroup of all elements of r that act on Vas the identity. The 
points with isotropy group Lmin are said to have principal orbit type. 

We see that in this example, the larger the orbit, the smaller the isotropy 
subgroup. We formalize this observation as follows: 

Proposition 1.2. Let r be a compact Lie group acting on V. Then 
(a) rr WI < 00, then WI = ILxllrxl· 
(b) dim r = dim Lx + dim rx. 

Remarks. 
(a) Proposition 1.2(a) states that the order of the group r is the product of 
the order of Lx and the size of the orbit of x. This formula may be checked 
for r = Dn from Table 1.1, using the fact that IDnl = 2n. 
(b) Lie groups are always smooth manifolds and have well-defined dimen­
sions. Since isotropy subgroups are always Lie subgroups both dim rand 
dim Lx make sense. Similarly orbits of Lie groups are always submanifolds 
and have well-defined dimensions. Thus dim rx makes sense. 

SKETCH OF PROOF. There is a natural map <p: r --+ IX defined by 

<p(y) = )'x. (1.4 ) 
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By definition cp maps onto the orbit rx, and cp-l(X) = Lx' Define the coset 
space of a subgroup L of r to be 

r/L = {YLly E r} 

where we recall that the co sets of L in r are the sets 

Then cp induces a map 

YL = {yala E L}. 

1/1: r/Lx -+ rx 

I/I(y) = yx 
(1.5) 

which is both one-to-one and onto. In the case that r is finite, a simple 
counting of the cosets in r /Lx verifies part (a). In general, both cp and 1/1 are 
smooth mappings and (dl/l)o is invertible. It follows from the inverse function 
theorem that 

dim rx = dim(r/LJ 

from which part (b) is immediate. o 
Remark (d) of XII, §4, promised a simple criterion for &'(r) to be a poly­

nomial ring. We have now defined the concepts needed to state this; we omit 
the proof. Suppose that r acts on V with minimal isotropy subgroup Lmin . 
Let {u j (x), ... , u,(x)} be a Hilbert basis for &'(r). If 

s = dim V - dimr + dim Lmin 

then &'(r) is a polynomial ring. 
In particular, if r is finite then (1.6) reduces to 

s = dim V. 

(1.6) 

(1.7) 

For example, (1.7) trivially implies that &'(Dn) is a polynomial ring whenever 
Dn acts irreducibly on IC. 

EXERCISES 

1.1. Let O(n) act on (R" in its standard representation. Find the orbits and the corre­
sponding isotropy subgroups. 

1.2. Let r be the group of all symmetries, including reflections, of a cube center the 
origin of (R3 with edges parallel to the axes. (In the notation of XIII, §9, r is the 
group i[]I EEl Z'2.) Show that 
(a) Ir! = 48 and r is generated by 

~ _~] Ry =[ ~ 0 ~]. 
o -1 0 0 
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(b) Show that the orbit data for r are as follows: 

Orbit 
Representative 

(0,0,0) 
(x, 0, 0) 
(x, x, 0) 

(x, x, x) 
(x, y, 0) 
(x, x, z) 
(x, y, z) 
lxi, IYI, Izl distinct 

and i= 0 

Isotropy 
Subgroup 

r 
D4 
Z'i EB Z~ 
83 

Z'i 
Z~ 
~ 
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where D4 is generated by Rx and K z (in obvious notation, compare (a)), Z'i by 
K z , and Z~ by (x, y, z) I-> (x, Z, y). 

(c) Verify Proposition 1.2(a) directly for this example. 

1.3. Find the orbits and isotropy subgroups for 0(3) in its five-dimensional representa­
tion (as in Exercise XII, 3.6). Verify Proposition 1.2(b) for this example. (Hint: 
Every symmetric matrix can be diagonalized.) 

1.4. (a) Show that in D 2n + 1 all reflections are conjugate. 
(b) In D 2n show that there are two geometrically distinct types ofreflection: those 

through lines joining the origin to a vertex and those through lines join­
ing the origin to the midpoint of an edge. Prove that all reflections of the 
same type are conjugate in D 2n , but that different types of reflection are not 
conjugate. 

(c) Prove that all reflections in D 2n are conjugate in D 4n . 

1.5. Let Z2 act on 1R2 so that - I E Z2 acts as (x, y) I-> ( - x, y). Prove that .gi'(Z2) is not 
a polynomial ring. 

§2. Fixed-Point Subspace8 and the Trace Formula 

This section divides into three subsections, devoted to the following topics: 

(a) The existence of invariant subspaces for nonlinear equivariant mappings: 
the fixed-point subspaces, 

(b) A method for computing the dimensions of fixed-point subspaces: the trace 
formula, 

(c) Ways to use the dimensions of fixed-point subspaces to find an important 
class of isotropy subgroups: the maximal isotropy subgroups. 
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(a) Fixed-Point Subspaces 

One of the most remarkable as well as one of the simplest features of nonlinear 
i-equivariant mappings is that their equivariance forces them to have in­
variant linear subspaces. Moreover, these invariant subspaces correspond 
naturally to certain subgroups of i. 

Let ~ c: i be a subgroup. The fixed-point subspace of ~ is 

Fix(~) = {x E V: ax = x for all a E ~}. (2.1 ) 

If it is important to display the space V explicitly we write Fixv(~). Observe 
that Fix(~) i"s always a linear subspace of V since 

Fix(~) = n ker(a - Jd) 
<1EI 

and each kernel is a linear subspace. 
Note that the simplest fixed-point subspaces are Fix(~) and Fix(f). Since 

the identity subgroup ~ fixed every point, we have Fix(~) = V. At the other 
extreme, Fix(l) consists of all vectors in V that are fixed by every element in 
i. Thus Fix(l) is the subspace of Von which i acts trivially. We shall often 
adopt the hypothesis that Fix(l) = {O}. 

We now show that the fixed-point subspaces have the invariance property 
asserted earlier. 

Lemma 2.1. Let f: V -> V be i-equivariant. Let ~ c i be a subgroup. Then 

f(Fix(~» c Fix(~). (2.2) 

PROOF. Let a E ~, X E Fix(~). Then 

f(x) = f(ax) = af(x) (2.3) 

where the first equality follows from the definition of Fix(~), and the second 
from equivariance. From (2.3) we see that (J fixed f(x). Therefore, f(x) E Fix(~). 

o 
Remark. In Lemma 2.1 we do not require ~ to be an isotropy subgroup. 
However, for any subgroup ~, Fix(~) is equal to the sum W of all subspaces 
Fix(~) where ~ ::J ~ is an isotropy subgroup. To prove this, first let v E Fix(~). 

Then ~v ::J ~ and v E Fix(~J. Hence we may take ~ = ~v to show that v E W, 
so Fix(~) c W. On the other hand, if W E W the W = WI + ... + Wk where 
Wj E Fix(~j)' for an isotropy subgroup ~j ::J ~. But this means that aWj = Wj 
for all a E ~, so Wj E Fix(~); therefore, W E Fix(~) and so W c Fix(~). Hence 
W = Fix(~). 

Thus in theory there is no real loss of generality if we let 1: run through just 
the isotropy subgroups of r. However, it may sometimes be convenient not 
to require ~ to be an isotropy subgroup, since this condition may not be easy 
to check. 
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For an example where we can check Lemma 2.1 directly, consider once 
more r = Dn in its standard action on C. We find Fix(I:) for the isotropy sub­
groups I:. Obviously if I: = ~ then Fix(I:) = V; and if I: = Dn then Fix(I:) = 
{O}. If I: = Zz then Fix(I:) is the real axis; and if I: is a conjugate of Zz then 
Fix(I:) is the image of the real axis under an element of D n, that is, one of the 
lines through the origin and a vertex. 

Taking I: = Zz in Lemma 2.1 it follows that every Dn-equivariant mapping 
f must leave the real axis invariant. By (XII, 5.12) the general f has the form 

f(z) = p(u, v)z + q(u, v)zn-l 

where u = zz, v = zit + zn. If z = x is real, then 

f(x) = p(XZ, 2xn)x + q(x 2,2x lt )x lt - 1 

is also real. So Fix(Z2) is invariant under f as predicted. 
An immediate consequence of Lemma 2.1 is the existence of trivial solutions 

for r-equivariant mappings f. More precisely, if Fix(r) = {O} then {O} must 
be invariant under f, so that f(O) = O. In fact, we have three equivalent 
properties: 

Proposition 2.2. Let r be a compact Lie group acting on V. The following are 
equivalent: 
(a) Fix(r) = {O}. 
(b) Every r-equivariant map f: V ...... V satisfies f(O) = 0 (there always exist 
trivial solutions). 
(c) The only r-invariant linear function is the zero function. 

Remark. The most important implication (a) => (b) we showed previously, 
using Lemma 2.1. 

PROOF. The converse (b) => (a) is proved easily as follows. We claim that for 
every v E Fix(r), the constant mapping f(x) = v is r-equivariant. If so, (b) will 
imply that v = 1(0) = 0, proving (a). To verify the claim, compute 

yf(x) = yv = v = f(yx). 

The first equality is by definition of f(x), the second follows since v E Fix(r), 
and the third holds since f is constant. 

Next we show that (a) implies (c). Let L: V ...... IR be linear and invariant. We 
may write L in the form 

L(x) = <v,x) 

for some v E V. We claim that v E Fix(r), whence (a) implies (c). Since L is 
r-invariant, L(x) = L(y-l x) for all y E r. Since r acts orthogonally y-l = /. 
Thus 

<v,x) = <v,y-1x) = <v,ytx ) = <yv,x) 

for all x. Hence yv = v for all y and v E Fix(r), as claimed. 
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Finally we prove that (c) => (b). Let f: V --+ V be r-equivariant. We must 
show that f(O) = O. To do this, define 

L(x) = <f(O),x) 

where ( , ) is a r-invariant inner product on V. We claim that the linear 
function L is r-invariant. If so, then L == 0 and f(O) = O. To verify the claim, 
compute 

L(yx) = (f(O),yx) = (y-1f(0),x) = (f(O),x) = L(x). 0 

(b) The Trace Formula 

In later sections we shall want to compute the dimension of Fix(L). There is 
an elegant formula for this, which depends only on the trace tr(a) for a E L. 
Because r acts linearly on V we may think of y Eras acting by the linear 
mapping Py: x 1-+ yx. By tr(a) we mean the trace of P<1 on V. 

Theorem 2.3 (Trace Formula). Let r be a compact Lie group acting on Vand 
let L c r be a Lie subgroup. Then 

dim Fix(L) = I tr(a) 

where J denotes the normalized H aar integral on L. 

Remark. If L is finite then (2.4) can be rephrased as 

dim Fix(L) = _1 L tr(a). 
ILl <1EI: 

See Example XIII, 1.4. 

PROOF. Define the linear transformation A: V --+ V by 

A = I a. 

Because the Haar integral is L-invariant, we see that 

A = I a'a 

where a' is any fixed element of L. It follows that 

A2 = A; 

that is, A is a linear projection. To check (2.7), compute 

(2.4) 

(2.5) 

(2.6) 

(2.7) 



§2. Fixed-Point Subspaces and the Trace Formula 

By (2.7) 

A2 = A 0 A = A (LEI: 0') 

= LEI: 0"(LEI: 0') 

= LEI: (LEI: 0"0') 

- LEI: A 

= A. 

(a) V = ker A EB 1m A 

(b) AllmA=Id. 

We verify (2.8b) first. Suppose x E 1m A, so x = Ay. Using (2.7) we have 

Ax = A2y = Ay = x, 

77 

(2.8) 

proving (2.8b). To verify (2.8a) observe that dim ker A + dim 1m A = dim V, 
since A is linear. Thus it suffices to show that ker A n 1m A = {O}. However, 
if x E ker A n 1m A then x = Ax by (2.8b), and Ax = O. 

It follows directly from (2.8) that 

tr(A) = dim 1m A. (2.9) 

We claim that 1m A = Fix(1:). The theorem will then follow since dim 1m A = 

dim Fix(1:) and 

tr(A) = f tr(O'). aEI: 
To prove the claim, observe that Fix(1:):::J 1m A by (2.8(b)). Conversely, 
Fix(1:) c 1m A by (2.8(a)). More precisely, suppose x E Fix(1:). Write x = 

k + y where k E ker A and y E 1m A. Then x = Ax = Ak + Ay = y. This can 
happen only if k = 0 and x E 1m A. 0 

In certain cases it is possible to use the trace formula to reduce the calcula­
tion of dim Fix(~) to finding the dimensions of fixed-point spaces Fix(~) for 
certain subgroups ~ of~. This reduction, stated in Lemma 2.5 later, will be 
of particular use when we discuss the fixed-point subspaces for subgroups of 
SO(3) and 0(3) in §§6-9. 

Definition 2.4. Let HI' ... , Hk be subgroups of a group ~. We say that ~ is the 
disjoint union of HI, ... , Hk if 
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(a) L = Hl U ... U Hk 

(b) Hi n Hj = ~ for all i i= j. 

We use the notation L = Hl (; ... (; Hk to denote disjoint unions. 
When L has a disjoint union decomposition then we can compute dim Fix(L) 

in terms of the numbers dim Fix (H): 

Lemma 2.5. Let L = H 1 (; ... (; Hk be a finite subgroup of r, with r acting on 
V. Then 

dim Fix(L) = _1 [± IHd dim Fix(HJ - (k - l)dim v]. (2.10) 
ILl i=l 

PROOF. From (2.5) we see that 

1 
dim Fix(L) = - I tr(O') 

ILl GeI: 

=_1 [± L tr(h)-(k-1)tr(l)] (2.11) 
ILl i=l heH, 

where the second equality is obtained by splitting the sum over L into a sum 
over the Hi' Since L is a disjoint union of the Hi we must add tr(l) (k times) 
for the overlap on the identity element. Since we want to count tr(l) only once 
we subtract the overenumeration, obtaining (2.11). 

To derive (2.10) from (2.11) we make two observations. First, tr(l) = dim V. 
Second, we apply the trace formula (2.5) directly to each Hi' obtaining 

dim Fix(H;) = _1_ L tr(h). 
IHd hEH, 

Substitute this in (2.11) to yield the desired result. o 

(c) Maximal Isotropy Subgroups 

It is important to be able to determine, in as simple a manner as possible, 
whether a given closed subgroup is an isotropy subgroup. That is, we wish to 
do this without knowing the orbit structure of r. We now consider a distin­
guished class of isotropy subgroups for which this question may be answered 
using the dimensions of fixed-point subs paces. 

Definition 2.6. Let r be a Lie group acting on V. An isotropy subgroup L S; r 
is maximal if there does not exist an isotropy subgroup ~ of r satisfying 
L ~ ~ ~ r. 

Lemma 2.7. Let Fix(r) = {O}, and let L be a subgroup of r. Then L is a maximal 
isotropy subgroup of r if and only if: 



§2. Fixed-Point Subspaces and the Trace Formula 79 

(a) dim Fix(L) > 0 

(b) dim Fix(d) = 0 for every closed subgroup d -;;2 L. 
(2.12) 

PROOF. Suppose L is a maximal isotropy subgroup of r. Then dim Fix(L) > 0 
since L must fix some nonzero vector, by the definition of an isotropy sub­
group. Suppose d ~ L and suppose there is a vector x E V fixed by d. Then 
the isotropy subgroup Lx of x satisfies Lx ::::J d ;::> L. Since L is a maximal 
isotropy subgroup we must have Lx = r. But Fix(r) = {O}, so x = O. There­
fore, dim Fix(d) = O. 

Conversely, suppose that L satisfies (2.12). Then some nonzero vector x E V 
is fixed by L, so Lx contains L. Since Lx is an isotropy subgroup, it is closed. 
If Lx "# L then (2.l2(b)) implies that dim Fix(LJ = 0, contrary to Lx being an 
isotropy subgroup. Therefore L = Lx, so L is an isotropy subgroup. The same 
argument now proves that L is maximal. D 

Lemma 2.7 provides a strategy for finding the maximal isotropy subgroups 
of r if we know enough about the dimensions of fixed-point spaces of sub­
groups of r. Namely, we find the largest closed subgroups with nonzero 
fixed-point subspaces. We use this strategy in §§6-9 to compute the maximal 
isotropy subgroups of SO(3) and 0(3). 

EXERCISES 

2.1. Find the fixed-point subspaces for the isotropy subgroups of Exercises 1.1 and 1.3. 

2.2. Let ~ be an isotropy subgroup of r. Show that the largest subgroup of r that 
leaves Fix(~) setwise invariant is N = Nr(~). If dim Fix(~) = 1 show that N /~ is 
either ~ or Z2' If it is Z2 show that the corresponding bifurcation is of pitchfork 
type. 

2.3. Show that for the group I[Ji (±l Z~ of Exercise 1.2, the fixed-point subspaces are as 
follows: 

Isotropy Fixed-Point 
Subgroup Subspace Dimension 

r {(O, 0, O)} ° D4 {(x,O,O)} 
Z'z (±l Z~ {(x, x, OJ) 
83 {(x,x,x)} 1 
zr z {(x, y, OJ) 2 
z' z {(x,x,z)} 2 
~ [R3 3 

2.4. Let r = Zz (±l Zz act on [R2 by (x,Y)f-->(±x, ±Y) as in X, §1(a). Show that the 
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action ofr is not irreducible, but that Fix(f) = {O}; that is, r-equivariant bifurca­
tion problems have a trivial solution. 

2.5. Show that the group 0 of rotational symmetries of a cube has a disjoint union 
decomposition into cyclic subgroups. 

2.6. Verify Theorem 2.3 directly for the three maximal isotropy subgroups of 0 $ Z~ 
listed in Exercise 2.2. 

2.7. Let r act on V and let ~ be an isotropy subgroup. It is clear that dim Fix(~) is 
the dimension of the trivial part of the isotypic decomposition of V for ~, that is, 
the multiplicity with which the trivial representation of ~ occurs on V. If instead 
we ask the multiplicity of some other representation, then there is an analogous 
formula to Theorem 2.3 which may be deduced from the orthogonality relations 
for characters (see XIII, §7(f). This exercise asks for a bare-hands proof of a special 
case. 

Let ~ = 0(2), and let p be the representation on IR in which 80(2) acts trivially 
and K acts as - 1. Show that the dimension of the isotypic component corre­
sponding to p is 

f tra - f tra. 
aeSO(2) aeO(2)-SO(2) 

(Hint: Let 

A=f a-f 0' 
aeSO(2) aeO(2)-SO(2) 

and mimic the proof of Theorem 2.3.) 

§3. The Equivariant Branching Lemma 

In this section we prove a simple but useful theorem of Vanderbauwhede 
[1980] and Cicogna [1981] to the effect that isotropy subgroups with one­
dimensional fixed-point subspaces lead to solutions of bifurcation problems 
with symmetry. 

Definition 3.1. Let r be a Lie group acting on a vector space V. A bifurcation 
problem with symmetry group r is a germ g E c.:,;.(r) satisfying g(O, 0) = 0 and 

(dg)o,o = o. 

Here we recall notation used earlier in this volume as well as in Volume I. 
A germ g E c.:,;.(r) is the germ of a r-equivariant mapping, which by abuse 
of notation we also denote by g. Here g: V x IR ~ V satisfies 

g(yx, A) = yg(x, A) (3.1) 

for all y E r. By convention our germs are based at the origin (x, A) = (0,0). 
In Definition 3.1 we require that g(O,O) = 0 to avoid trivial complications. 
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If Fix(r) = {O} then Proposition 2.2 implies that g(O, Je) == 0, and hence 
g(O,O) = O. However, in general g(O, 0) need not vanish. 

We also require that (dg)o.o = O. Recall that dg is the n x n Jacobian matrix 
obtained by differentiating g in the V-directions. Here n = dim V. If (dg)o.o is 
nonzero, then we can use the Liapunov-Schmidt reduction with symmetries 
(see VIII, §3) to reduce g to the case where the Jacobian vanishes. Of course, 
this process will change n to a smaller value n' and will also change the 
representation of r. Nevertheless, we assume that this reduction has already 
been performed and we therefore assume (dg)o,o = O. 

We claim that generically we may assume the action of r on V = IR" to be 
absolutely irreducible. Before stating the result more precisely, we must discuss 
the term generic. A rigorous definition is somewhat technical, and we try 
instead to convey the underlying idea. 

Recall from Chapter II that a bifurcation problem g(x, Je) is equivalent to a 
limit point singularity ±x2 ± ), precisely when the defining conditions 

g(O,O) = 0, gAO,O) = 0 (3.2) 

and the nondegeneracy conditions 

gxAO,O) -=f. 0, (3.3) 

are satisfied. We say that among those bifurcation problems g in one state 
variable having a singularity at the origin (i.e., those g satisfying (3.2)) it is 
generic for the singularity to be a limit point. More succinctly, we say that the 
"generic singularity" is a limit point. 

We abstract this process as follows. Let g be a germ satisfying some property 
.OJ, where the defining conditions for g> consist of a finite number of equalities 
involving a finite number of derivatives of g evaluated at the origin. The 
equalities in (3.2) provide an example, with r!J> being the property "g has a 
singularity at the origin." A set S of germs is generic for property r!J> if there 
exists a finite number of inequalities Q involving a finite number of derivatives 
of g at the origin, such that g E S if and only if g has property r!J> and g satisfies 
the inequalities in Q. Thus, in the example, Q is given by (3.3) and limit 
points-those germs satisfying (3.2, 3.3)-are generic singularities. 

Actually, even this definition must be qualified. The inequalities Q must not 
contradict any of the defining equalities of g>. For example, if g> is defined by 
gAO,O) = 0 then Q should not include the inequality gx(O,O) -=f. O. We do not 
intend that the empty set S be considered generic. 

We find it convenient to use the word generic when we do not wish to specify 
the inequalities Q explicitly. The important point is that a "typical" germ with 
property r!J> will be generic, where by typical we mean "not satisfying any 
additional constraints" (e.g., on derivatives). This follows since an atypical 
germ must violate an inequality in Q, that is, satisfy a further equality. 

For example, in applications one expects to see only limit point singularities 
in steady-state bifurcation problems g(x, Je), unless some other constraint such 
as symmetry is placed on g. (The effect of symmetry is to constrain certain 
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terms of the Taylor series of g, so symmetry effectively imposes conditions on 
derivatives of g at the origin.) In Volume I we focused on nongeneric or 
degenerate singularities, since these are expected to occur "generically" in 
multiparameter systems. A major theme of this volume is to identify a "generic" 
class of one-parameter bifurcation problems with symmetry. 

The following proposition, whose proof will be sketched at the end of this 
section, is a first step in that direction. 

Proposition 3.2. Let G: [RN x [R --+ [RN be a one-parameter family of r-equivariant 
mappings with G(O,O) = O. Let V = ker(dG)o. o' Then generically the action of 
r on V is absolutely irreducible. 

Remark. When one is interpreting this proposition in the preceding frame­
work, g> is defined as follows. A germ G has property g> if it is a germ of a 
one-parameter family of r-equivariant mappings, and G(O,O) = O. The in­
equalities Q which imply that the action of r on ker(dG)o.o is absolutely 
irreducible are left unstated. 

Proposition 3.2 supports our assumption later that r acts absolutely irre­
ducibly on IRn and that g: [Rn x IR --+ [Rn is a r -equivariant bifurcation problem. 
We use the assumption of absolute irreducibility as follows. Apply the chain 
rule to the identity g(yx, A) = yg(x, A) to obtain 

(dg)o ... y = y(dg)o ... · (3.4) 

Absolute irreducibility states that the only matrices commuting with all y E r 
are scalar multiples ofthe identity. Therefore (dg)o ... = c(A)I. Since (dg)o.o = 0 
by Definition 3.1, we have c(O) = O. We now assume the hypothesis 

c'(O) # 0, (3.5) 

which is valid generically. 
We next state the result ofVanderbauwhede and Cicogna, which-despite 

the simplicity of its proof-forms the basis of many bifurcation results for 
symmetric problems. 

Theorem 3.3 (Equivariant Branching Lemma). Let r be a Lie group acting 
absolutely irreducibly on V and let g E ~,..(n be a r -equivariant bifurcation 
problem satisfying (3.5). Let 1: be an isotropy subgroup satisfying 

dim Fix(1:) = 1. (3.6) 

Then there exists a unique smooth solution branch to 9 = 0 such that the isotropy 
subgroup of each solution is 1:. 

Remarks 3.4. 
(a) We may restate the equivariant branching lemma as follows: Generically, 
bifurcation problems with symmetry group r have solutions corresponding 
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to all isotropy subgroups with one-dimensional fixed-point subspaces. Since 
I: is an isotropy subgroup satisfying (3.6) it follows that I: is a maximal isotropy 
subgroup. Thus the equivariant branching lemma gives us a method for 
finding solutions corresponding to a special class of maximal isotropy sub­
groups. To see that I: is maximal, suppose d ~ I: is an isotropy subgroup. 
Then Fix(d) SF Fix(L), whence Fix(d) = {O}, which is impossible. 
(b) Cicogna [1981] generalizes Theorem 3.3 to the case in which dim Fix(L) 
is odd, using a topological degree argument. However, to obtain effective 
information in this case we must also assume that L is a maximal isotropy 
subgroup. Otherwise, the solutions in Fix(I:) whose existence is being asserted 
might actually have a larger isotropy subgroup than I:. 

In fact, we prove a slightly more general result than Theorem 3.3: 

Theorem 3.5. Let r be a Lie group acting on V. Assume 
(a) Fix(r) = {O}, 
(b) L c r is an isotropy subgroup satisfying (3.6), 
(c) g: V x IR -+ V is a r-equivariant bifurcation problem satisfying 

(dg)Jo.o(vo) # 0 

where Vo E Fix(L) is nonzero. 

(3.7) 

Then there exists a smooth branch of solutions (tvo, A(t» to the equation 
g(t, A) = O. 

Two remarks make it clear why Theorem 3.3 follows from Theorem 3.5. 
First, it is easy to show that nontrivial irreducible actions satisfy Fix(r) = {O}, 
since by Lemma 2.1 Fix(r) is an invariant subspace. Second, when r acts 
absolutely irreducibly, 

(dg;Jo,o(vo) = Kc'(O) 

for some nonzero constant K. Hence (3.5) is equivalent to (3.7). 

Remarks. 
(a) The advantage of hypothesis (3.5) over (3.7) is that it holds simultaneously 
for all subgroups L of r. 
(b) The advantage of Theorem 3.5 is that it does not require that r act 
irreducibly on V. However, a separate nondegeneracy condition (3.7) is required 
for each subgroup L satisfying (3.6). 
(c) Since the solution branch (tvo, 2(t)) lies in Fix(L) x IR, each solution for 
t # 0 has as its symmetries the isotropy subgroup L. 

PROOF OF THEOREM 3.5. It follows from Lemma 2.1 that 

g: Fix(I:) x IR -+ Fix(L). 

Since dim Fix(I:) = 1 we have 
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g(tvo, A.) = h(t, A.)vo. 

Moreover, the assumption that Fix(r) = {O} implies by Corollary 2.2 that g 
has a trivial solution. So h(O, A.) = O. Applying Taylor's theorem to II yields 

g(tvo, A.) = k(t, A.)tvo. 

By Definition 3.1 

and further 

k,,(O,O)vo = (dg,,)o,o(vo) # 0, 

by assumption. Apply the implicit function theorem to solve k(t, A.) = 0 for 
), = A.(t) as required. D 

EXAMPLE 3.6. r = Dn acting on V = !C. We know that the isotropy subgroup 
of every point on the real axis is a two-element subgroup Z2 generated by the 
reflection K: Z H Z. See Table 1.1. Moreover, the only complex numbers fixed 
by K are the reals. Thus Fix(Z2) = IR and dim Fix(Z2) = 1. We conclude, using 
the equivariant branching lemma, that generically Dn-equivariant bifurcation 
problems have solution branches consisting of solutions with Z2 symmetry. 

We end this section with the following, as promised. 

SKETCH OF PROOF OF PROPOSITION 3.2. In this sketch we show only that there 
exist small perturbations G. of G such that r acts absolutely irreducibly on 
ker(dG.)o.o' This argument can be expanded, with some effort, to give a proof 
of genericity. 

We begin by claiming that the action ofr on V may be assumed irreducible. 
Write IRN = V EB W where W is r-invariant and write 

V=VlEB"'EBVk 

where each V; is irreducible. In fact we can take W to be the sum of the 
generalized eigenspaces corresponding to nonzero eigenvalues of (dG)o.o. 
Define M: IRN -t IRN to be the unique linear mapping such that 

MIW=O 

MlVl = 0 

MI V; = ldvj . 

Let e E IR and consider the r-equivariant perturbation 

G.(x, A.) = G(x, A.) + eM x. 

The eigenvalues of(dG.)o,o are 0 on Vl , and nonzero on W Apply a Liapunov­
Schmidt reduction to G. near (0,0) to obtain a bifurcation problem on Vl , 

Since r acts irreducibly on Vb we have verified the claim. 
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We now assume that g: V x IR1 --+ Vis a bifurcation problem with symmetry 
group r and that r acts irreducibly but not absolutely irreducibly on V. We 
claim that in these circumstances there exist small perturbations of 9 which 
have no steady-state bifurcations near the origin. Let ~ be the vector space 
of linear mappings on V that commute with r. Recall from XII, §3, that ~ is 
isomorphic to one of 1R1, C, or !HI, and that ~ ~ IR1 means that r acts absolutely 
irreducibly on V. Now r acts irreducibly on V, so g(O, ),) == O. The linear maps 
L;., = (dg)o.;., commute with r and form a curve in ~. Since 9 is a bifurcation 
problem, Lo = 0, so the curve passes through the origin. Generically we may 
assume that p = (dldA.)L;.,I;.,=o "# 0; that is, the curve L;., has a nonzero tangent 
vector at A. = O. 

Assume that dim[R ~ > 1, so that r does not act absolutely irreducibly on 
V. We can choose 0 "# b E ~ such that p and b are linearly independent. For 
e E IR1 define the r-equivariant perturbation 

g.(x) = g(x, A.) + ebx. 

When e = 0, the curve 

(dg.)o,;., = (dg)o,;., + eb = L;, + eb 

in ~ misses the origin entirely for A. near O. 
Thus L;., + eb is not zero. A general argument now shows that it has no zero 

eigenvalues. Indeed, if a. E ~ has a zero eigenvalue then a. = O. To see this, 
suppose that a.v = 0 where a. "# 0, v "# O. Since ~ is a division algebra, a.- l 

exists, and v = Iv = a.-lOW = a.-10 = O. This contradiction forces ex = 0 as 
claimed. 

Thus when 9 is a bifurcation problem whose symmetry group r acts 
irreducibly but not absolutely irreducibly, small perturbations of 9 have no 
steady-state bifurcation whatsoever. 0 

Remark. Proposition 3.2 does not exclude the possibility that r-invariant 
equilibria can lose stability by having center subspaces with irreducible but 
not absolutely irreducible representations of r. This can happen generically 
with Hopfbifurcation, but not with steady-state bifurcation. See the definition 
of r-simple in XVI, §l. 

EXERCISES 

3.1. Use the results of Exercises 1.2 and 2.3 to investigate steady-state bifurcation with 
the symmetry 0 Ef) Z2 of the cube (see Melbourne [1987aJ). Prove that 
(a) Generically three branches of solutions bifurcate, with isotropy subgroups D4 , 

S3' and Z~ Ef) Z~. 
(b) Generically there are no solution branches corresponding to the isotropy 

subgroups Z~, Z~, and ~. 

3.2. Let Z2 EB Z2 act on 1R2 by (±x, ±y) as in Chapter X. Show that the existence of 
the pure mode solutions (X, 1.1 1 (b), (c» can be obtained by applying the equivari-
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ant branching lemma. Note that a separate non degeneracy condition is needed 
for each branch. 

3.3. Let 0(3) act in its five-dimensional representation. Using the results of Exercises 
1.3 and 2.1 show that generically there exists a branch of axisymmetric solutions, 
where a solution is axisymmetric if its isotropy subgroup contains 80(2). 

3.4. Let 80(2) act on [R2 == IC in its standard representation. Recall from Lemma VIII, 
2.2, that the invariants are generated by Izl2 and the equivariants by z and iz. Let 
g(z,,1.) be an 80(2)-equivariant bifurcation problem. 
(a) Show that generically no steady-state bifurcation can occur. 
(b) Assume further that the vector field is a gradient and show that generically 

there now exist branches of steady states. 
(c) Observe that 80(2)-invariant functions are also 0(2)-invariant, and deduce 

part (b) from the equivariant branching lemma. 
(d) If 9 depends on two bifurcation parameters (,1., Jl) rather than just one, so that 

9 = g(z,,1., IL), show that generically steady-state branching does occur, even in 
the nongradient case. (Compare Hopf bifurcation, XVI, §4, where a second 
parameter t, the perturbed period, plays a similar role.) 

§4. Orbital Asymptotic Stability 

As discussed in Chapter VIII, an equilibrium solution Xo to a system of ODEs 

dx 
(it + g(x) = 0 (4.1) 

is asymptotically stable if every trajectory x(t) of the ODE which begins near 
Xo stays near Xo for all time t > 0, and also limt _ oo x(t) = Xo. The equilibrium 
is neutrally stable if the trajectory stays near Xo for all t > O. It is unstable if 
there always exist trajectories beginning near Xo which do not stay near Xo 

for all t > O. 
We repeat here the well-known condition for asymptotic stability known 

as linear stability: the eigenvalues of (dg)xo all have positive real part. The 
standard theorem states that if Xo is linearly stable then Xo is asymptotically 
stable. Moreover, if some eigenvalue of (dg)xo has negative real part, then Xo 

is unstable. See Hirsch and Smale [1974], p. 187. 
In this section we discuss the stability properties of equilibria for systems 

of ODEs (4.1) when the mapping 9 commutes with the action of a Lie group 
r. We address three issues: 

(a) If the isotropy subgroup of an equilibrium has dimension less than that 
of r, then neither linear stability nor asymptotic stability is possible. The 
orbit of equilibria has positive dimension in this case, forcing dg to have 
zero eigenvalues. However, these concepts may be replaced by linear 
orbital stability and (asymptotic) orbital stability, respectively. 
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(b) The explicit computation of (dg)x is aided by knowledge of the representa­
tion of the isotropy subgroup Lx, 

(c) For certain group actions, generically all of the solutions found using the 
equivariant branching lemma are unstable. 

(a) Orbital Stability 

Let r be a Lie group acting on V and let g: V -+ V be a r-equivariant map. 
Let Xo be an equilibrium of the system (4.1), and let L = Lxo be the isotropy 
subgroup of Xo. We claim that if dim L < dim r then Xo cannot be asymp­
totically stable. To see this, recall from Proposition 1.2(b) that the orbit rxo 
is a submanifold of V of positive codimension. It follows that there are steady 
states of the system (4.1) arbitrarily close to Xo. The trajectories starting at 
these equilibria are fixed for all time and so do not tend to xo. Thus Xo is not 
asymptotically stable. However, Xo can be neutrally stable. In fact, Xo can 
satisfy a specific kind of neutral stability, as follows. 

The equilibrium Xo is orbitally stable if Xo is neutrally stable and if whenever 
x(t) is a trajectory beginning near xo, then limt-+oo x(t) exists and lies in rxo. 

There is a linear criterion for orbital stability. To show this, we first indicate 
why linearized stability fails. We claim that 

ker(dg)xo ::::> Txorxo (4.2) 

where Txorxo denotes the tangent space ofrxo at xo.1t follows from (4.2) that 
(dg)xo must, of necessity, have 0 as an eigenvalue; so linear stability is not 
possible at xo. 

To verify (4.2) let yet) = y(t)xo be a smooth curve in the orbit rxo with yet) 
a smooth curve in rand yeO) = I. Since Xo is an equilibrium and since g is 
r-equivariant we sec that 

g(y(t)) == O. (4.3) 

Differentiate (4.3) with respect to t, to get 

:t g(y(t))lt=o = (dg)xo (~~ (0)' xo) = O. (4.4) 

Thus (4.4) shows that (dy/dt)(O)' Xo is an eigenvector of (dg)xo with eigenvalue 
zero. 

Remark 4.1. Equation (4.4) provides a method for calculating null vectors of 
(dg)xo by considering curves in the group r. 

Definition 4.2. Let Xo be an equilibrium of (4.1), where g commutes with the 
action of r. The steady state Xo is linearly orbitally stable if the eigenvalues of 
(dg)xo other than those arising from Txorxo have positive real part. 
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In other words, Xo is linearly orbitally stable if those eigenvalues of (dg)xo' 
not forced by the group action to be zero, have positive real part. 

The basic result is as follows: 

Theorem 4.3. Linear orbital stability implies orbital (asymptotic) stability. 

SKETCH OF PROOF. We can motivate this by considering the linearized equation 

dx 
-d + (dg)x x = o. t 0 

(4.5) 

If (4.1) is linearly orbitally stable then ker(dg)xo = Txorxo and the remaining 
nonzero eigenvalues of (dg)xo all have positive real part. Let W be the vector 
subspace generated by the generalized eigenspaces of these remaining eigen­
values, so that W is a complement to Txorxo. Then it is easy to check that 
trajectories of the linear equation (4.5) lie in planes parallel to Wand approach 
Txorxo exponentially. We may now relate this linearized flow to the original 
nonlinear flow by methods similar to those used in showing that linearized 
stability implies asymptotic stability; see Aulbach [1984], p. 2. The result is a 
proof that trajectories of (4.1) tend exponentially to some point on the orbit 
rxo, if X o is linearly orbitally stable. D 

(b) Isotropy Restrictions on dg 

As we have seen in (3.4), dg satisfies the commutativity constraint 

(4.6) 

Let 1: c r be the isotropy subgroup of x. Then for every (J E 1: (4.6) takes the 
form 

(4.7) 

that is, (dg)x commutes with the isotropy subgroup 1: of x. 
The commutativity relation (4.7) restricts the form of (dg)x as follows. Given 

1: we can decompose V into isotypic components 

V = WI EB ... EB w,. 

as in Theorem XII, 2.5(b). By Theorem XII, 3.5, 

(dg)Altj) c ltj. (4.8) 

We can always take WI = Fix{L) since Fix{L) is the sum of all subspaces of 
Von which L acts trivially. 

In summary, the group r affects the form of {dg)x in two ways. 
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(a) r/~ forces null vectors of (dg)x as in (4.2). That is, dim ker(dg)x ;:::: dim r;~. 
(b) (dg)x has invariant subspaces as in (4.8). 

The restriction of (dg)x to Wf is often subject to extra conditions. For example, 
suppose that ~ acts absolutely irreducibly on Wf. Then (dg)xl Wf is a scalar 
multiple of the identity. Even when the action of r on Wf is not absolutely 
irreducible, the form of (dg)xl Wf may be constrained by the symmetry, but we 
shall not pursue this matter here. 

We now consider two examples: Dn and 0(2) in their standard representa­
tions on C. In each case, we let x E C be real and recall that the isotropy 
subgroup of x is the group Z2 generated by the reflection K: Z HZ. In real 
coordinates the matrix of K is 

L = [~ _ ~l 
Thus WI = IR and W2 = ilR. The action of L on WI is the identity, and on W2 

minus the identity. These representations are distinct and absolutely irreducible. 
Therefore, 

(d9)x=[~ ~J (4.9) 

for a, b E IR; that is, (dg)x is diagonal. 
In the case r = D n , the form (4.9) is all that we can say. But when r = 0(2) 

a null vector is forced on (dg)x by the construction in (4.4). We perform this 
calculation in real coordinates: 

d [cost 
dt sin t 

- sin tJ I [ 1 J [0 -1 J [ 1 J [OJ 
cos t (=0 ° = 1 ° ° = 1 

is a null vector for (dg)x' Thus 

(dg)x = [~ ~l 
Remark. We emphasize that we have arrived at this form for (dg)x without 
ever having to compute a derivative of g. In general, the isotropy subgroup 
will not reduce the form of (dg)x so substantially, but every little bit helps. 

(c) Unstable Solutions in the Equivariant Branching Lemma 

In this subsection we prove that generically, for certain group actions, the 
solutions obtained from the equivariant branching lemma are all unstable. 
We prove this theorem using the hypotheses of Theorem 3.3; we indicate in 
the text where weaker hypotheses are appropriate. The hypotheses we assume 
are: 
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(a) r acts absolutely irreducibly on V, 
(b) g: V x [R -> V is r-equivariant with (dg)o.A. = c(A)/, 
(c) c(O) = 0 and c'(O) < 0, 
(d) L is an isotropy subgroup with dim Fix(L) = 1, (4.10) 
(e) Some term in the Taylor expansion of gl Fix(L) x {O} is nonzero, 
(f) (dq)xo has eigenvalues off the imaginary axis, where q is the quadratic part 

of g and Xo E Fix(L). 

Remarks. 
(a) We assume that c'(O) < 0 so that the trivial solution x = 0 is asymptotically 
stable for A < 0 and unstable for A > O. Similar results, however, hold when 
C'(O) > O. 
(b) The action of r often forces all quadratic terms (in x) of g to be zero. This 
happens, for example, when - 1 E r. Then symmetry requires that g be an odd 
function. In such circumstances q(x) == 0 and (f) is never valid. However, when 
(f) holds for one q, it holds generically. 
(c) All quadratic equivariants may be zero even if -I ¢ r. For example, 
consider the standard action of D5 on [R2. 

Theorem 4.4. Assume hypotheses (4.l0(a)-(f). Then the unique branch of solu­
tions to g(x, A) = 0 in Fix(L) whose existence is guaranteed by the equivariant 
branching lemma consists of unstable solutions. 

Remark. Suppose dim Fix(L) = 1. Then in suitable circumstances thebifurca­
tion problem gIFix(L) x [R = 0 must be a pitchfork. This happens when 
N(L) # L; see Exercise 4.1. If in particular (4.10(f) holds, then the nontrivial 
branch of this pitchfork is unstable, even if it is supercritical. An example of 
this phenomenon may be found in Case Study 4. 

Let 0 # Vo E Fix(L). In the proof of the equivariant branching lemma we 
saw that the nontrivial branch of solutions to gl Fix(L) x [R = 0 has the form 
(tvo, A(t)) where A(O) = O. We call this nontrivial solution branch transcritical 
if 1\'(0) # 0 and degenerate if 1\'(0) = O. The proof of Theorem 4.4 divides into 
two parts, depending on whether the nontrivial branch is transcritical or 
degenerate. Hypothesis (4.10(f) is required only in the degenerate case. 

We show below that 

(4.11) 

Identity (4.11) provides a method to determine whether a given branch is 
transcritical. It also shows that transcriticality implies (4.IO(e), (f). 

The first part of Theorem 4.4 is as follows: 

Theorem 4.5. Assume (4.IO(a)-(d» and suppose that the unique branch of 
solutions to g lFix(L) x [R = 0, whose existence is guaranteed by the equivari-



§4. Orbital Asymptotic Stability 91 

ant branching lemma, is transcritical. Then this branch consists of unstable 
solutions. 

Remark. It is perhaps surprising that transcritical solutions are unstable in 
symmetric systems. Indeed for bifurcation problems in one state variable, the 
supercritical part (see following discussion) of a transcritical branch is stable; 
consider x 2 - h = O. The fundamental difference between the two situations 
is stated in the next lemma. 

Lemma 4.6. Let f be a Lie group acting on V. Let q: V --+ V be a f-equivariant 
homogeneous quadratic polynomial. Then 

L(x) = tr(dq)x 

is a f -invariant linear function. 
Moreover, if Fix(r) = {O} then tr(dq) = O. 

PROOF. Differentiate the equivariance condition as usual to obtain (dq)yx}1 = 

y(dq)x' and rewrite this as 

Take traces to obtain 

L(yx) = L(x). 

The entries of dq are linear in x since q is quadratic. If Fix(f) = {O} then by 
Proposition 2.2 every linear invariant function is zero, so L == O. D 

There is another common classification of bifurcating branches. The branch 
(tvo, A(t» is suhcritical if for all nonzero t near 0, 

tA'(t) < O. ( 4.12) 

It is supercritical if tA'(t) > 0. This definition makes sense for the two parts of 
the branch t > ° and t < 0. Of course, when the branch is transcritical, it has 
one subcritical part and one supercritical part. It is convenient to prove 
Theorem 4.4 for these parts separately. 

The instability of subcritical branches is well known; see Crandall and 
Rabinowicz [1973]. It is included here for completeness. We prove the 
following: 

Proposition 4.7. Assume (4.10(a)-(e» and suppose that the branch (tvo, A(t», 
t > 0, is subcritical. Then this branch consists of unstable solutions. 

Remark. The same result holds when the branch (tvo, A(t», t < ° is subcritical. 

PROOF. Since some derivative of gIFix(L) x {O} is nonzero, by (4.10(e», the 
sign of A'(t) is uniquely defined for small t > O. The solution branch is 
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subcritical precisely when A'(t) < 0. We claim that Vo is an eigenvector for 
(dg)rvo,A(t). To prove this, recall from (4.8) and the ensuing discussion that 
(dg)rvo,A(t)(Fix(I:» c Fix(I:). Since dim Fix(I:) = 1 by (4.10(d» and Vo E Fix(I:) 
we see that Vo is an eigenvector for (dg)rvo,A(t). 

Next, we claim that the sign of the corresponding eigenvalue is that of tA' (t), 
which by assumption is negative. The theorem follows since, by our conven­
tion, negative eigenvalues imply instability. 

To establish the claim, recall how the branch (tvo, A(t)) is constructed in the 
proof of Theorem 3.5. Since g maps Fix(I:) x IR to Fix(I:), we have 

g(tvo,..1.) = h(t, ..1.)vo. 

Since g has a trivial solution, 

h(t,..1.) = tk(t, ..1.). 

Finally (4.10(c» implies that k(O, 0) = 0, k;JO, O) < 0. The unique branch of 
solutions is found by applying the implicit function theorem to the equation 
k = 0. So 

k(t, A(t» = 0. 

We compute (dg)x,;vo by evaluating 

d 
dsg(x + svo,..1.)ls=o, 

Set x = tvo; then 

d 
(dg)tvO,AVO = ds g«s + t)vo,..1.)ls=o 

d 
= ds h(s + t, ..1.)ls=ovo 

= ht(t, ..1.)vo· 

(4.13) 

Thus the eigenvalue associated to Vo is ht(t, ,1.). We now compute ht along the 
branch of solutions, that is, where k = ° as in (4.13). This yields 

ht(t, A(t» = tkt(t, A(t». 

Now differentiate (4.13) implicitly with respect to t, obtaining 

kt(t,A(t» + kA(t,A(t»A'(t) == 0. 

Substitute (4.15) in (4.14), to yield 

ht(t, A(t)) = - tA'(t)kA(t, A(t». 

(4.14) 

(4.15) 

(4.16) 

Since kA(O, O) < 0, (4.16) shows that for small t the sign of the eigenvalue 
associated with Vo is given by sgn(tA'(t», as claimed. 0 

VERIFICATION OF (4.11). From (4.15) 

sgn(A' (0» = sgn k A (0,0) . sgn kt(O, 0). 
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Now k).(O,O) = c(O), and by twice differentiating gIFix(I:) x IR we have 
kt(O,O) = htt(O,O) = (d 2g)o,o(vo, vol. Thus (4.11) holds. D 

PROOF OF THEOREM 4.4. In the transcritical case the solution branch in Fix(I:) x 
IR has both a supercritical and a subcritical part. By Proposition 4.7 we need 
consider only the supercritical branch. By (4.12), along the supercritical part 
of the transcritical branch we have 

tN(t) > O. 

We define 

T(t) = tr(dg)tvo,A(t). 

We claim that in the transcritical case 

T(t) = nc'(O)N(O)t + 0(t2 ). 

It follows from (4.17) and (4.10c) that for small t 

T(t) < O. 

(4.17) 

(4.18) 

Hence for small t at least one eigenvalue of (dg)tvo,A(t) has negative real part, 
and these solutions are unstable as well. 

We now prove (4.18). The assumptions on g, namely (4.10(b), (c), (f)), imply 
that the Taylor expansion of g has the form 

g(x,),,) = c(),,)x + q(x,),,) + 0(x3 ). (4.19) 

Hence 

tr(dg)x,). = nc().) + tr(dq)x,). + 0(x2 ) 

where n = dim V. Lemma 4.6 implies that for each )", tr(dq)x,). = O. Thus 

T(t) = tr(dg)tvo,A(t) 

= nc(A(t)) + 0(t2 ) 

= nc'(O)N(O)t + 0(t 2 ) 

as claimed. D 

We complete the proof of Theorem 4.3 by proving the following: 

Proposition 4.8. Assume (4.10(a)-(f)) and suppose that the branch (tvo,A(t)) is 
degenerate; i.e., N(O) = O. Then the branch consists of unstable solutions. 

PROOF. Here we compute the matrix (dg)tvo,A(t) up to order 2, rather than just 
its trace. We show that 

(4.20) 

From (4.19) 

(4.21) 
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Now c(A(t» = 0(t 2 ) since c(O) = 0 and A(O) = N(O) = O. Also 

(dq)tvo,A(t) = t(dq)vo,A(t) 

since (dq)x,;. is linear in x and 

(4.22) 

(dq)VO,A(t) = (dq)vo,Q + O(t) (4.23) 

since A(O) = O. Of course, (4.21)-(4.23) together yield (4.20). 
By (4.1 Of), (dq)vo,Q has one eigenvalue off the imaginary axis. By Lemma 4.6 

the trace of this matrix is zero; hence (dq)vo,Q has at least one eigenvalue with 
positive real part and one eigenvalue with negative real part. Now write (4.20) 
as 

(4.24) 

for some matrix K(t). Since the eigenvalues of a matrix depend continuously 
on parameters, it follows that for small t at least one eigenvalue of 

has positive real part, and at least one has negative real part. Finally, from 
(4.24) we see that for small t the matrix (dg)tvo,A(t) has at least one eigenvalue 
with negative real part, whatever the sign of t. Thus the solutions are unstable 
in this case too. D 

Remark. We repeat that the assumptions on g in (4.10) are generic for any 
absolutely irreducible group action that admits a nonzero equivariant homo­
geneous quadratic. 

EXERCISES 

4.1. Let L c r be an isotropy subgroup and let g be r-equivariant. Assume 
dim Fix(L) = 1 and N(L) '1= L. Show that g: Fix(L) -+ Fix(L) is an odd function. 

4.2. This continues Exercise 3.1 and is based on Melbourne [1987a]. 
(a) Using the results and notation of Exercises XII, 4.7; XII, 5.5; XIII, 1.2; and 

XIII, 2.3 show that the general bifurcation problem on [R3 with the symmetries 
i()I EB Z~ of the cube has the form g(x, y, Z, A) = P Xl + QX2 + RX 3 where P, 
Q, R are functions of u, v, w, A. 

(b) Show that if the nondegeneracy conditions 

Q(O) '1= 0, Pu(O) '1= -1, -t, -t 
are satisfied, then the branches of solutions corresponding to the three maximal 
isotropy subgroups satisfy the following equations: 

A = - (Pu(O) + Q(0»x2 j p;.(O) + .. . 

.1.= -(2Pu(0) + Q(0»x2jP;.(0) + .. . 

.1.= -(3Pu(O) + Q(O))X2jP;.(0) + ... . 
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(c) Find the directions of branching and stability conditions for these solutions. 
Show that in the nondegenerate case the Z~ E9 Z~ branch is always unstable, 
that for a branch to be stable all three must be supercriticial, and that in this 
case either the D4 branch or the 83 branch (but not both) is stable. 

§5. Bifurcation Diagrams and Dn Symmetry 

Let g: V x IR --+ V be a bifurcation problem with symmetry group r. In this 
section we describe what we mean by the bifurcation diagram associated with 
g and illustrate the notion by discussing the generic bifurcation problems with 
On-symmetry. Bifurcation diagrams are important vehicles for summarizing 
analytic information efficiently. To accomplish this task some information 
must be suppressed. Our purpose here is to specify precisely what is to be 
suppressed and what included. 

(a) General Description of Bifurcation Diagrams 

The simplest view of a bifurcation diagram is the zero set of g, 

{(x,A) E V x IR: g(x,A) = OJ. 
We have two reasons for not wishing to picture this set. 

(a) If dim V > 2, we would be trying to draw a figure in a space of at least 
four dimensions, where visualization is at best tricky. 

(b) If g is r-equivariant then the set {g = O} contains redundant information 
since g must vanish on entire orbits of the action. 

Because of these observations, we prefer to draw schematic bifurcation 
diagrams where each point represents an orbit of solutions to g = O. These 
schematics will always be drawn in the plane according to the following 
conventions: 

(a) The horizontal axis is the A-axis, and the vertical axis is, loosely speaking, 
the norm of the (orbit of) solution(s). 

(b) Each solution branch is labeled with its (conjugacy class of) isotropy 
subgroup. 

(c) Bifurcation points and limit points are indicated by bold dots. 
(d) The asymptotic orbital stability of solutions, determined by eigenvalues 

of the Jacobian, is marked. Orbitally stable branches are indicated by 
heavy lines. 

(e) Predictions of transitions under quasi static variation of )" are provided. 

We now discuss a hypothetical bifurcation diagram illustrating these five 
points. For the sake of argument assume that r is a four-dimensional group 
acting on a six-dimensional space V. Suppose that the bifurcation problem g 
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4+ ~ __ ---- ... 2 

--.,;;--..;;;..,,~--=---r -A 

Figure 5.1. Fictitious bifurcation diagram with symmetry. 

has branches bf nontrivial solutions corresponding to isotropy subgroups L j 

(j = 1, 2, 3) where dim L j = j. Consider the fictitious bifurcation diagram in 
Figure 5.1. Each point on branch Ljcorresponds to a group orbit of dimension 
dim r - dim L j = 4 - j. For example, a point on the L2 branch actually 
corresponds to a two-dimensional manifold of solutions, and where the 
branches corresponding to L2 and Ll intersect we actually have a 3-manifold 
of solutions in 1R6 merging into a 2-manifold. Obviously such intersections 
can be very complicated, but fortunately, for most aspects of bifurcation 
theory, the detailed geometric picture of how such transitions take place is 
not particularly relevant. 

Because our schematic bifurcation diagrams are "projections" into IR z, 
branches of solutions may appear to intersect, even though they do not 
actually intersect in V x IR. We "solve" this problem by placing bold dots at 
genuine intersection points. Thus Figure 5.1 illustrates a situation where 
branch Ll does intersect branches L2 and L3' but branches L Z and L3 intersect 
only at the origin. 

We now turn to the question of orbital stability. Recall that equivariance 
under r forces several eigenvalues of dg at g = 0 to zero. The number of these 
zero eigenvalues is equal to the dimension of the orbit of solutions. When 
making stability assignments we employ two conventions. First, we indicate 
eigenvalues of dg with positive real part by "+" and those with negative real 
part by "-". Thus, along the L z branch, the annotation 3 + 1 - indicates 
solutions where dg has three eigenvalues with positive real part and one with 
negative real part. Second, eigenvalues forced to zero by the group action are 
not included. Along each branch the total number of eigenvalues must equal 
dim V, which is 6 in this case. Indeed along branch LZ the number of eigen­
values forced by the group action to be zero is 2, so that 2 + 4 = 6 gives the 
correct number of eigenvalues altogether. Note that at limit points the stabili­
ties of solutions change. For this reason limit points are also indicated by bold 
dots. 

To end the discussion of stabilities, note that we are seeking equilibrium 
solutions to a system of ODEs written in the form 

dx - + g(X,A) = o. 
dt 

Using this form, eigenvalues with positive real part indicate (linearized) sta-
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bility, whereas those with negative real part indicate instability. Thus a solu­
tion is orbitally stable when no "-" signs appear in the stability assignments. 
Orbitally stable solutions are shown by heavy lines. Note that there are 
orbitally stable solutions on part of the branches L 1 , L 2 , L 3 , and r (with 3, 
4, 5, and 6 positive eigenvalues, respectively). 

The most important information preserved in these schematic diagrams is 
the answers to the following two questions: 

(a) For each A, how many orbits of solutions are there to the equation g = 0, 
and which are stable? 

(b) For which values of A do transitions in the number of solutions, or their 
stability, occur? 

The answers to these questions are preserved by projection onto the A-axis, 
allowing us to keep track of smooth bifurcations, jump transitions (when 
solutions cease to exist or change stability as A varies), and hysteretic 
phenomena. 

We end this section by discussing the simplest bifurcation diagrams for 
problems with Dn symmetry. Not all features of the diagram in Figure 5.1 
appear, but all of these features will be important in later sections. For 
example, see Case Study 4. 

(b) Bifurcation Diagrams for Dn Symmetry 

We begin by describing the isotropy subgroups of Dn in its standard action 
on IC == 1R2, generated by 

(a) KZ = Z 

(b) (z = e 27ri/nz. 
(5.1) 

By computing the isotropy subgroups and applying the equivariant branching 
lemma we will be able to determine the expected number of solution branches. 
The actual bifurcation diagrams are given at the end of this section in Figures 
5.3, and 5.4. In this way it should become apparent just how much information 
is contained in one of these pictures. 

The lattice of isotropy subgroups, Figure 5.2, depends on whether n is odd 
or even. We compute the isotropy subgroups by choosing representative 
points on the group orbits. Recall (Lemma 1.1) that points on the same orbit 
have conjugate isotropy subgroups. Moreover, any two points on the same 
line through (but not including) the origin have the same isotropy subgroup. 
Thus it sufficies to compute Lz for points z = e iO on the unit circle. 

We claim that Z is on the same orbit as a point ei8 with 

o ~ e ~ nln. (5.2) 

It is easy to arrange for 0 S e s 2nln by sending z to «(I)Z = e(8+(Z7rI/n))i for 
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neven 

Figure 5.2. Lattice of isotropy subgroups of Dn (n ~ 3). 

some appropriately chosen I. Now if n/n < () :::; 2n/n, we have 

(5.3) 

and 0 < 2n/n - () :::; n/n, as promised. 
Next observe that if n is odd, we can assume that 

0:::; () < nln. (5.4) 

To see this, let n = 2m + 1. Then (,m)e i1r /n = e i1r = -1, and this has the same 
isotropy subgroup as z = 1, i.e., () = O. 

We now leave it to the reader to check that the isotropy subgroup of z = ei9 

is ~ if 0 < 0 < n/n; Z2(K) if 0 = 0; and Z2('K) if n is even and () = nln (see (5.3)). 
We emphasize that for n even the two Z2 isotropy subgroups, Z2(K) and 
Z2('K), are not conjugate in 0". This is clear on geometrical grounds, since 
vertices and midpoints of edges lie on different lines through the origin. 
Alternatively, a simple calculation shows that the conjugates of K are the 
elements CK where s is even. For even n, these do not include 'K. 

Since the fixed-point subspaces of both Z2(K) and Z2('K) are clearly one­
dimensional, the equivariant branching lemma implies that generically there 
are unique branches of solutions to bifurcation problems with On symmetry, 
corresponding to these isotropy subgroups. In general a given "branch" of 
solutions, defined say for all x E IR, may correspond to either one orbit, or two 
distinct orbits, of solutions, depending on whether or not x and - x lie in the 
same orbit of r. See Exercise 4.1. In particular for On with n odd there is one 
branch, and when n is even there are two. We show later that when n is odd 
the one branch splits into two orbits of solutions, whereas when n is even each 
branch corresponds to a unique orbit. 

We can determine more complete information about these branches by 
analyzing the general form of On-equivariant mappings. Recall from Chapter 
XII, §5, that if g: C x IR --> C commutes with On, then 

g(z, A) = p(u, v, A)Z + q(u, v, A}Zn-l, (5.5) 

where u = zz and v = Z" + z". In order for 9 to be a bifurcation problem, the 
linear terms in (5.5) must vanish. Hence 

p(O, 0, 0) = 0. (5.6) 
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Table 5.1. Solution of g = ° for Dn-Equivariant g, n 2 3 

Isotropy Subgroup Fixed-Point Subspace 

{OJ 
IR 

Equations 

z=O 
p(x2,2x",Je) + X"-2q(x2,2x",},) = 0 
x i= 0 [nodd], x> 0 [Ileven] 

99 

p(X2, - 2x", J.) - X"-2q(X 2, - 2x", A) = 0 
x>O 
p=q=O 
Im(z") i= 0 

In addition, the genericity hypothesis of the equivariant branching lemma 
requires 

p ;.(0,0,0) i= 0. (5.7) 

We now prove that a second nondegeneracy hypothesis, namely 

q(O, 0, 0) i= 0, (5.8) 

implies that generically the only (local) solution branches to g = ° are those 
obtained using the equivariant branching lemma. 

Observe that z and Z,,-1 are collinear only when Im(z") = 0. Thus when 
Im(z") i= 0, solving g = ° is equivalent to solving 

p = q = 0. (5.9) 

Thus, under the genericity hypothesis (5.8), it is not possible to find solutions 
to (5.9) near the origin. Now Im(z") i= ° precisely when the isotropy subgroup 
of z is ~. Thus the only solutions to g = ° are those corresponding to the 
maximal isotropy subgroups. The full solution to g = ° is given in Table 5.1. 

When n is even, ("/2 = -1, so that the points z and -z are on the same 
orbit. Thus when n is even we may assume x > ° (not just x i= 0) in Table 5.1. 

In the remainder of this section we discuss the direction of branching and 
the asymptotic stability of the solutions we have found. In this discussion we 
restrict attention to n 2 5 since n = 3 and n = 4 are exceptional. See Chapter 
XV, §4, for a discussion of the case n = 3 and Chapter XVII, §6, for n = 4. 

We first explain why n = 3 and 4 are special. When n = 3 there is a non­
trivial D 3-equivariant quadratic Z2. Then Theorem 4.4 implies that generically 
the branch of Z2(K) solutions is unstable. Therefore, in order to find asymp­
totically stable solutions to a D 3-equivariant bifurcation problem by a local 
analysis, we must consider the degeneracy q(O, 0, 0) = ° and apply unfolding 
theory. We return to this point in the discussion of the traction problem in 
Case Study 5 and the spherical Benard problem in Chapter XV, §5. 

In the case n = 4 the term =-,,-1 is cubic, and q(O, 0, 0) enters nontrivially into 
the branching equations. See Table 5.1, Exercise 5.1, and Chapter XVII, §6. 

We now restrict attention to n 2 5. Observe from Table 5.1 that the lowest 
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Table 5.2. Data on Solutions of Generic D.-Equivariant 
Bifurcation Problems, n :2: 5 

Isotropy Branching Equation 

z=O 
.Ie = Pu(O,O,O) x2 + ... 

P;.(O, 0, 0) 
x> 0 [n even] 
x =1= 0 [n odd] 

A. = Pu(O,O,O) x2 + ... 
P;.(O, 0, 0) 

x>O 

Signs of Eigenvalues 

p).(O, 0, O)A (twice) 

Pu(O, 0, 0) 

-q(O,O,O) [neven] 
- q(O, 0, O)x [n odd] 

Pu(O, 0, 0) 

q(O, 0, 0) 

order terms in the equation for both Z2 solutions are 

Pu(O, 0, 0)x2 + P )JO, 0, 0)..1, + .... (5.10) 

Thus the Z2 branches are supercritical when Pu(O, 0, O)PA(O, 0, 0) < ° and sub­
critical when Pu(O, 0, O)p ,,(0,0,0) > 0. Generically we may assume that 

Pu(O, 0, 0) =1= ° (5.11) 

so that the direction of branching is determined. 
We now discuss stabilities. Both K and (K are reflections, having 1 and -1 

as distinct eigenvalues. Therefore, from the restrictions imposed by isotropy 
(see (4.8» dg leaves the corresponding one-dimensional eigenspaces invariant. 
Hence the eigenvalues of dg must be real. 

A straightforward calculation shows that if we think of 9 as a function of 
real coordinates z, Z, then 

(dg)(w) = gzw + gzw. (5.12) 

(The method for computing dg in (5.12) is typically the most efficient when 9 
is defined using complex variables.) Compute (5.12) to obtain: 

(a) gz = P + Puzz + npvz' + (quz + nqvz·-1 )Z·-l 
(5.l3) 

(b) gz = PuZ2 + npvzz·-1 + (n - 1)qz·-2 + (quz + nqvz·-1 )Z·-l. 

We list the branching and eigenvalue information in Table 5.2 and now verify 
those data. Along the trivial solution z = ° we have 

(dg)o.;.(w) = p(O,O,A)w = (P;.(O, 0, 0)..1, + ·")w. 

Thus dg is a multiple of the identity, having a repeated eigenvalue whose sign 
is sgn(p;. (0,0,0)..1,) since P;. (0,0,0) is assumed nonzero. 

Next we consider the Z2(K) solutions. The fixed-point subspace is the real 
axis (w = w) and the -1 eigenspace is the imaginary subspace (w = - w). Since 
these subspaces are invariant under dg we can find the eigenvalues directly 
from (5.12). They are 



§5. Bifurcation Diagrams and Dn Symmetry 101 

(5.14) 

Using (5.13) and (5.14) we compute these eigenvalues to lowest order. They are 

(a) gz + gz = 2pu(0, 0, 0)x 2 + . " 
(b) gz - gz = -(n - l)q(O, 0, 0)xn- 2 + "', 

(5.15) 

assuming that n 2 5.H follows that the signs ofthe eigenvalues are determined 
by Pu(O, 0, 0) and - q(O, 0, O)x, as recorded in Table 5.2. 

Finally we consider the Z2«(K) solutions which appear as a distinct orbit of 
solutions only when n is even. The eigenspaces of (K corresponding to the 
eigenvalues rand -1 are, respectively, lR{eilt/n } and lR{ieilt /n}. Using (5.13), 
the eigenvalues of (dg)z where z = xe ilt/n are 

(a) gzlz=xein/n = P + x 2pu - npvxn - quxn + nqv x2n- 2 

(b) gzlz=xeintn = [PuX2 - npvxn - (n - 1)qxn- 2 - qu xn + nqvx2n-2]e27ti/n. 
(5.16) 

Using (5.12) we compute 

(a) (dg)Ae ilt /n ) 

(b) (dg)z(ie ilt/n) = [p + (n - l)qxn-2]ie i1tln. (5.17) 

Since p = x n - 2q along the Z2«(K) solution branch (Table 5.1) and n 2 5, the 
eigenvalues of (dg)z are 

(a) 2pu(0, 0, 0)x2 + ... 
(b) nq(O, 0, 0)x n - 2 + .. " 

giving the last entry in Table 5.2. 
Thus we have shown that for n 2 5, if we assume 

P;.(O) #- 0, Pu(O) #- 0, and q(O) #- ° 

(5.18) 

(5.19) 

then the bifurcation diagram of g = ° is determined. For each n there are eight 
possible diagrams, depending on the signs of the terms in (5.19). To reduce 
the complexity we assume that the trivial solution z = ° is stable subcritically, 
that is, that p).(O) < 0. The remaining possibilities for the bifurcation diagrams 
are drawn in Figures 5.3 [nodd] and 5.4 [neven]. These diagrams are con­
structed from the data in Table 5.2, along with a final observation. When n is 
even, (n/2 E Dn acts as -Ion C. Hence solutions z and - z to g = ° lie on the 
same orbit of solutions. This fact accounts for the restriction x > ° when n is 
even. 

Remarks 5.1. 
(a) There is a remarkable parallel between the generic bifurcation diagrams 
with On symmetry when n is odd and when n is even (as long as n 2 5), despite 
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On 
Pu>O, q<O 

Figure 5.3. Bifurcation diagrams for Dn symmetry when P;.(O) < 0, n odd, n 2: 5. 

7l2(1C)~--
7l2(lCp) +-

On---+~+--~------­
Pu <0, q>O 

7l2(1C)~-
7l2(ICP) --

++ --
On 

Pu<O, q<O 

e:-+- ~(IC) e:++ ~(IC) 
++ 7l2("P) +- 7l2("p) 

++ -- On ---++ ......... ----
Pu > O,q>O Pu >0, q<O 

Figure 5.4. Bifurcation diagrams for Dn symmetry when P;.(O) < 0, n even, n 2: 6. 

Figure 5.5. Geometric differences in solutions to a PDE with Dn symmetry. 

the differences in the calculation. In particular, the diagrams for n even may 
be obtained from those for n odd by replacing Z2(K) (x > 0) by Z2(K), and 
Z2(K) (x < 0) by Z2«(K). In spite of this apparent similarity, there is a subtle 
difference which is captured by the isotropy subgroups. Imagine a solution to 
a Dn-equivariant PDE posed on the interior of a regular n-gon in 1R2. Suppose 
that there is a On-invariant steady state which bifurcates to a solution which 
breaks the On symmetry. As we have shown, generically we expect exactly two 
different orbits of solutions to bifurcate, and both should be super- or sub-
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critical together. However, when n is odd we expect both orbits of solutions 
to be invariant under a reflection in a line joining a vertex of the n-gon to the 
midpoint of the opposite edge; see Figure 5.5. On the other hand, when n is 
even, we expect one orbit of solutions to be invariant under reflection in a line 
joining opposite vertices, and another to be invariant under reflection in a line 
joining opposite midpoints of edges. See Figure 5.5. 

EXERCISE 

5.1. Compute the branching equations for generic D4 bifurcation. 

§6.t Subgroups of SO(3) 

We now embark upon an extended example, applying techniques developed 
previously to the orthogonal group 0(3) and the special orthogonal group 
80(3). Recall that 80(3) is the group of all orthogonal 3 x 3 matrices over 
IR of determinant 1. In this section we discuss the closed subgroups of 80(3). 
We classify them, describe specific realizations, show that the finite ones 
have disjoint union decompositions, and list containment relations between 
them. In §7 we discuss the irreducible representations of 80(3). In §8 we 
find (for all irreducible representations) the dimensions of the fixed-point 
subspaces of closed subgroups of 80(3), and list the isotropy subgroups 
of 80(3) with one-dimensional fixed-point subspaces. These results may be 
found in Michel [1980], although we follow the presentation by Ihrig and 
Golubitsky [1984]. In §9 we extend the results to 0(3). We do not prove 
everything in detail. In particular, results from Lie theory that would require 
substantial development-and yet are well known-are just stated along 
with appropriate references. 

(a) Classification 

We now describe the closed subgroups of 80(3). Geometrically, 80(3) is the 
group of orientation-preserving rigid motions of 1R3 that fix the origin. Its 
closed subgroups have nice geometric interpretations in terms of symmetries 
of subsets of 1R3. Choose a plane P in 1R3 and an axis A orthogonal to P. The 
subgroup of transformations leaving P invariant consists of rotations about 
A together with reflections through lines in P (combined with reversals in the 
sense of A to yield elements of80(3); see the following discussion). This group 
is isomorphic to 0(2). If we require the sense of A to be preserved this is 
reduced to the special orthogonal group in two dimensions, or the circle group, 
80(2). 

The symmetries of a regular n-gon lying in P yield a subgroup of 0(2) 
isomorphic to the dihedral group Dn. This consists of rotations through 2kn/n 
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Figure 6.1. The regular polyhedra in 1R3, which give rise to exceptional subgroups of 
80(3). 

about A (k = 0, 1, .... , n - 1) plus flips about symmetry axes of the n-gon 
(again combined with reversals of the sense of A). Preserving the sense of A 
restricts this to the cyclic group Zn' the rotations in On. (We allow n = 2 in 
this description.) We call 0(2), 80(2), On, and Zn the planar subgroups of 
80(3). 

In addition there are the "rotational" symmetry groups If, 0, U of the regular 
tetrahedron, octahedron (or cube), and icosahedron (or dodecahedron); see 
Figure 6.1. By "rotational" we mean that reflections (in planes in [R3) are 
excluded, since these do not lie in 80(3). We call these the exceptional groups 
and refer to them individually as the tetrahedral, octahedral, and icosahedral 
groups. (For purposes of visualization it is often convenient to replace the 
octahedron by the cube and the icosahedron by the dodecahedron-which 
does not change the group of symmetries-but the names octahedral and 
icosahedral are traditional.) Note that 0(2) and 80(2) are infinite groups (of 
dimension 1), whereas On' Zn' If, 0, and U are finite, of orders 2n, n, 12,24,60, 
respectively. 

It is clear on geometric grounds that for the planar subgroups a different 
choice of the plane P and the sense of the axis A just yields a conjugate 
subgroup. Similarly, a different orientation ofthe relevant regular polyhedron 
yields a conjugate exceptional subgroup. These considerations motivate the 
following: 

Theorem 6.1. Every closed subgroup 0180(3) is conjugate to one 0180(3), 0(2), 
80(2), On (n ~ 2), Zn (n ~ 2), If, 0, U, and~. 

The main idea, which is classical, is to show that any closed subgroup acts 
as symmetries of a suitable geometric figure and then to classify these figures 
by exploiting certain arithmetic constraints given by counting arguments. A 
proof is given in Dubrovin, Fomenko, and Novikov [1984], p. 189. See also 
Exercises 6.1-6.4. 

(b) Realizations 

We now provide specific realizations of the planar subgroups of 80(3), in a 
form suitable for computations. Let (x, y, z) be coordinates in [R3. The planar 
subgroups all leave a plane invariant, and after a suitable conjugacy we may 
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assume this to be the (x, y)-plane. Then 80(2) is the group of rotations in this 
plane, leaving the z-axis fixed. Zn is the unique cyclic subgroup of order n 
contained in 80(2). 

As a group, 0(2) is obtained from 80(2) by adjoining an element of order 
2. It is tempting to adjoint the reflection (x, y) f-+ ( - x, y) in the (x, y)-plane by 
letting this reflection also fix the z-axis. However, (x, y, z) f-+ ( - x, y, z) has 
determinant -1 so does not lie in 80(3). We can avoid this problem by 
extending the reflection so that it sends z to - z. Thus 0(2) is realized as a 
subgroup of 80(3) as follows. Let y E 0(2) be written as a 2 x 2 matrix, and 
define 

y' (x, y, z) = (y. (x, y), det(y)z). 

Finally, the dihedral groups Dn occur uniquely as subgroups of 0(2). 
Coordinate forms of the exceptional subgroups may be found in Coxeter 

[1963]. We do not require them here. 

(c) Disjoint Union Decompositions 

The dihedral groups D" and the exceptional subgroups all have disjoint union 
decompositions (Definition 2.4) into cyclic subgroups. These decompositions 
are most useful when determining the dimensions of fixed-point subspaces. 
They are rooted in the geometry of regular polyhedra. 

Lemma 6.2. 
(a) Dn = 0" Z2 ° Z". 
(b) I(j) = 03 Z4 04 Z3 06 Z2' 
(c) 1[' = 04 Z3 03 Z2' 
(d) 0 = 06Zs010Z301SZ2' 
Here Ok Z, denotes a disjoint union of k copies of subgroups all conjugate (in 
80(3» to Z,. 

PROOF. 

(a) The dihedral group has 2n elements. Of these, n lie in the cyclic subgroup 
Zn. Each of the remaining n elements acts as a reflection of the (x, y)-plane and 
generates a subgroup conjugate (in 80(3» to Z2' 
(b) The first step for the exceptional groups is to observe that every rotation 
in SO(3) has an axis of symmetry. Each axis intersects the invariant regular 
polyhedron in either the midpoint of a face, the midpoint of an edge, or a 
vertex. Think of the octahedral group I(j) as the symmetries of a cube. The 
rotational symmetries whose axes meet a face form a subgroup conjugate to 
Z4' Each such axis meets two faces; since the cube has six faces we find three 
copies of Z4 in I(j). The rotational symmetries of the cube whose axes meet the 
center of an edge generate a subgroup conjugate to Z2, and there are six such 
axes. Finally the rotational symmetries whose axes meet a vertex form a 



106 XIII. Symmetry-Breaking in Steady-State Bifurcation 

subgroup conjugate to Z3' and there are four such axes. This yields a total of 

1 + 3· (4 - 1) + 6· (2 - 1) + 4(3 - 1) = 24 

rotations, which equals the order of o. Hence all elements of the octahedral 
group are accounted for. 
(c, d) The proofs for If and 0 are similar and are left to the reader. 0 

(d) Containment Relations 

Finally we discuss containment relations between conjugacy classes of sub­
groups of SO(3). We begin with a definition. 

Definition 6.3. Let HI' H2 be subgroups of a group r. We say that the 
conjugacy class of (subgroups conjugate to) HI contains that of H2 if there 
exists a subgroup of r, conjugate to HI, which contains H 2. Then every 
subgroup conjugate to HI contains some subgroup conjugate to H2. We write 
HI> H 2 or H 2 < HI to denote containment of conjugacy classes in this sense. 

It is easy to determine all containment relations for the planar subgroups 
of SO(3). They are: 

(a) Z. < D. < 0(2) (11 ~ 2). 

(b) Z. < Zm and D. < Dm (if n divides m). 
(6.1) 

(c) Z2 < D. (n ~ 2). 

(d) Z. < 80(2) < 0(2) (n ~ 2). 

Figure 6.2. Containment relations for exceptional subgroups of 80(3). 
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The containment relations for the exceptional subgroups-with one exception 
-are determined directly from (6.1) and Lemma 6.2 and are summarized in 
Figure 6.2. The exception is that lr is contained in I!) and O. The easiest way 
to see this is to embed the regular tetrahedron in a cube or dodecahedron. 
This induces an embedding of the corresponding symmetry groups. 

EXERCISES 

These exercises lead to a proof of Theorem 6.1. 

6.1. Let r be a proper closed subgroup of SO(3). Show that if r is infinite then there 
is a line L that is invariant under every y E r. If r fixes every point on L show 
that r is conjugate to SO(2). If some elements of r act nontrivially show that r 
is conjugate to 0(2). 

6.2. Let r be a finite subgroup of SO(3), of order g. For each Y E r define the poles of 
y to be the two points in which the axis of y meets the unit sphere. Show that r 
permutes (faithfully) the set of poles of the 9 - 1 nonidentity elements of r. 

6.3. If P is a pole define Vp to be the order of the isotropy subgroup ~p of Pin r. Prove 
that ~p is cyclic and that the orbit of P under r has size g/vp . Calculate in two 
different ways the number of pairs (y, P) where 1 ¥- )' E r, P is a pole, and y fixes 
P. Hence show that 

2 - ~ = L (1 -!..) 
9 i Vi 

(6.2) 

where i parametrizes the orbits of r on the set f!lJ of poles. 

6.4. Using (6.2) show that there are either 2 or 3 orbits of r on f!lJ. If there are two 
orbits show that r is conjugate to some Zk' If there are three orbits choose 
notation so that VI ::; V2 ::; V3 • Prove that VI = 2 and v2 = 2 or 3. If V2 = 2 prove 
that r is conjugate to some D k . If V2 = 3 prove that V3 = 3,4, or 5 and hence that 
9 = 12, 24, or 60. Finally prove that in these cases r is conjugate to T, 0, or 0, 
respectively. 

§7. t Representations of SO(3) and 0(3): Spherical 
Harmonics 

It is a classical result that SO(3) has precisely one irreducible representation, 
up to isomorphism, in each odd dimension 21 + 1, and no others. See Wigner 
[1959]. It easily follows that 0(3) has precisely two distinct irreducible repre­
sentations in each odd dimension, and no others. These representations may 
be realized in terms of special functions known as spherical harmonics. They 
may also be treated from a more abstract point of view, and much of the 
modern literature takes this approach. In this section we derive, by "bare 
hands" methods, the basic results on these irreducible representations. We try 
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to steer a middle course between the classical and the modern treatments, to 
show how they are related. 

(a) Classical Spherical Harmonics 

Spherical harmonics often occur as linearized eigenfunctions in problems with 
spherical symmetry. They are normally defined in one specific setting: separa­
tion of variables for Laplace's equation in spherical polar coordinates. We 
sketch the theory here: see Duff and Naylor [1966J for further details. 

Consider Laplace's equation in [R3: 

(7.1) 

where u = u(x, y, z) and subscripts denote partial derivatives. Transform to 
spherical polar coordinates (r, 8, cp), with r ~ 0,0:::; 8 < 2n,0 :::; cp :::; n, where 

x = r cos 8 sin cp 

y = r sin 8 sin cp 

z = rcoscp. 

Then (7.1) becomes 

r 2u" + 2ru, + (cosec2 CP)U99 + u"'''' + (cot cp)u", = O. (7.2) 

Separate the variables by assuming 

u(r, 8, cp) = R(r)0(8)<lJ(cp). 

Then R, 0, <lJ satisfy the ODEs 

(a) r2R" + 2rR' - l(l + 1)R = 0 

(b) 0" + m 2 0 = 0 (7.3) 

(c) (sin2 cp)<lJ" + (sin cp cos cp)<lJ' + (l(l + 1) sin2 cp - m2) = O. 

Here I and m are constants. We seek solutions u(8, cp) that are independent of 
r. By (7.3b) we have 

0(8) = A cos m8 + B sin m8 

and for consistency at 8 = 0, 2n we require mE 7L. We may assume m 2 o. 
Equation (7.3c) is the associated Legendre equation. It has a solution bounded 
on 0:::; cp :::; n only when IE 7L, and the solution is then Pt(cos cp) where Pt is 
the associated Legendre function. We may assume m :::; I, because p1m vanishes 
for m > l. Thus solutions are spanned by the functions 

cos m8Pt(cos cp) 
(7.4) 

sin m8Pt(cos cp) 
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where ° s m s l. Since sin ° = ° there are 21 + 1 such functions for a given I. 
They are known as surface harmonics of degree I. If multiplied by r' they are 
called spherical harmonics of degree I, and they are then polynomials in x, y, 
z of degree I. 

(b) Connection with Representations 

To approach these polynomials from a representation-theoretic viewpoint, let 
W, be the space of all homogeneous polynomials p: 1R3 -+ IR of degree I. Now 
SO(3) acts oh W, by 

yp(x) = p(y-l x). (7.5) 

For I = 0 this yields the trivial representation on IR; for I = 1 the natural 
representation on 1R3. For I ~ 2 it is not irreducible. To see why, let J, be the 
subspace of polynomials in W, that are multiples (by polynomials in W,-z) of 

p == X z + yz + zz. 

That is, J, = pw,-z. Since p is invariant under SO(3), so is J,. Let J'/ be the 
space spanned by the spherical harmonics of degree I, that is, the elements 
PEW, for which 11.p = 0, where 11. is the Laplacian. J'/ is also invariant under 
SO(3). 

Proposition 7.1. 
(a) W, = J, EB J'/, that is, J'/ is an SO(3)-invariant complement to J,. 
(b) dim J'/ = 21 + 1. 

PROOF. Clearly 11.: W, -+ W,-2 is linear, so 

dim ker 11. + dim 1m 11. = dim w,. (7.6) 

Now dimJ, = dim W,-2 ~ dimlm11. since Im11. c W,-2. If we can show that 
ker 11. n J, = {O} then dim J, s dim 1m 11., since J, is contained in a complement 
to ker 11., whose dimension is S dim 1m 11. by (7.6). From (7.6) it follows that 
W, = J, EB ker 11., which is part (a). Part (b) follows at once since dim W, = 

('~z) = W + 1)(1 + 2), and dim J'/ = dim W, - dim J, = dim W, - dim w,-z. 
It remains to prove that J, n ker 11. = {a}. Assume that ° # 9 E J, n ker 11.. 

Write 9 = pkf where k > 1, f # 0, and p does not divide f. Calculate 

where m = I - 2k is the degree of f. Since 11.g = 0 it follows that 

J = - pflJ/2k(2k + 2m + 1) 

whence p divides f, a contradiction. Hence 9 = O. 

(7.7) 

o 
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(c) Cartan Decomposition 

We next describe what in representation theory is called the Cartan decomposi­
tion of V,. Let 

{ [
cose 

SO(2) = Si~ fJ 

be contained in SO(3). We can decompose V, into irreducible subspaces for 
the action of SO(2) as follows. Since ~ = P~-2 EB V, we can think of V, as 
the quotient space ~~/P~-2. Let w = x + iy, where (x,y,z) E 1R3. For k = 0, 
1, ... , 1 define Hk to be the subspace of this quotient space spanned by the 
cosets of 

if k ~ 1. If k = 0 define Ho to be the span of Zl. We claim that 

{
2 (k > 0) 

dim Hk = 1 (7.9) 
(k = 0). 

Clearly this holds for k = o. We must show Sk and tk are linearly independent 
modulo P~-2. So suppose that 

aSk + btk E P~-2 

for a, b, E IR. That is, 

zl-k(a Re(wk ) + b Im(wk» = pf 

where f E W,-2. Then zl-k divides f, so 

a Re(wk ) + b Im(w k ) = ph 

for some polynomial h. But the left-hand side is harmonic by the Cauchy­
Riemann equations, whereas the right-hand side is not (by the proof of 
Proposition 7.1) unless h = O. Therefore Re(wk ) and Im(w k) are linearly de­
pendent; this is absurd since they involve distinct monomials in x, y. 

We now have the following: 

Proposition 7.2. V, = H 0 EB H 1 EB ... EB HI' where V, is identified with ~/ p w,- 2· 

Moreover, SO(2) acts on Hk by rotation through kfJ. 

PROOF. That fJ E SO(2) acts on Hk by rotation through ke is obvious, since e i8 

has this action on wk and leaves z fixed. Since these representations are distinct, 
the sum Ho + ... + HI is direct. By (7.7) this sum has dimension 21 + 1, so is 
the whole of V,. 0 
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EXAMPLE. I = 3, dim VI = 7. To find a basis we seek harmonic cubics of the 
form 

k = 0: 

k = 1: 

k = 2: 

k = 3: 

Z3 + puo 

Z2 X + pUj 

Z2 y + pVj 

Z(X2 - y2) + pU2 

z(2xy) + PV2 

x 3 - 3xy2 } 
3x2y _ y3 already harmonic. 

Here the us and vs are linear. Now for linear U we have ,1(pu) = lOu by (7.7). 
So if g is cubic, then 

o = ,1(g + pu) = ,1g + lOu 

leads to u = - ,1g/1 O. Hence it is easy to obtain the basis 

k = 0: Z3 - ~pz 

k = 1: Z2X - ipx 

Z2y - ipy 

k = 2: z(x2 _ y2) 

xyz 

k = 3: X3 - 3xy2 

3x2y _ y3. 

Note that the SO(2)-action is obviously by rotations klJ when k = 0,2, 3, and 
when k = 1 the two cubics are xq, yq where q = Z2 - ip is SO(2)-invariant. 
So the action is the same as on the (x,y)-plane in 1R 3, that is, the standard 
action. 

(d) Absolute Irreducibility 

We are now in a position to prove the key result: 

Theorem 7.3. The representation of SO(3) on VI is absolutely irreducible. 

PROOF. Let B: VI -+ VI be linear, and commute with SO(3). Then B commutes 
with SO(2). Since the representations of SO(2) in Proposition 7.2 are distinct, 
it follows from XII, Theorem 3.5, that B leaves each subspace Hk invariant 
(and commutes with the SO(2) action on each Hk)' Therefore B can be written, 
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in relation to the decomposition of J!; as Ho EB ... EB H" in the form 

B= ° 
° ~ I 111 Al 

for Ak, 11k E IR. We must show that the Ak are equal and the 11k are zero. 
Let y(x, y, z) = (x, - y, - z). Then y acts as an element of 0(2) '" SO(2) on 

Hk. In particular, YSk = ( - l)l-ksk' ytk = ( _1)l-k+1 tk, where Sk and tk are defined 
in (7.8). Since B commutes with y, it follows that 11k = 0, and B is diagonal. 

To prove that the Ak are equal, form the subspace 

Clearly I\. ~ Ho. Since B commutes with SO(3) we know that I\. is invariant 
under SO(3). We claim, however, that the only SO(3)-invariant subspace of 
J!; containing Ho is the whole of J!;, leading to the desired conclusion that 
I\. = J!;. 

Now the minimal SO(3)-invariant subspace containing Ho is 

Z = lR{yz' + PW,-2: y E SO(3)}. 

From now on we work modulo PW,-2. Thus Z is just lR{yzl}. We claim that 
in fact the span of all yzl, as y runs through SO(3), is the whole of W, (modulo 
Plt/-z). To verify this, note that the permutation a which sends XI--> yl-->z I--> X 

is in SO(3) and sends Zl to x'. Then the rotation Ra E 80(2) c 80(3) sends it 
to (x cos a - y sin a)'. Letting c = tan a we see that Z contains all (x + cy)' 
(c E IR), that is, all polynomials Xiy'-i for i = 0, 1, ... , I. 

Next fix some i, ° ~ i ~ I, and apply a-I to get the polynomial ZiXl-i. Apply 
Ra to get all polynomials Zi(X + cy)l-i, that is, all zixiyl-i-i for ° ~ i ~ I, ° ~ j ~ I-i. But these span all of It/. This completes the proof. 0 

In fact, every irreducible representation of 80(3) is isomorphic to some J!;. 
The proof of this uses extra machinery (orthogonality of characters) and is 
therefore placed at the end of this section. 

(e) Irreducible Representations of 0(3) 

We can now describe all irreducible representations of 0(3) = SO(3) EB Z~, 
where Z~ = {±I}. 

Proposition 7.4. The irreducible representations of 0(3) are precisely the repre­
sentations on J!; given by 
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and 

y· p(x) = p(yx) 

- /. p(x) = p(x) 

I' E SO(3) 

y. p(x) = p(yx) }' E SO(3) 

-/. p(x) = -p(x). 

113 

(7.10) 

(7.11 ) 

PROOF. Let V be an irreducible representation of 0(3). Decompose V into ± 1 
eigenspaces for the action of - /, 

V = VI EEl V-I· 

Since Z~ commutes with SO(3), each V± I is an invariant subspace. So either 
V = VI (when - I acts as the identity) or V = V-I (when - I acts as minus the 
identity). In either case, V is clearly irreducible as a representation of SO(3). 
By Proposition 7.5 later, V ;; VI for some I. Thus we obtain the two types of 
representation listed. D 

We call (7.10 and 7.11), respectively, the plus and minus representations of 
0(3) on VI. 

In applications, the usual way that 0(3) acts is induced from the natural 
action on 1R 3 , where - I· (x, y, z) = ( - x, - y, - z). This leads to the representa­
tion on VI whose sign is (- 1)', since p( - x, - y, - z) = ( -1)'p(X, y, z) when p 
is homogeneous of degree I. 

(f)* Completeness 

It remains to prove that every irreducible representation of SO(3) is iso­
morphic to some VI. The most direct way is to appeal to properties of 
characters. The character of a representation V of a compact Lie group r is 
the function x: r -+ IR given by X(y) = tr PY' where Py(x) = yx. Note that 
X(b-Iyb) = tr(pi l PyPd) = xCi') so x is constant on conjugacy classes. There is 
an inner product on characters defined by 

<XI,X2> = fr Xl(y)X2(y)dy 

with the property that if X I and X2 are characters of nonisomorphic irreducible 
representations, then <XI,X2) = 0, whereas <XI,XI) > 0. See Adams [1969], 
p. 49. Using this property, known as orthogonality of characters, we can prove 
the following: 

Theorem 7.5. Every irreducible representation of SO(3) is isomorphic to some VI. 

PROOF. We first compute the character X, of J!;. This is constant on conjugacy 
classes. Every element of SO(3) is a rotation by () about some axis, hence 
conjugate to Ro E SO(2). Also Ro and R-o are conjugate. By Proposition 7.2 



114 XIII. Symmetry-Breaking in Steady-State Bifurcation 

XI(Ro) = 1 + 2cose + ... + 2coslB. 

Let X be the character of an irreducible representation V, not isomorphic to 
any l';. Then X oF X" so <X, x, > = 0 for alII. Since X is a smooth even function, 
in the sense that X(Ro) = X(R- o), it can be expanded in a convergent cosine 
Fourier series 

00 00 

X(Ro) = L c, cos lB = L 1:Ct<x1 - Xl-l)· 
'=0 '=0 

Since <X, Xm> = 0 we have 

It follows that 

0= <X,Xm> = 1: L CI<XI - XI-l,Xm> 

m>O 
m=O. 

X(Ro) = Co [xo + l~ (Xl - Xl+l)] == 0, 

which contradicts <X, X> "# O. 

EXERCISES 

o 

7.1. This exercise relates our abstract definition of spherical harmonics to the usual 
classical coordinate system. 

Let V, (l = 0, 1, ... ) denote the complexification of the space V, of spherical 
harmonics of order / with its natural action of 0(3). Let (r, 0, cp), where 0 S 0 s n, 
o s cp < 2n denote spherical polar coordinates, related to cartesian coordinates 
(x, y, z) on [R3 by 

x = rsinOcoscp, y = r sin 0 sin cp, z = rcosO. 

Show that an arbitrary spherical harmonic of order I can be written as 
, 
I Zm Y,.m(O, cp) 

m=-l 

(-I s m s I), 

the p'.m being polynomials. (These are the associated Legendre polynomials; see 
Whittaker and Watson [1948].) 

7.2. Compute (up to a constant factor) the polynomials Y,.m for A = 0, 1,2, 3. (Classi­
cally, the constant factor is determined by a suitable normalization.) 

7.3. Show that the action of 0(2) on VI is given by 
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§8. t Symmetry-Breaking from 80(3) 

We now describe, for each irreducible representation Vi, the isotropy sub­
groups ~ c 80(3) for which dim Fix(~) = 1. The equivariant branching lem­
ma implies that generically an 80(3)-equivariant bifurcation problem will 
have branches that break symmetry to ~. In fact, we calculate dim Fix(~) for 
all closed subgroups ~ of80(3), then use this information to find the maximal 
isotropy subgroups and those with dim Fix(~) = 1. 

(a) Dimensions of Fixed-Point Subspaces 

The first step is to compute dim Fix(~) for all closed subgroups ~ c 80(3). 
Recall from Proposition 7.2 that we may write the space Vi of spherical 
harmonics as a direct sum of irreducible subs paces for 80(2) c 80(3), via the 
Cartan decomposition 

Vi = Ho EB HI ... EB H" (8.1) 

where dim Ho = 1, and dim Hk = 2 (k ~ 1). The action of 8 E 80(2) on Hk is 
by rotation through k8. 

From (8.1) we obtain the following results: 

(a) dim Fixy,(80(2» = 1, 

(b) dim Fixy,(Zm) = 2[I/m] + 1, 
(8.2) 

where [x] is the greatest integer less than or equal to x. The formula (8.2(a) 
follows directly from (8.1) since the only vectors in V; fixed by SO(2) are those 
in Ho. To verify (8.2(b)) recall that Zm is generated by rotation through 2n/m. 
Therefore Zm fixes a nonzero vector in Hk if and only if m divides k. There are 
[l/m] integers k between 1 and I such that m divides k. Since Ho is also fixed 
by Zm' (7.2(b)) follows. 

Let d(~) = dim Fix(~). Then we may summarize our results as follows: 

Theorem 8.1. Let 80(3) act irreducibly on the space V; of spherical harmonics 
of degree I. The dimensions of the fixed-point subspaces of closed subgroups are: 

(a) d(Zm) = 2[I/mJ + 1 (m ~ 1) 

(b) d D _ {[l/m] (l odd) 
( m) - [l/m] + 1 (l even) 

(c) d(80(2» = 1 

(d) d(0(2» = {~ (lodd) 
(l even) 

(e) d(lr) = 2[//3] + [1/2] - I + 1 
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(f) d(ilJI) = [//4] + [//3] + [1/2] - I + 1 

(g) d(O) = [//5] + [//3] + [//2] - I + 1. 

PROOF. Formulas (a) and (c) are restatements of (8.2). For the finite subgroups 
1: of SO(3) we use the disjoint union decomposition in Lemma 6.2 together 
with Lemma 2.5, the corollary to the trace formula (2.5). For example, Lemma 
6.2(a) states that 

By (2.10) 

d(Dm) = -1-{mIZ2Id(Z2) + IZmld(Zm) - mdim Vi} 
IDml 
1 

= 2m {2m(2[1/2] + 1) + m(2[I/m] + 1) - m(21 + I)} 

= !{4[//2] + 2 + 2[//m] + 1 - 2/- 1} 

= 2[//2] + [//m] - I + 1 

{ [//m] 
= [//m] + 1 

(I odd) 
(l even). 

Similarly d(lr) is obtained using the disjoint union decomposition 

lr = 0 4 Z 3 0 3 Z 2 

from Lemma 6.2(c). Now apply (2.10) to obtain 

d(lr) = I~I {4I Z 3Id(Z3) + 3I Z 2Id(Z2) - 6dim Vi} 

= /2 {12(2[//3] + 1) + 6(2[1/2] + 1) - 6(21 + I)} 

= 2[1/3] + 1 + [//2] + ! - 1- ! 
= 2[//3] + [1/2] - I + 1 

as desired. The formulas (f) and (g) for d(O) and d(D) are obtained in identical 
fashion. 

It remains only to derive the formula for d(0(2». To do this, observe that 
00 

Fixv,(0(2» = n Fixv,(Dm). 
m=l 

A vector fixed by 0(2) is certainly fixed by Dm for all m. But since the union 
of all Dm is dense in 0(2), continuity implies that a vector fixed by every Dm 
is also fixed by 0(2). Now formula (d) follows directly from (b) by considering 
m large. 0 
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(b) Maximal Isotropy Subgroups of 80(3) 

In the previous subsection we computed the dimensions of fixed-point sub­
spaces for all closed subgroups of 80(3). We did not decide which of these 
subgroups are isotropy subgroups of 80(3), that is, exactly the symmetry 
groups of a given vector in v,. The general question of when a subgroup is an 
isotropy subgroup is complicated; see Ihrig and Golubitsky [1984]. But by 
using the strategy developed in Lemma 2.7 we can obtain the maximal isotropy 
subgroups, as we now do. 

Theorem 8.2. Let 80(3) act irreducibly on v,. Then the maximal isotropy 
subgroups are: 

1=2: 

1= 4, 8, 14: 

all other even I: 

1=1: 

1=3: 

1=5: 

/=7,11: 

/ = 9, 13, 17, 19,23,29: 

all other odd I: 

0(2) 

0(2) and 10 

0(2), 0, and D. 

80(2) 

SO(2), lr, D3 

80(2), D 3 , D 4 , Ds 

80(2), lr, and Dm (//2 < m :::; /) 

80(2), 10, and Dm (1/2 < m :::; I) 

80(2), 10, D, and Dm(//2 < m :::; I). 

PROOF. First observe that 0(2), 10, and D are maximal subgroups of 80(3). 
Hence these are maximal isotropy subgroups precisely when they are isotropy 
subgroups. By Lemma 2.7, this is the case precisely when the fixed-point 
subspace is nonzero. 

0(2) is a maximal isotropy subgroup when 1 is even, since d(0(2)) = 1 in 
this case. For D and 10 the argument is slightly different. Note that formulas 
(f) and (g) in Theorem 8.1 are "periodic" in I. More precisely, think of d(lO) 
and d(D) as functions of I. Then 

(a) d(IO)(1 + 12) = d(O)(l) + 1, 

(b) d(D)(l + 30) = d(D)(/) + 1. 
(8.3) 

It follows that 0 is a maximal isotropy subgroup when / ~ 12 and D is a 
maximal isotropy subgroup when I ~ 30. The other I for which 0 and Dare 
maximal isotropy subgroups are obtained from Table 8.1. Just check in that 
table when d(O) and d(D) are positive. 

Next observe that 80(2) is contained only in 0(2) and that d(80(2)) = 1 
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Table 8.1. Fixed-Point Subspace Dimen-
sions for the Exceptional Subgroups 

d(O) d(3) d(lJ") d(3) 

I 0 0 0 16 I 
2 0 0 0 17 0 
3 0 0 18 I 
4 1 0 19 0 
5 0 0 0 20 
6 1 2 21 
7 0 0 I 22 I 
8 0 1 23 0 
9 0 2 24 1 

10 1 1 2 25 
11 0 0 1 26 
12 2 I 3 27 
13 0 28 1 
14 0 29 0 
IS 30 2 

for all t. Therefore for odd t, SO(2) is a maximal isotropy subgroup, since 
d(0(2)) = 0 when t is odd. 

The cyclic groups Zm are contained in SO(2) and 0(2). Hence they cannot 
be maximal isotropy subgroups of SO(3) for any I. 

It remains to analyze the subgroups lr and Om. Now lr is contained only 
in iQl and o. Since iQl is a maximal isotropy subgroup for all I :? 12, lr cannot 
be a maximal isotropy subgroup for I:? 12. It is easy to check from Table 8.1 
that lr is a maximal isotropy subgroup only when I = 3, 7, or 11. (Note that 
d(lr) is also "periodic" of period 6.) 

Since Om C 0(2) for all m, and 0(2) is a maximal isotropy subgroup when 
I is even, Om cannot be amaximal isotropy subgroup for I even. When I is odd, 
d(Om) = [//m] by Theorem 8.1 (b). When m > /, d(Dm) = 0, so these cases are 
ruled out. On the other hand, when m ~ 1/2, Dm C D 2m and d(D2m) > o. It 
follows from Lemma 2.7 that Om cannot be a maximal isotropy subgroup. 
Therefore, we are left with the range of values 

1/2 < m ~ I. (8.4) 

The only obstruction to Dm's being a maximal isotropy subgroup, when m is 
in this range, occurs when Dm is contained in an exceptional subgroup L with 
d(L) > O. Now only D 2, D 3, D4 and Ds are contained in exceptional sub­
groups. Thus when I is odd and I > 11, Dm is a maximal isotropy subgroup for 
all m in the range (8.4). When I ~ q and I is odd, d(O) = O. Therefore, Os occurs 
whenever 5 is in the range (8.4). When I ~ 7 and I is odd, d(iQl) = o. So D3 and 
D4 occur whenever 3 and 4 are in the range (8.4). Finally D2 may be a maximal 
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isotropy subgroup when I = 3. However, d(lf) = 1 when I = 3 so D2 is not a 
maximal isotropy subgroup. 0 

Finally, we list the isotropy subgroups L C 80(3) with d(L) = 1. These are 
maximal, so we can read them off from Theorems 8.2 and 8.1. 

Theorem 8.3. The (maximal) isotropy subgroups of 80(3) acting on J!;, which 
have one-dimensional fixed-point subs paces, are: 

0(2): 

80(2): 

all even I. 

all odd I. 

I odd, 1/2 < m s /, m of- 2. 

0: 1= 6, 10, 12,15,16,18,20-22,24-28,31-35,37-39,41, 
43,44,47,49,53,59. 

0: 1= 4,6,8-10,13-15,17,19,23. 

If: I = 3, 7, 11. 

§9. t Symmetry-Breaking from 0(3) 

Algebraically, the orthogonal group 0(3) is just a direct sum 

0(3) = 80(3) 8) z~ (9.1) 

where Z~ = {± I}; and as we saw in §7 this leads to very close connections 
between the representations of 0(3) and 80(3). We now address for 0(3) the 
same questions that we addressed for 80(3) in §8, namely, the dimensions of 
fixed-point subspaces, the maximal isotropy subgroups, and the isotropy 
subgroups with one-dimensional fixed-point subspaces. 

In order to understand the differences between the analyses of 80(3) and 
0(3), we first recall from §7 how (9.1) determines the irreducible representa­
tions of 0(3). If V = J!; and 80(3) acts on V as usual, then there are two 
irreducible actions of 0(3) on V which extend that of 80(3). They are distin­
guished by whether -J E 0(3) acts as the identity or minus the identity. We 
claim that the plus representation, in which -J acts as the identity, has 
essentially the same properties as the corresponding representation of 80(3). 
To make this statement precise we must discuss some properties of subgroups 
of 0(3). 

Subgroups of 0(3) fall into three classes: 

(I) Subgroups of 80(3), 
(II) Subgroups containing -J, (9.2) 

(III) Subgroups not in 80(3) and not containing -J. 
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Observe that subgroups of class II all have the form ~ $ Z~ where ~ is a 
subgroup of 50(3). Since we listed the closed subgroups of 50(3) in Theorem 
6.1 we know the closed subgroups of classes I and II of 0(3). 

F or the plus representation of 0(3), - I acts trivially and hence lies in every 
isotropy subgroup. Therefore, each isotropy subgroup is class II, of the form 
~ EB Z~. Moreover, dim Fix(~ $ Z~) = dim Fix(~). Thus all results for 50(3) 
in §8 carryover to 0(3) in this case, when ~ is replaced by ~ $ Z~. 

Now we consider the minus representation, in which - I acts as minus the 
identity on V. In this case - I fixes only the origin, hence is not contained in 
any isotropy subgroup. Therefore, the isotropy subgroups are of class I or III. 
In order to determine the maximal isotropy subgroups for these actions of 
0(3) we must consider the class III subgroups. 

We divide the remainder of this subsection into five parts: 

(a) The description of class III subgroups, 
(b) Containment of class III subgroups, 
(c) Dimensions of fixed-point subspaces for class III subgroups, 
(d) Maximal isotropy subgroups for irreducible representations of 0(3), 
(e) The natural representations on spherical harmonics. 

We remark here on (e). Recall from §7(e) that the natural action of 0(3) on 
spherical harmonics of degree I is by the plus representation when I is even 
and the minus representation when I is odd, since in the natural action 

-I' p(x) = p( -x) = (_l)lp(X). (9.3) 

In subsection (e) we combine the results from §8(b) and subsection (d) of this 
chapter to discuss this natural action. 

(a) The Class III Subgroups of 0(3) 

We now show that each class III subgroup H is isomorphic to a subgroup of 
50(3), though H is never conjugate to that subgroup. To see why, let n: 
0(3) --+ 50(3) be the homomorphism whose kernel is Z~. Since - I ¢ H, it 
follows that niH is an isomorphism. Hence H is isomorphic to n(H) c 50(3). 
We claim that every class III subgroup H is uniquely determined by two data: 
the subgroups n(H) and H n 50(3) of 50(3). Recall that if L c K are groups, 
then the index of Lin K is the number of cosets in the quotient K/L. 

Lemma 9.1. 
(a) Let H be a class III subgroup of 0(3). Then H n 50(3) is a subgroup of 
index 2 in n(H). 
(b) Let L eKe 50(3) be subgroups, where L has index 2 in K. Then there 
exists a unique class I I I subgroup H c 0(3) such that n(H) = K and 
H n50(3) = L. 
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Remark. Lemma 9.1 allows us to determine the conjugacy classes of class III 
subgroups of 0(3) by classifying pairs of subgroups L eKe SO(3) such that 
L has index 2 in K. Care must be taken, however, to analyze the conjugacy 
class of (K, L) considered as a pair of subgroups, and not just pairs of con­
jugacy classes of K and L. We amplify this remark in the following: 

PROOF. 

(a) Suppose y,b E 0(3) "'" SO(3). Then yb E SO(3) since 0(3)/SO(3) ~ Z~. 
Now suppose 1', bE H "'" (H n SO(3)). Then 1'-1 ¢ SO(3) and 1'-1 bE H n 
SO(3). Therefore, bE y(H n SO(3)), and b and I' are in the same coset of 
H n SO(3) in H. It follows that the index of H n SO(3) in H is 2. Since 
n(H n SO(3)) = H n SO(3), the index of H n SO(3) in n(H) is also 2. 
(b) Given L eKe SO(3), define 

H = LuhL (9.4) 

where h = (g, -1) E SO(3) EE> Z~ = 0(3) and g E K "'" L. Since h2 = g2 E L, it 
follows that H is a subgroup of 0(3). Observe that n(H) = L u gL = K and 
H n SO(3) = L. Note that H has to be of class III. If - I is in H then K = n(H) 
equals H n SO(3) = L. But K "# L, so this is impossible. 

Next, we claim that H is uniquely determined. Let H' be a subgroup of 0(3) 
satisfying 

n(H') = K and H' n SO(3) = L. 

We know that H' n SO(3) = H n SO(3). Now suppose h' E H' "'" L. Since 
h' ¢ SO(3) it has the form (g', -I) E SO(3) (j;) Z~. Since n(H') = K it follows 
that g' E K "'" L. Therefore g' = gl where g is the element in K "'" L used to 
define H above, and IE L. Thus g'L = gL whence H' = H. 0 

We now use Lemma 9.1 to enumerate all conjugacy classes of class III 
subgroups. As a first step we enumerate up to conjugacy the subgroups 
K c SO(3) which have subgroups L of index 2. The pairs K ::::J L are: 

(a) 0(2) ::::J SO(2) 

(b) i[JI::::Jlr 

(c) Dm::::J Zm (m ~ 2) 

(d) D 2rn ::::J Dm (m 2: 2) 
(9.5) 

(e) Z2rn ::::J Zrn (m ~ 2) 

(f) Z2 ::::J~. 

Although we have enumerated all of the isomorphism classes of pairs of 
subgroups of index 2, we must check whether there are isomorphic but 
nonconjugate choices for Land K. This problem cannot arise in (9.5(a), (b), 
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(C), (e), (f) since L is the unique subgroup of K in its isomorphism class and 
of index 2. 

Note, however, in (9.5(d)) there are two subgroups isomorphic to Dm which 
lie inside D 2m . We specify them as follows. Let () = n/m and let Re be rotation 
through (). Observe that Zm is generated by Ri. Let K be reflection in the plane 
across the x-axis. Then the two subgroups are 

Dm = Zm U KZm and D~ = Zm U KReZm. 

These subgroups are not conjugate inside D 2m but they are conjugate inside 
D 4m C SO(3). Since 

it is easy to check that 

R-e/2DmRe/2 = D~ and R-e/2D2mRe/2 = D 2m. 

Thus the pairs Dm C D 2m and D~ C D 2m are conjugate in SO(3), so they 
generate conjugate class III subgroups of 0(3). 

Next we describe our notation for class III subgroups H. With one excep­
tion, we shall write them in the form n(Hf, so that, for example, 0- indicates 
the type III subgroup that is isomorphic to O. The exception is when n(H) = 
D 2m. From (9.5(c), (d» there are two nonisomorphic subgroups of index 2 in 
D 2m, namely Dm and Z2m' We let D~ be the class III subgroup corresponding 
to the pair Dm :::;) Zm, and we let D~m be that corresponding to D 2m :::;) Dm. 

We now list the conjugacy classes of closed subgroups of 0(3). 

Theorem 9.2. Every closed subgroup of 0(3) is conjugate to one of the following: 

(I) SO(3), 0(2), SO(2), T, 0, 0, D 2m (m ~ 2), Zm (m ~ 2), ~. 
(II) KEEl Z2, where K is a subgroup of SO(3) and Z2, = {± f}. 

(III) 0(2f, 0-, D~ (m ~ 2), D~m (m ~ 2), Z"i.m (m ~ 1). 

Remarks. 
(a) All of these are nonconjugate. Note that D~ is omitted since it is conjugate 
to D~. 
(b) There are three nonconjugate subgroups of 0(3) of order 2, namely Z2" 
Z2' and Z"i.. They are generated, respectively, by 

[ -~ -~ ~], [-~ 
o 0 -1 0 

o 
-1 

o 
0] [-1 
~ ,and ~ 

o 
1 

o 
(c) There are three nonconjugate subgroups of 0(3) isomorphic to D 2m, 
namely D 2m, Dim, and D~m' It is amusing to understand how each of these 
groups may be viewed as symmetries of the 2n-gon in the (x, y)-plane. The 
cyclic subgroup Z2m, generated by rotation of the (x, y)-plane through n/m, is 
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present in both Dzm and Dim. The group Dzm C SO(3) is generated by ZZm 
and a reflection across the x-axis in the (x, y)-plane, affected by 

[ ~ -~ ~]. 
o 0-1 

The group D~m ¢ SO(3) is generated by Z2m and a reflection across the x-axis 
in the (x, y)-plane affected by 

[~ 
o 

-1 

o 
The cyclic subgroup of order 2m in D~m is not the standard cyclic subgroup 
Z2m C 80(3), but the class III subgroup Z2m' generated by the rotation 

[
Rnfm ~]. 
o 0 -1 

The reflection across the x-axis in D~m is the same as in D Zm ' 

(b) Containments Involving Class III Subgroups 

We begin our discussion by giving disjoint union decompositions into cyclic 
subgroups for the finite class III subgroups: 

(a) il:r = IjZ; 0 4 Z 3 0 6 Z-;, 

(b) D~ = Zm 0 m Z-;, (m 2 2) (9.6) 

(m 2 2). 

The class III subgroups in (9.6) have disjoint union decompositions induced 
by their isomorphisms with subgroups of 80(3). The verification of (9.6) is 
based on a combinatorial argument using the disjoint unions for 0 and Dm 
in Lemma 6.2 and the fact that exactly half the elements in a class III 
subgroup are not in 80(3). We now give the details. 

Since D~ is isomorphic to Dm it has a disjoint union decomposition with 
one subgroup isomorphic to Zm and m subgroups isomorphic to Z2' Since 
D~ n 80(3) = Zm, we must have all other elements not in 80(3), whence 
(9.6(b)) holds. A similar argument applies to D~m' but now Z-;m C D~m so the 
decomposition must be as in (9.6(c)). For 0- the cyclic groups of order 3 must 
be Z3 since there is no such thing as Z-;; the Z4 part is not contained in SO(3) 
so must be Z;, and a counting argument does the rest. 

We now discuss containment relations involving class III subgroups. 
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Lemma 9.3. Let HI and H2 be class III subgroups. Then H2 c HI if and only if 
(a) H2 n SO(3) c HI n SO(3), n(H2) c n(Hd, and 

(b) n(H2 )c!= HI n SO(3). 
(9.7) 

PROOF. The necessity of condition (9.7(a)) is obvious. What is not so obvious 
is the need for condition (9.7(b)). To prove this, assume H2 c HI and 1t(H2) c 
HI n SO(3). We claim that -/ E HI, contradicting HI'S being class III. To 
verify this, let h E Hz'" SO(3). Then 1t(h) E 1t(Hz) c HI n SO(3) c HI' More­
over, h E Hz cHI' Therefore, 1t(h)-I h E HI' However, since h f/: SO(3) it fol­
lows that h = (1t(h), - /) E SO(3) EB Z2 = 0(3), and hence 1t(h)-I h = (1, -I) = 
- / E HI' This is what was claimed. 

Conversely, suppose (9.7) holds. We show that H2 c HI' Assumption 
(9.7(a» implies that H2 n SO(3) c HI' We must show that H2 '" SO(3) CHI' 
Observe that 

H2 '" SO(3) = h(H2 n SO(3)) (9.8) 

for any h E H2 '" SO(3), since the index of H2 n SO(3) in H2 is 2. Thus, if we 
can show that there exists h E H 2 '" SO(3) which is also in HI, then the 
right-hand side of (9.8) is also in HI' and H2 c HI follows. 

Using (9.7(b)) we choose hE H2 such that 1t(h) f/: HI n SO(3). Observe that 
h f/: SO(3). Forif h is in SO(3), then h is in H2 n SO(3) c HI n SO(3) by (9.7(a)), 
and then 1t(h) E HI n SO(3). We now show that hE HI' which proves the 
lemma. We know that h = (1t(h), -I) E SO(3) EB Z2 since h ¢ SO(3). Now 
1t(h) E n(H2) c 1t(HI) by (9.7(a)). Thus there exists hI E HI such that n(h) = 
1t(hd. However, hI cannot be in SO(3) since 1t(h) ¢ HI n SO(3). Therefore, 
hI = (n(h I), -I) = h, so h E HI as claimed. 0 

We next use Lemma 9.3 to prove the following: 

Proposition 9.4. The containments between conjugacy classes of subgroups of 
class III groups are as follows: 

(a) 0- contains Di, Z;, Dj, Di, Z2, and subgroups of 1r. 
(b) 0(2f contains D!a (m ~ 2), Z2 , and subgroups of SO(2). 
(c) Z2m contains Z2k where k divides m and 2k does not divide m, and subgroups 

ofZm· 
(d) D~m contains D~k and Z2k when k divides m and 2k does not divide m, Di 

when k divides m, Di, Z2' and subgroups of Dm· 
(e) D!a contains Di where k divides m, Z2' and subgroups of Zm. 

PROOF. We make two general comments. If H is a class III subgroup, then all 
subgroups of H n SO(3) are contained in H and all other subgroups of Hare 
of class III. The class III subgroups of H may be obtained by using Lemma 
9.3 and the pairs of subgroups (1t(H), H n SO(3» of index 2 in (9.5). We prove 
(a, c, d), leaving (b, e) as exercises for the reader. 
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(a) Since lr = 0- n SO(3) all subgroups of lr are contained in 0-, and the 
remaining subgroups are class III. From (9.7) the class III subgroups of 0 
satisfy 

n(H) cO, H n SO(3) c lr, and n(H) cj: lr. 

From Figure 6.2 we see that D 4, D 3 , and Z4 are possibilities for n(H). In 
addition, there is a subtle possibility. There are subgroups Z2 and D2 which 
are in 0 but not in lr. Their existence follows from the disjoint union decom­
positions of 0 and lr in Lemma 6.2(b, c). There are only three Z2 subgroups 
in lr and six in o. The possible class III subgroups are given by Theorem 9.2 
(III), namely D~, Di, Z:;', D~, D~, and Z2. The condition H n SO(3) c lr 
eliminates D~ and shows that the remainder occur as subgroups of 0-. 

(c) Since Zm = Z2m n SO(3), all subgroups of Zm are contained in Z2m and 
the remainder are class III. From (9.7) the class III subgroups H of Z2m satisfy 

n(H) c Z2m, H n SO(3) c Zm, and n(H) cj: Zm. 

Subgroups of Z2m are cyclic, so n(H) is cyclic. The only cyclic class III 
subgroups are Z2k. For k > 1, the only Z2k that can occur are those for which 
k divides m (so that n(H) c Z2m and H n SO(3) c Zm) and 2k does not divide 
m (so that n(H) cj: Zm). 

(d) Since D~m n SO(3) = Dm, all subgroups ofDm are contained in D~m and 
the remainder are class III. By (9.7) the class III subgroups H of D~m satisfy 

n(H) c D 2m , H n SO(3) c D m, and n(H) cj: Dm. 

Since n(H) c D 2m the only possibilities for Hare Z2k' D~k' and DL which we 
consider in order. Begin by observing that the containment of subgroups Z2k 
in D~m is analogous to that of Z2k in (c) earlier. 

Next let H = D~k be contained in D~m. Since n(H) = D2k c D 2m we must 
have kim. Similarly, kim implies that H n SO(3) = Dk c Dm. If 2k does not 
divide m then n(H) cj: Dm, and Lemma 9.3 guarantees that D~k C D~m. 

Suppose now that H is conjugate to D~k and that H is contained in D~m. 
As previously, k must divide m. Moreover, H n SO(3) c D~m n SO(3) = Dm 
and H n SO(3) is isomorphic to D k • We can always choose y such that 
y-1D 2m y = D zm , y-l DmY = Dm, and y-l(H n SO(3))y = Dk. Thus we may 
assume that H n SO(3) = D k • Therefore, Dk c n(H) c D 2m where n(H) is 
isomorphic to D 2k . We claim that in fact n(H) = D 2k . It then follows from the 
preceding paragraph that 2k does not divide m. To verify the claim recall that 
the standard group D/ may be written as Z/ U KZ/, where K is a fixed element 
of SO(3). Now n(H) is isomorphic to D 2k , so n(H) ::::J Z2k. Since Dk c n(H) it 
follows that K E n(H). Therefore, n(H) contains the group generated by Z2k 
and K, which is D 2k . Since n(H) is isomorphic to D 2k , we must have n(H) = D2k 
as claimed. 

Finally, let H be a subgroup conjugate to D% and contained in D~m. Then 
H n SO(3) is cyclic and contained in Dm. Thus H n SO(3) = Zk. Since Zk C 

Dm we have kim. Now assume that kim. We claim that there is a subgroup 
D~ isomorphic but not equal to Dk such that D~ c D 2m but D~ cj: Dm. If so, 
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then the class III subgroup H corresponding to Zk C D~ is conjugate to Dk 
and is contained in D~m. To construct D~ we use the idea in the proof that 
there is one conjugacy class of class III subgroups corresponding to (9.5(d)). 
Let 

(9.9) 

where R,,/m is rotation through n/m in the (x, y)-plane, and K(X, y, z) = 
(x, - y, z). It is easy to check that D~ is a group isomorphic to Dk • It is also 
easy to check that D~ C D 2m but D~ cj: Dm· 0 

Note that D2 C D~m for all m since D2 is conjugate to D~. 

(c) Dimensions of Fixed-Point Subspaces for Class III 
Subgroups 

In this subsection and the next we consider the nontrivial irreducible repre­
sentations of 0(3), that is, the minus representations, where - I acts as minus 
the identity. As noted previously, isotropy subgroups of 0(3) in these rep­
resentations are either class I or class III. The dimensions of the fixed­
point subs paces of class I subgroups (subgroups of SO(3)) are given in Theo­
rem 8.1. In this section we derive the corresponding formulas for class III 
subgroups. 

Theorem 9.5. Let 0(3) act irreducibly on l'l with - I acting as minus the iden­
tity. Then the dimensions of the fixed-point subspaces for class I I I subgroups 
are: 

(a) d(Z2m) = 2[(1 + m)/2m]. 

(b) z {[I/m] (I even) 
d(Dm) = [//m] + 1 (I odd) 

(c) d(D~m) = [(I + m)/2m] 

(d) d(llr) = [1/3] - [1/4] 

(e) d(0(2f) = {~ (I even) 

(lodd). 

PROOF. 

(a) The group Z2m is generated by R,,/m followed by - I. The only way a vector 
v E VI can be fixed by Z2m is if 

R,,/mv = -v. (9.10) 

Since R,,/m E SO(2) we can use the Cartan decomposition, Proposition 7.2, of 
VI to compute the number of independent vectors v satisfying (9.10). Recall 
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that the Cartan decomposition is 

J!I = Ho 0J HI 0J ... 0J H, 

where Ro acts on Hk by rotation through k(). Thus vectors in Hk satisfy (9.10) 
if and only if kim is an odd integer. There are [(I + m)/2m] such integers k 
between 0 and I. Since dim Hk = 2 when k =I- 0 we have d(Z2m) = 2[(1 + m)1 
2m] as claimed. 

(b, c, d). Use the disjoint union decompositions in (9.6) and argue as in 
Theorem 8.1. 

(e) Observe that 

00 

Fix(0(2)-) = n Fix(D~) 
m=2 

so that 

d(D(2)-) = lim d(D~), 

yielding the desired formula. 

Remark. The verification of b, c, d proceeds most easily using Exercise 9.1. 

(d) Maximal Isotropy Subgroups for the Minus 
Representations 

o 

Theorem 9.6. Let 0(3) act irreducibly on J!I with - I acting as minus the identity. 
Then the maximal isotropy subgroups are: 

1= 1: 

1=3: 

1 = 5: 

1=7,11: 

1 = 9,13,17,19,23,29: 

All other odd I: 

1 = 2: 

1= 4, 8: 

1 = 14: 

All other even I: 

0(2)-

0(2)-,0-, D~ 

0(2)-, D1m (2 S m S 5) 

0(2f, 0-, D1m (113 < m s I) 

0(2)-,0-, 0, D1m (//3 < m S l) 

0(2)-,0-,0, D, D1m (//3 < m s I) 

0(2), D~, 

0(2), 0, D1m (113 < m s I) 

0(2),0-, 0, D1m (5 s m s 14) 

0(2), 0-,0, D, D1m (//3 < m s I). 

PROOF. Observe that Fix(SO(3)) = {O} since SO(3) acts irreducibly. Thus 
maximal subgroups ofSO(3), namely 0(2), 0, and U, and maximal subgroups 
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of 0(3) which are not in SO(3), namely 0(2)- and iJY, are maximal isotropy 
subgroups of 0(3) provided their fixed-point subspaces are nonzero. From 
Theorem 8.1 and Theorem 9.S(e) we see that 

d(0(2)) = {~ 

d(0(2f) = g 
(lodd) 

(I even) 

(I odd) 

(I even). 

Therefore, 0(2) is a maximal isotropy subgroup when I is even, and 0(2f is 
a maximal isotropy subgroup when I is odd. 

The exceptional subgroups I[) and 0 are maximal isotropy subgroups for 
precisely the same I as for the irreducible representation of SO(3) on v,. 

The exceptional subgroup I[)- is a maximal isotropy subgroup whenever 
d(I[Y) > O. Now d(I[)-) is "periodic" in I of period 12, by Theorem 9.S(d). That 
is, 

d(I[)-)(l + 12) = d(I[)-)(l) + 1. 

We enumerate d(I[)-)(l)for 1< 12 in Table 9.1. From the periodicity and Table 
9.1 we see that I[)- is a maximal isotropy subgroup for all I except 1,2,4, S, 
and 8. 

Next we decide which of the subgroups D~m are maximal isotropy sub­
groups. Recall that 

d(D~m) = [(I + m)/2m] (9.11 ) 

from Theorem 9.S(c). Certainly (9.11) implies that m ~ I, since otherwise 
d(D~m) = O. Recall Lemma 2.7, where we showed that a subgroup :E is a 

Table 9.1 Dimensions of 
Fixed-Point Subspaces 
for I[)-

d(l!r)(l) 

1 0 
2 0 
3 1 
4 0 
5 0 
6 1 
7 1 
8 0 
9 1 

10 
11 
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maximal isotropy subgroup if d(L) > 0, and any subgroup T~ L satisfies 
d(T) = O. By Proposition 9.4, D~m is contained in a subgroup T in only two 
ways: 

(a) T = D~s 

(b) rn = 2, 

where rn divides s but 2m does not divide s. 

when D~ c il:r. 
(9.12) 

We consider when D~m is not a maximal isotropy subgroup. This happens, 
for example, if d(D~m) > 0, since D~m c D~m' Now d(D~m) > 0 if 3m s I, so 
D~m is not a maximal isotropy subgroup if m :s; 1/3. 

It is easy to check that D~m ¢ D~m and that D~m is a maximal isotropy 
subgroup when 1/3 < m :s; I, with one possible exception, (9.12(b». When 
m = 2, D~ c 10 -, so we need d(1O -) = 0 for D~ to be a maximal isotropy 
subgroup. This can only occur when 1/3 < 2 :s; I, that is, I = 2, 3, 4, 5. From 
Table 9.1 d(IO-) = 0 unless 1= 3. Thus D~ is a maximal isotropy subgroup 
when I = 2, 4, 5, but not 3. 

Next we consider D~. Now D~ c O(2t, and d(O(2t) = 1 when I is odd. 
So D~ can be a maximal isotropy subgroup only when I is even. When I is 
even, d(D~) > 0 precisely when m s I; see Theorem 9.5(b). However, when 
m s 1/2, we have d(D~m) > 0 and Proposition 9.4(d) shows that D~ c D~m' 
Hence D~ is never a maximal isotropy subgroup. 

We have now shown that every subgroup listed in Theorem 9.6 is a maximal 
isotropy subgroup. To complete the proof we must rule out any others. If a 
subgroup of 80(3) is not a maximal isotropy subgroup for 80(3) then it 
cannot be one for 0(3). Inspection of Theorem 8.2 shows that the only class 
I subgroups we need consider are 

(a) 80(2) when I is odd, 

(b) Dm when 1 is odd and 1/2 < m :s; I, rn i= 2, (9.13) 

(c) T when 1 = 3, 7, 11. 

Further, the only class III subgroup not yet considered is ZZm. 
We check the class I subgroups. We have 80(2) c 0(2t, and d(0(2t) = 1 

when 1 is odd, eliminating (9.13(a)). From Proposition 9.4(d) we see that 
Dm c D~m' which eliminates (9.13(b)). Using Proposition 9.4(a), T c 10-. We 
check in Table 9.1 to see that d(IO-) = 1 when 1= 3,7,11, eliminating (9.13(c)). 

Finally we consider ZZm. Proposition 9.4(d) implies that Zzm c D~m' More­
over, Theorem 9.S(a, c) implies that d(Zzm) = 2d(D~m)' so Zzm is never a max­
imal isotropy subgroup. 0 

It is again easy to read off the isotropy subgroups L for which deL) = 1. 

Theorem 9.7. Let 0(3) act irreducibly on V, with - I acting as minus the identity. 
Then the isotropy subgroups with one-dimensional fixed-point subspaces are: 
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0(2)- : 

0(2): 

IIY: 

(D: 

0: 
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all odd I 

all even I 

1= 3,6,7,9-14,16,17,20 

1= 4,6,8-10,13-15,17,19,23 

1= 6, 10, 12, 15, 16, 18,20-22,24--28,31-35,37-39, 
41,43,44,47,49,53,59 

1/3 < m :s; I, all I :2: 4 

D~: 1=3 

D~: 1=2. 

PROOF. For (D and 0 the results are identical with those in Theorem 8.3. The 
remaining subgroups l: are obtained by computing d(l:) from Theorem 9.5 
and Table 9.1, for the maximal isotropy subgroups listed in Theorem 9.6. D 

(e) The Natural Representation on Spherical Harmonics 

Recall that the natural action of 0(3) on the spherical harmonics Vi of order 
I is the representation of sign ( - 1 t It is easy to combine the preceding results 
to yield a list of maximal isotropy subgroups for the natural representation: 

Theorem 9.8. Let 0(3) act on Vi in the natural representation. Then the maximal 
isotropy subgroups are: 

I = I: 

1=3: 

1=5: 

I = 7, 11: 

1= 9, 13, 17, 19,23,29: 

all other odd I: 

1=2: 

1= 4, 8, 14: 

all other even I: 

0(2)-

0(2)-, (D-, D~ 

0(2)-, D~m (2 :s; m :s; 5) 

0(2)-, (D-, D~m (1/3 < m :s; l) 

0(2)-, (D-, (D, D~m (1/3 < m :s; I) 

0(2)-, (D-, (D, 0, D~m 

0(2) EEl Z'2 

0(2) EB Z'2, (D EB Z'2 

(//3 < m :s; I) 

0(2)(f) Z'2, (D (f) Z'2, n (f) Z'2. 

We can also deduce the isotropy subgroups l: with d(l:) = 1: 

Theorem 9.9. The (maximal) isotropy subgroups with one-dimensional fixed­
point subspaces for the natural representation of 0(3) on Vi are: 
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0(2f: 

(D- : 

(D: 

~ : 

Dt,: 
D d • 

6' 

0(2) EB Z~: 

(DEBZ~: 

~ EB Z~: 

all odd I 

3,7,9,11,13,17 

9,13,15,17,19,23 

15,21,25,27,31,33,35,37,39,41,43,47,49,53,59 

1/3 < m :s; I, 

1=3 

all even 1 

all odd I 2 5 

I = 4, 6, 8, 10, 14 

1= 6, 10, 12, 16, 18,20,22,24,26,28,32,34,38,44. 
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We have enumerated the isotropy subgroups with one-dimensional fixed­
point subspaces because these are the ones to which the equivariant branching 
lemma applies directly. However, recall Remark 3.6(a), that generically solu­
tions with isotropy group L exist whenever d(L) is odd. These subgroups could 
also be classified from our results with little extra work; we do not pursue this 
since we have no specific applications of such a classification in mind. When 
d(L) is even we have no information on the existence or nonexistence of 
branches. Despite this we feel that it is important to determine the maximal 
isotropy subgroups, as part of a general program for understanding bifurca­
tion with symmetry. We discuss this point further in the next section. 

We have not discussed the asymptotic stability of the preceding solutions. 
By Theorem 4.3 we know that when I is even, generically the solutions 
found from the equivariant branching lemma are unstable. When I is odd, 
only partial results exist. Chossat and Lauterbach [1987] have shown that 
generically the axisymmetric solutions-those whose isotropy subgroup con­
tains SO(2)-are unstable. 

EXERCISES 

9.1. Consider the Lie group r 81 Z2 where Z2 = {± 1}. 
(a) Show that subgroups ~ c r 81 Z2 fall into three classes: 

(1) ~ c r, 
(II) ~ = ~ 81 Z2 where ~ c r, 

(III) ~ ¢ rand - I ¢ ~. 
(b) Let n: r 81 Z2 -+ r be projection and let ~ be a class III subgroup. Show that 

H = n(L) is isomorphic to ~ and that K = ~ n r has index two in H. 
(c) Let r 81 Z2 act on the vector space V so that Z2 acts as ± Iv. Use the trace 

formula to show that 

dim Fix(~) = dim Fix(K) - dim Fix(H) 

for all class III subgroups ~ of r 81 Z2' 
(d) Use (c) and Theorem 8.1 to verify Theorem 9.5. 
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§10.* Generic Spontaneous Symmetry-Breaking 

In XI, §1, we posed the basic question of spontaneous symmetry-breaking. 
Let the compact Lie group r act on V and let ~ be an isotropy subgroup. 

Is there a generic set of conditions on r -equivariant 
bifurcation problems g: V x IR ~ V which imply that 
there exists a branch of solutions to 9 = 0 with 
isotropy subgroup ~? (10.1) 

(See §3 for a discussion of the term generic.) 
Proposition 3.2 states that generically we may assume the action of r on 

V to be absolutely irreducible, as we now do. By the equivariant branching 
lemma, Theorem 3.3, such conditions do exist when the fixed-point subspace 
of ~ is a one-dimensional, and the bifurcating solution branch is then unique. 

The resolution of the problem of spontaneous symmetry-breaking also 
requires an answer to an equally important question: 

Is there a generic set of conditions on 9 which 
imply that there are no solutions to 9 = 0 with (10.2) 
isotropy subgroup ~? 

U(10.1 and 10.2) could be answered completely, then we could divide isotropy 
subgroups into three categories: those for which we expect solutions to bifur­
cate from a r-invariant equilibrium, those for which we do not expect solu­
tions to bifurcate, and those for which solutions mayor may not exist for open 
sets of bifurcation problems g. 

In this section we discuss the limited results about these questions that are 
now known. In subsection (a) we define the isotropy lattice and show how the 
known results on (to.1) pertain to maximal isotropy subgroups in this lattice. 
In (b) we show that maximal isotropy subgroups are of three types-real, 
complex, and quaternionic-and that generically only the real ones generate 
solution branches. In (c) we discuss examples of submaximal isotropy sub­
groups for which solutions generically exist. In (d) we end by contrasting these 
results with those known for gradient systems. 

(a) The Isotropy Lattice 

Let r be a compact Lie group acting on V. Define the isotropy lattice of r to 
be the set 2(r) of conjugacy classes [~] of isotropy subgroups ~ of rand 
write [~] < [T] if ~ c T for suitable representatives. In other words, given 
two isotropy subgroups ~ and T, we have [~] < [T] if and only if 1'-1 ~1' c T 
for some l' E r. We omit the square brackets in future. Note that 2(r) depends 
on the representation V. 

(In abstract algebra a lattice is a partially ordered set satisfying certain 
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axioms. Strictly speaking, "isotropy lattice" is a misnomer: .<l'{r) is in general 
just a finite partially ordered set. The finiteness is proved in Bredon [1972].) 

EXAMPLES 10.1. 
(a) r = Dn in its standard action on C. The isotropy lattice is 

i 

(b) r = 0 EB Z2 c SO(3) EB Z2 = 0(3) acting on 1R3 by the restriction of the 
standard action of 0(3). This is the full symmetry group ofthe cube, including 
reflectional symmetries. The isotropy lattice (See Melbourne [1986] and 
Exercise 10.1) is 

Here D 4 , Z'z EB Zi, D3 are the subgroups that fix a line through midpoints 
of opposite faces, edges, and vertices of the cube, respectively. The two sub­
groups of order 2, Z'z and Zi, are generated, respectively, by a reflection and 
by a rotation leaving an edge invariant. 

The evidence from many specific calculations may be summed up as follows. 
Isotropy subgroups "high up" in the lattice correspond to solution branches 
to the bifurcation equation. Those "low down" do not. 

Define an isotropy subgroup L to be maximal if L # rand L is contained 
in no other proper isotropy subgroup. (That is, [L] is a maximal element of 
the lattice.) Otherwise say that L is submaximal. So in Example 10.1 (a), Z2 is 
maximal and ~ is submaximal, and in Example 10.1 (b) D4 , Z'i EB Z~, D3 are 
maximal and Z'i, Z~, ~ are submaximal. 

We summarize what is known about symmetry-breaking for these two 
examples. In (a) solution branches occur generically for Z2 but not for ~. In 
(b) (see Melbourne [1986] and Exercises 3.1, 10.1) branches occur generically 
for D 4 , Z'i EB Zi, D3 but not for Z'z, Z~, ~. The results are striking and suggest 
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that the answer to (10.1) may be "the maximal isotropy subgroups ." In fact, 
this is not true in general, as we explain in subsections (b, c). 

Nevertheless, we can make some remarks. For example, the equivariant 
branching lemma really involves a class of maximal isotropy subgroups­
namely those with one-dimensional fixed-point subspace. To see this, let 
~ c Ll be subgroups. Then Fix(Ll) c Fix(~). Therefore, any isotropy sub­
group with one-dimensional fixed-point subspace must be maximal. On the 
other hand, the fixed-point subspaces of maximal isotropy subgroups can be 
of arbitrarily high dimension: just consider the octahedral group I[D in the 
various irreducible representations of 0(3); see Theorems 8.2 and (8.3(a)). 

Recall Cigogna's extension of the equivariant branching lemma, Remark 
3.4(b). He uses the topological degree theory of Krasnoselskii [1964J to show 
that when ~ is a maximal isotropy subgroup with dim Fix(~) odd, then there 
exist bifurcating solutions with isotropy ~. His argument is as follows: Let g 
be a r-equivariant bifurcation problem and let ~ be an isotropy subgroup. 
Suppose that dim Fix(~) is odd. By degree theory gl Fix(~) has nontrivial 
solutions. Let Ll be the isotropy subgroup of such a solution. Since the solution 
is nontrivial, Ll is a proper subgroup of r, and ~ c Ll since the solution lies 
in Fix(~). To conclude that there are solutions with isotropy exactly ~ we 
must know that ~ is a maximal isotropy subgroup. (This argument does not 
prove the existence of branches of solutions, neither does it assert uniqueness.) 

In another direction, Field and Richardson [1987J show that for finite 
groups generated by reflections, all maximal isotropy subgroups have one­
dimensional fixed-point subspaces. The octahedral group described earlier 
provides a special case of this result. 

(b) Three Types of Maximal Isotropy Subgroups 

In this section we show that maximal isotropy subgroups fall naturally into 
three types, which we call real, complex, and quaternionic, and we derive some 
related properties. 

We begin with three simple observations whose proof is left to the reader: 

Lemma 10.2. Let g: V x IR -+ IR commute with r and let ~ be an isotropy 
subgroup. Let N = Nr(~) be the normalizer of ~ in r and let D be the quotient 
group N /~. Then 

(a) N leaves Fix(~) invariant, whence D acts naturally on Fix(~). 
(b) gIFix(~) x IR commutes with this action of D. 
(c) Suppose that Fix(r) = {O} and that ~ is a maximal isotropy subgroup of r. 

Then the action of D on Fix(~) is fixed-point-free; that is, each nonidentity 
element of D fixes only the origin in Fix(~). 

PROOF. For (a) see Exercise 2.2. Part (b) is obvious. See Exercise 10.2 for part 
~ 0 
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The groups that admit fixed-point-free actions have been classified. This 
lets us make a strong statement about D and its action: 

Theorem 10.3. Let r act on V with Fix(r) = {O} and let L be a maximal isotropy 
subgroup. Let DO be the connected component of the identity in D = Nr(L}/L. 
Then either: 

(a) DO = ~, 

(b) DO ~ SI and Fix(L) is a direct sum of DO-irreducible subspaces, on each of 
which the DO-action is isomorphic to the natural action of SI on c. 

(c) DO ~ SU(2) and Fix(L) is a direct sum of irreducible subspaces under DO, 
an each of which the DO-action is isomorphic to the natural action ofSU(2) 
on the quaternions IHI. 

PROOF. Since the action of D is fixed-poi nt-free, so is that of DO. The result 
then follows from Theorem 8.5 of Bredon [1972]. A sketch proof, using Lie 
theory, is given in Golubitsky [1983]. 0 

Remark. SU(2), the special unitary group in two dimensions, can be identified 
with the group of unit quaternions 

{a + bi + cj + dk: a2 + b2 + c2 + d 2 = I} 

under quaternionic multiplication. This acts naturally on IHI by left multi­
plication 

(q,X)HqX (q E SU(2), x E IHI). 

In fact the possibilities for D, rather than just DO, can be classified. When 
DO = ~, there is an extensive list of finite groups D; see Wolf [1967]. When 
DO ~ SI, D is either SI or 0(2). When DO = SU(2), the only possibility is 
D = SU(2). See Bredon [1972]. 

We say that L is real if DO = ~, complex if DO ~ S 1, and quaternionic if 
DO ~ SU(2). In the complex case 

dim Fix(L) == 0 (mod 2) 

and in the quaternionic case 

dim Fix(L) == 0 (mod 4). 

In particular, the maximal isotropy subgroups L with dim Fix(L) odd are 
necessarily real. This also follows from Exercise 10.5. 

This real/complex/quaternionic trichotomy is reminiscent of, but different 
from, the similar trichotomy that arises for the space !?2 of commuting linear 
mappings of an irreducible representation, mentioned in XII, §3. 

EXAMPLES 10.4. 
(a) Complex or quaternionic maximal isotropy subgroups do occur. The 
simplest examples are very straightforward. For the complex case take SI 
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acting naturally on C. Then ~ is a maximal isotropy subgroup (since the action 
is fixed-point-free) and obviously D = SI. Similarly for the quaternionic case 
let SU (2) act naturally on !HI and take L = ~. 

(b) It is instructive to consider the generic situation in these two cases. For 
SI we have (Lemma VIII, 2.5) the general equivariant bifurcation problem 

where u = x 2 + y2. Then for (x, y) =f. (0,0) we obtain 

p(u, A) = 0, q(u, A.) = 0. 

This system of equations is "overdetermined," and generically, for given A, q 
will not vanish when p does. Thus there are no solution branches in the generic 
case, though there may be isolated solutions for certain A.. However, if p and 
q depend on an additional parameter T, then we may be able to solve for T 

and get a "branch" in (x, T) space (intersecting x-space in isolated points). This 
actually occurs, and is important, in Hopf bifurcation-see VIII, §2b, and 
XVI, §3. Here T is the perturbed period. 
(c) The quaternionic case is similar. Let x = a + bi + cj + dk E !HI, and let 
SU(2) act on h by q' x = qx. The invariants are generated by the norm 

II x II = a2 + b2 + c2 + d 2, 

and the equivariants are generated by the maps a, fl, y, b where a(x) = x, 
flex) = xi, y(x) = xi, b(x) = xk; that is, by !HI under right multiplication. See 
Exercise 1004. Thus the general SU(2)-equivariant bifurcation problem has the 
form 

Aa + Bf3 + Cy + Db = 0 

where A, B, C, D are functions of Ilxll and A. This is even more overdetermined: 
when x #- 0, all four of A, B, C, D must vanish simultaneously. Even for 
isolated values of A solutions do not occur generically; only if three additional 
parameters are added is a branch of solutions likely to occur. 

Unlike the complex case, we know of no natural context where this type of 
bifurcation problem arises, and no interpretation for the three additional 
parameters. 

Remarks 10A(b, c) suggest that when considering steady-state bifurcation, 
generically we should not expect bifurcating solutions to occur with maximal 
isotropy subgroups that are complex or quaternionic. Indeed this is the case 
and can be proved using either a theorem of Dancer [1980a] or the equivariant 
transversality theorem of Bierstone [1977b] and Field [1976]. However, we 
currently know no example of an absolutely irreducible action having a 
complex or quaternionic maximal isotropy subgroup. Hence we know of no 
nontrivial example where this remark may be applied. 

Indeed, on the available evidence it may in fact be the case that when r acts 
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absolutely irreducibly on V then generically there exist bifurcating solutions 
corresponding to every maximal isotropy subgroup 1:. As we discuss in (d) 
later, results of Smoller and Wasserman [1986J and Chow and Lauterbach 
[1986] show that this possibility does occur for gradient systems. We suspect, 
however, that for general systems of ODEs this assertion may not always be 
valid when dim Fix(1:) is even. 

(c) Submaximal Isotropy Subgroups 

By considering 0(3)-equivariant bifurcation problems on the space Vi of 
spherical harmonics, Chossat [1983J and Lauterbach [1986J have found cases 
where branches with submaximal isotropy subgroups occur generically. Field 
and Richardson [1987J give examples of finite reflection groups in which 
branches with submaximal isotropy occur generically. Chossat's example is 
as follows: 

Proposition 10.5. Let 0(3) act on V, where either I = 4 or I == 2 (mod 4), I =f 2. 
Let g be a generic 0(3)-equivaria/lt bifurcation problem. Then there exists a 
branch of solutions to g = 0 whose isotropy subgroup is D/. 

Remark. In this case ~ = D/ is submaximal (contained in 1: = 0(2) EB Z~) and 
dim Fix(M = 2, dim Fix(1:) = 1. 

PROOF. We sketch this: see Chossat [1983] for further details. Restrict g 
to Fix(~). Then Nr(~)/~ ~ Zz acts as -J on Fix(~), so gIFix(~) is Zz­
equivariant. The linear and quadratic terms of gIFix(~) can be computed 
explicitly in terms of Wigner symbols and are 

A[X] + [ql(X,Y)] (l0.3) 
y qz(x,y) 

where the linear term can be predicted from absolute irreducibility. There are 
at least two solutions, the trivial one and the one derived from 0(2) EB Z~ by 
the equivariant branching lemma. The explicit forms for q 1, qz show that there 
are four solutions. The two extra ones must have ~ as isotropy subgroup 
(and are interchanged by Nr(~». Since (to.3) is 2-determined, or by the implicit 
function theorem, higher order terms do not destroy these solutions. 0 

Lauterbach's approach uses topological index theory, which we have not 
discussed: see Krasnoselskii [1964]. It leads to the following example: 

Proposition 10.6. For a generic 0(3)-equivariant bifurcation problem on Vs, 
there exists a solution branch with the submaximal isotropy subgroup D~. 

PROOF. See Lauterbach [1986]. o 
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(d) The Variational Case 

In this subsection we mention three contexts in which generically every 
maximal isotropy subgroup leads to solutions. These are: 

(a) the bifurcation of steady states in gradient systems, 
(b) the bifurcation of periodic solutions for general systems of ODEs, 
(c) periodic solutions near equilibria of Hamiltonian systems. 

We begin with gradient systems. Let r be a Lie subgroup of O(n) and let 
f: IRn ~ IR be a r-invariant function. Let 9 = Vf, where V indicates the gradient 
with respect to the x variables. Then the system of ODEs 

dx 
at + g(x) = 0 

is an equivariant gradient system. (In particular, 9 is here r -equivariant; see 
Exercise 10.6.) 

Since we are interested in bifurcations, we may assume f vanishes to second 
order, whence Vfvanishes to first order. We shall prove the following result 
due to Michel [1972]: 

Proposition 10.7. Suppose that r is a compact Lie group and 9 is a bifurcation 
problem of the form 

g(x, A) = Vf(x) - Ax = 0 (l0.4) 

where f is r -invariant and vanishes to second order in x. Let L be a maximal 
isotropy subgroup of r. Then for A arbitrarily close to 0, (10.4) has at least two 
distinct solutions in Fix(L). 

PROOF. Note that 9 is r-equivariant. Let h = gIFix(L) x IR. Then h maps 
Fix(L) x IR into Fix(L). For fixed y "# 0 and arbitrary A, hey, A) = 0 if and only 
if Vf(y) = Ay, which holds if and only if Vf(y)..L S where S is the sphere 
Ilxll = Ilyll in Fix(L). But this is equivalent to flS: S ~ IR having a critical point 
at y. Since S is compact, flS has at least two critical points. 0 

Remarks 10.8. 
(a) Smoller and Wasserman [1986] use the Conley index to improve substan­
tially on Michel's result. They obtain generically the existence of solutions 
with maximal isotropy, to equations 9 = Vf = 0 where f(x, A) is a r-invariant 
function having a degenerate singularity at the origin. In particular, they do 
not assume that 9 has the restrictive form (10.4). Further, their method only 
requires g to be gradient-like. See also Chow and Lauterbach [1986]. 
(b) Smoller and Wasserman [1986a, b, 1987J consider steady-state bifurca­
tion in reaction-diffusion equations in the n-ball with both Dirichlet and 
Neumann boundary conditions. These equations have a gradient structure 
and are O(II)-invariant. When 11 = 3 the results of the last section and of their 
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general theorem couple to give the existence of a number of nontrivial steady 
states. For n > 3, Smoller and Wasserman prove the existence of a number of 
isotropy subgroups for irreducible actions of O(n) having one-dimensional 
fixed-point subspaces. 

Hopf bifurcation of periodic solutions provides a second example in which 
maximal isotropy subgroups always lead to the existence of solutions; see 
Fiedler [1987]. We discuss this context in more detail in Chapter XVI, though 
we there confine ourselves to presenting a Hopf bifurcation analogue of the 
equivariant branching lemma. 

Finally, the theory of periodic solutions of equivariant Hamiltonian systems 
near equilibria provides a third instance in which all maximal isotropy sub­
groups lead to solutions. See Montaldi, Roberts, and Stewart [1988]. 

EXERCISES 

10.1. Let ~ be a maximal isotropy subgroup of r with dim Fix(~) odd. Show that 
D = Nr(~)/~ has at most two elements. 

10.2. Prove Lemma 1O.2(c). (Hillt: If (j E N ~ ~ fixes an element x of Fix(~), then the 
isotropy subgroup ~x of x must be larger then ~). 

10.3. Let r act irreducibly on V and let Q c r be any subgroup. Let q; be the space 
of linear mappings on V that commute with r. (In XII, §3, we noted that q; is 
isomorphic to one of IR, C, or 1Hl. Prove that if q; ~ C then dim Fix(Q) == 0 (mod 2), 
and if q; ~ IHl then dim Fix(Q) == 0 (mod 4). (Hint: Show that Fix(Q) is invariant 
under q; and that the action of q; on Fix(Q) is fixed-poi nt-free, so Fix(Q) is a 
vector space over q;.) 

10.4. Let SU(2) act on IHl by left multiplication. Prove that the invariants are generated 
by the norm Ilxll, and the equivariants are generated by the maps IX, p, y, b where 
IX(X) = x, f3(x) = xi, y(x) = x}, b(x) = xk, that is, by IHl under right multiplication. 

10.5. Let r act irreducibly on V. Use Exercise 10.3 to show that if any subgroup 
Q of r has an odd-dimensional fixed-point subspace, then r acts absolutely 
irreducibly. 

10.6. Let r c O(n) be a Lie subgroup and let f: IR" --> IR be a r-invariant function. 
Show that g = Vf is r-equivariant. 

10.7. This exercise establishes a version of Hopf bifurcation for certain equivariant 
systems and prepares the way for a quaternionic analogue in Exercise 10.8. 

Let r act orthogonally on V and let f: V x IR --> V be r -equivariant. Consider 
the ODE x + f(x, ),) = O. Let ~ be a maximal isotropy subgroup of r with 
W = Fix(~). Assume that dim W = 2 and D = NdL)/L ~ S I. Assume that there 
is a bifurcation "on W," in the sense that dfi W is singular at (0,0). 
(a) Show that dfi W has either a double zero eigenvalue or a complex conjugate 

pair of eigenvalues ± wi (w #- 0). 
(b) Show that g = fl W is SI-equivariant and hence has the form g(z,),) = 

(p + iq)z where p = p(u, ),), q = q(u, ),), u = zz, and W is identified with IC. 
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(c) Show that for a steady-state branch we require p = q = 0, which generically 
does not occur. 

(d) Show that an SI-equivariant vector field has rotational symmetry. Thus if 
g(z,.1.) is tangent to the circle through z at one point, then it is tangent 
everywhere. Deduce that this circle is invariant under the dynamics, and 
hence that there is a periodic solution. 

(e) Show that the condition for tangency is Re(g(z,.1.)Z) = 0; that is, p(u,.1.) = 0. 
Apply the implicit function theorem to show that this has a solution provided 
P.(O, O) i' 0, and deduce the generic occurrence of a branch of periodic solu­
tions with isotropy ~. 

(f) Interpret the condition P.(O, 0) i' ° as the "eigenvalue crossing condition": 
the eigenvalues of dg cross the imaginary axis with nonzero speed as A passes 
through 0. 

10.8. This exercise establishes a quaternionic analogue of the results of Exercise 10.7, 
generalizing results of Cicogna and Gaeta [1987]. 

Assume the same hypotheses, except that that dim W = 4 and D ~ SU(2). 
(a) Show that at a bifurcation "on W" dfl W has either a quadruple zero eigen­

value or a double conjugate pair ± wi (w i' 0). 
(b) Show that 9 = fl W has the form g(z,.1.) = (p + iq + jr + ks)z (z E IHJ) where 

p, q, r, s are functions of zz and..1., the bar denoting quaternionic conjugation. 
(c) Show that for a steady-state branch we require p = q = r = s = 0, which 

generically does not occur. 
(d) By using the symmetry of an SU(2)-equivariant vector field, show that if 

g(z,.1.) is tangent to a 3-sphere S3 through z at one point, then it is tangent 
everywhere; hence S3 is invariant under the dynamics. 

(e) Show that the condition for tangency is Re(g(z, ..1.)Z) = 0; that is, p(u,..1.) = 0. 
Apply the implicit function theorem to show that this has a solution provided 
P.(O, 0) i' 0. (Again this is the "eigenvalue crossing condition.") 

(f) Show that the invariant 3-sphere S3 is fibered by invariant circles cor­
responding to periodic solutions of identical period. (This is the Hopf 
fibration- Heinz Hopf, not Eberhard.) Hence deduce the generic occurrence 
of a branch of invariant 3-spheres, Hopf-fibered by periodic solutions, with 
isotropy ~. 



CASE STUDY 4 

The Planar Benard Pro blern 

§O. Introduction 

This case study focuses on Rayleigh-Benard convection. The term convection 
refers to fluid motion caused by the interaction of temperature gradients with 
a gravitational field; motion occurs because hotter fluid is less dense and 
therefore tends to rise. In this case study we consider only carefully controlled 
laboratory experiments in which a horizontal layer of fluid is heated from 
below and the ensuing motion is observed. Of course, such experiments are 
intended to shed light on more dramatic geophysical occurrences of convec­
tion, such as in the atmosphere and in the interior of the earth (plate tectonics). 
See Koschmieder [1974], Schluter et al. [1965], Sattinger [1978]. 

In this section we (a) describe the experiments, (b) discuss how symmetry 
enters the problem, (c) show how to use Fourier analysis to obtain the group 
action, and (d) combine these ideas to obtain the appropriate symmetry in a 
suitably reduced model bifurcation problem. 

(a) Description of the Experiments 

A viscous fluid is contained in a rectangular box whose side walls are insulated 
and whose lower and upper faces are held at constant temperatures T, and 1'", 
respectively. Convection occurs if T, is sufficiently larger than 1'". In terms of 
the Rayleigh number 

R = k(T, - 7;,), (0.1) 

where the constant k is chosen to make R nondimensional, convection occurs 
when R exceeds the critical Rayleigh number Re. If R is only slightly greater 
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T=Tu 

Figure 0.1. Schematic representation of steady rolls. 

Figure 0.2. Schematic representation of steady hexagons. 

than Re , then convection ordinarily takes the form of steady rolls as indicated 
schematically in Figure 0.1. 

In this case study we focus exclusively on the bifurcation from the conduc­
tive state (no motion) to such steady convection. As R is further increased, a 
bewildering variety of other bifurcations occur. One of these, involving Hopf 
bifurcation, is discussed in Chapter XVIII, §6. 

In his original experiments, Benard observed a hexagonal convection pat­
tern (indicated schematically in Figure 0.2) rather than rolls. However, in 
his experiments the top surface of fluid was free, and subsequent analysis 
(Koschmieder [1974]) has shown that in his experiments surface tension had 
a larger effect than density variations. Most modern experiments are per­
formed in closed containers, so that they may be more carefully controlled. It 
is now understood both theoretically and experimentally, (see Koschmieder 
[1974]) that in a closed container with fixed temperatures at top and bot­
tom, rolls are generally the preferred motion. (We qualify this statement 
with "generally" since, because of various small effects such as temperature­
dependent viscosity, the hexagonal pattern may be preferred over a short 
range of Rayleigh numbers.) In analyzing this problem we choose a mathe­
matical framework in which it is possible to discuss the competition between 
roll and hexagonal patterns. 

The roll pattern of Figure 0.1 involves only a few rolls, but in this case study 
we are most interested in experiments involving many rolls. Since the rolls 
have approximately a square cross section, there will be many rolls if the 
container is much wider than it is high. Indeed, we consider a mathematical 
idealization of the experiment in which the fluid is unbounded in the horizon­
tal directions. Since an infinite container is invariant under translations, 
rotations, and reflections in the horizontal plane, symmetry plays a decisive 
role in the analysis of the model. Unfortunately the conclusions derived from 
such symmetry are only approximately applicable to any real experiment. It 
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is a central, but very difficult, problem to understand how to modify these 
symmetry predictions to include finite size effects, and we shall not address it 
here. However, see Case study 6, §3, where finite size effects are discussed in 
a simpler situation. 

(b) Symmetry in the Problem 

We consider a mathematical idealization of a convection experiment in which 
the fluid is confined to a region 

n = {(x,y,z): 0 < z < 1}. (0.2) 

This domain is invariant under Ez, the group of Euclidean motions of the 
plane, i.e., translations, rotations, and reflections. As we shall see later, the 
PDE governing the fluid motion commutes with Ez (acting on functions on 
n by the obvious composition). We are considering bifurcations from the 
conduction state in which there is no motion and the temperature depends 
only on z; the convective solutions that bifurcate from this state have lower 
symmetry. We explore the symmetry issues implicit in this bifurcation before 
studying details of the PDE. 

The domain n in (0.2) is not compact, leading to technical problems when 
one attempts to perform a Liapunov-Schmidt reduction. Specifically, the 
linearized equations have infinite-dimensional kernel for every value of R 
above a certain threshold. (Later we see this explicitly when discussing 
the PDE. The fact that irreducible representations of Ez may be infinite­
dimensional serves as a warning oflikely trouble.) The standard mathematical 
way of dealing with these difficulties calls upon the experimental fact that some 
observed flows seem to be spatially periodic. Thus one restricts attention by 
fiat to periodic solutions and in this way achieves a compact domain. This ap­
proach ignores the effect of other modes and leaves open several important 
questions. We adopt it with reluctance, but viable alternatives are as yet 
lacking. 

To explain this more fully in simple terms, it is convenient to restrict 
attention to scalar functions f: [Rz --. [R. Such functions can be obtained from 
a solution to the convection problem by (for example) restricting the vertical 
component of velocity to the midplane z = 1/2. Let el and ez be two linearly 
independent vectors in [R2, let 

!l' = {n!e! + nzez: 11; E Z} (0.3) 

be the lattice spanned by e1 and ez, and let Cy([RZ) be the space of smooth 
functions that are periodic with respect to !l', i.e., functions f such that 

f(x + e!) = f(x + ez) = f(x) 

When PDEs are posed on Cy([RZ), rather than CCXl([RZ), the symmetry proper­
ties of the problem are changed in that 
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(i) C~([R2) is not invariant under most rotations in E2, 
(ii) Translations belonging to 2' act trivially on C~([R2). 

Thus, given the restriction to periodic functions, the underlying symmetry 
group in the problem is modified from E2 to the semidirect sum 

L + T2 (0.4) 

where L is the subgroup of 0(2) that leaves 2' invariant and T2 is the quotient 
[R2/2'. 

Remark. The semidirect sum (or semidirect product) is defined as follows: 
Since L leaves 2' invariant, there is an action of L on the group T2 induced 
from its natural action on [R2. Specifically, if a ELand p' E T2 is the image of 
p E [R2 under the natural map [R2 --+ [R2/2' = T2, we define 

a· p' = (apr. 

The semi direct sum of Land T2 is the group denoted by L + T2 and defined 
to be the cartesian product L x T2 with the group operation 

(al,p~)(a2'p;) = (al a2,al · P; + p~). 

Then T2 is a normal subgroup with L as quotient group. Unlike the direct 
sum (or direct product) L is not a normal subgroup. In the same way, the 
Euclidean group E2 can be thought of as a semidirect sum 0(2) + [R2. 

Since later we study D6 + T2 in terms of a specific representation, with an 
explicitly stated action, we do not need this abstract description of its struc­
ture. However, it explains the notation used. 

As mentioned previously, the competition between roll and hexagonal 
patterns is of great interest. Therefore, in choosing a space of periodic func­
tions it is desirable that this space contain both types of pattern. Any choice 
of lattice permits rolls, since such functions depend on only one coordinate. 
We therefore choose a lattice with hexagonal symmetry, as follows: let 

e l = c(1, 0), e=c(~j3) 
2 2' 2 (0.5) 

where c is a unit of length to be chosen later. Then 2' is a hexagonal lattice, 
dual to that in Figure 0.3. For this lattice, the group Lin (0.4) is the dihedral 

• • • 
• • • • 

• .kl • • 
• • f • • 

• +-.......... • • 
• • .k2 • 

• • • • 
• • • 

Figure 0.3. Dual of hexagonal lattice .P. 
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group D 6 . In the next subsection we discuss the representations of 0 6 + T2 
using Fourier analysis. 

For other lattices, see Sattinger [1978] and Swift [1984a]. 

(c) Conclusions from Fourier Analysis 

Any function in C'p(1R2) can be expanded in a double Fourier series 

f(x,y) = L Cjei(j,k,+hk2)'(X,Y) 

jE ?2 

where kl' kl are basis vectors for the dual lattice to!£, namely 

k2 = :;c( f, -t)' 
If f is real-valued then in (0.6) 

(0.6) 

(0.7) 

(0.8) 

In a moment we shall discuss how the group 0 6 + T2 acts on the Fourier 
series (0.6). Before we do this, however, we discuss how a bifurcation problem 
would lead to an interest in (0.6). Suppose we want to solve a 0 6 + T2_ 
invariant PDE, which operates on functions in C.p(1R2). Suppose in addition 
that there is a trivial (06 + T 2-invariant) equilibrium existing independently 
of a parameter Ie. Finally, suppose that as ). is varied a steady-state bifurcation 
from the trivial solution occurs at )'0' Then 0 is an eigenvalue of the linear 
PDE (linearized about the trivial solution at A = Ao) and the associated space 
of eigenfunctions K is invariant under D6 + T2. Generically, we expect the 
action of 0 6 + T2 on K to be irreducible, by Proposition XIII, 3.2. The 
eigenfunctions in K can be written in double Fourier series (0.6), so we expect 
K to consist precisely of one of the irreducible representations that occur in 
the action of 0 6 + T2 on Fourier series (0.6). 

We claim that, aside from the trivial representation, the irreducible rep­
resentations of D6 + Tl that arise in this way are either six- or twelve­
dimensional. To verify this claim we temporarily work with complex-valued 
functions; this enables us to discuss the action of D6 + T2 on a single term 
in (0.6), say 

(0.9) 

Observe that any exponential (0.9) is mapped into a complex multiple of itself 
under the action of T2. Therefore (since the actions of T2 on distinct 
such exponentials are nonisomorphic), the 0 6 + T1-invariant subspaces are 
generated by such terms. On the other hand, the action ofD6 on (0.9) generates 
six linearly independent exponentials if j1k1 + j 1 k2 is invariant under one of 
the reflections in 0 6, and twelve exponentials if not. The spaces spanned by 
these exponentials yield six- or twelve-dimensional irreducible representations 
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Figure 0.4. Dual hexagonal lattice to !l' indicating irreducible representations. 

of 0 6 + T2. Formula (0.6) then shows that C~([R2) decomposes as a (topo­
logical) direct sum of such irreducible representations. In fact, all of these 
irreducible representations are distinct, though we shall not need this fact. 

There is a simple geometric way to enumerate the various irreducible repre­
sentations of 0 6 + T2 constructed in this way. Consider the dual lattice to 
fE, pictured in Figure 0.4. Each lattice point represents the corresponding 
exponential (invariant under T2). The group 0 6 acts as the symmetries of a 
hexagon. The innermost hexagon marked contains exactly six points and 
corresponds to the fundamental representation of 0 6 + T2, spanned by the 
corresponding exponentials. 

The next hexagon contains twelve lattice points which correspond to two 
six-dimensional irreducible representations. One, spanned by the six exponen­
tials corresponding to vertices, is similar to the fundamental representation. 
(More precisely, 0 6 acts on it in exactly the same way, but the action of p E T2 
in this new representation is obtained by the action of 2p in the fundamental 
representation.) The six midpoints correspond to a "new" six-dimensional 
representation. 

In the third hexagon, a twelve-dimensional irreducible representation ap­
pears for the first time, along with a p r-+ 3p rescaling of the fundamental 
representation. This analysis can easily be continued to larger hexagons. 

In this case study we focus on the fundamental irreducible six-dimensional 
representation of 0 6 + T2. There are three reasons. It occurs first in the 
hierarchy, it is the simplest representation to consider, and-most impor­
tantly-it is a representation that must occur in such bifurcation problems. 
When we constructed the preceding hexagonal lattice by choosing in (0.5) the 
generating vectors e j , e 2 , we left in this definition a scale factor c which appears 
also in the basis vectors for the dual lattice k j , k2 as in (0.7). As we shaH see 
in §I, it is possible to choose c so that the first eigenvalue (in ).) has the 
fundamental six-dimensional irreducible representation as its kernel. 

We now give an explicit presentation of this fundamental representation. 
The generating exponentials are 

(j = i, ... , 6) (0.10) 
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where k3 = -(kl + k 2 ) and kj + 3 = -kij = 1,2,3). The subspace of C~(1R2) 
spanned by (0.10) is 

(0.11 ) 

The conditions on the Zj arise from the restriction to real-valued functions. 
Because of these conditions, an element of (0.1 1) is specified by the first three 

coefficients Z I' Z2' and Z3; we may thus identify (0.11) with 1[3. The action of 
D6 on 1[3 is as follows: 

(a) The permutations D3 act on the coordinates (ZI,2 2 ,2 3 ), 

(b) (Z\,Z2,Z3)H("2\,Z2,z3)' and (0.12) 

(c) for any p E T2 the action of p on 1[3 is given by 
P . (z \ , 22' Z 3) = (e ik 1 . p 2 1 , e ik 2 . P Z 2 , e ik 3' P Z 3 ). 

(On the right-hand side we as usual think of p as a vector in 1R2 represent­
ing the corresponding element of T2 = [R2 / 2".) Alternatively, if we choose 
p such that k\ . p = sand k3 . P = t, then the action in (0.12c) may be rewritten 
as P'(ZI,Z2,Z3) = (eiSzl,e-i(s+t)22,eitz3)' For further details see Buzano and 
Golubitsky [1983]. For a partial study of the twelve-dimensional represen­
tations see Kirchgassner [1979]. 

(d) Symmetry in Rayleigh-Benard Convection 

The preceding discussion of the action of D6 + T2 on periodic scalar-valued 
functions of two variables conveys the essentials of the way symmetry acts in 
the convection problem in an infinite layer, but it is incomplete in one 
important detail. The domain n is invariant (in a sense to be described later), 
and the governing PDE equivariant, with respect to reflection through the 
midplane 

ZHI -z. (0.13) 

The precise definition of this symmetry involves changes of the dependent 
variables in the PDE; see (1.19). The transformation (0.13) commutes with 
D6 + T2. Thus the full group of symmetries of the PDE is 

(0.14) 

When Liapunov-Schmidt reduction is applied to the PDE, one obtains a 
bifurcation problem 

(0.15) 

commuting with r. The action ofD6 + T2 on 1[3 is that of (0. 12), and it turns 
out that the midplane reflection in Z2 acts as minus the identity: 
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(0.16) 

In §1 we shall derive the action of this reflection as part of an analysis of the 
PDE, and in §2 we study bifurcation problems 9 commuting with r. The 
analysis of the PDE may be omitted without loss of continuity. 

EXERCISES 

O.l. Verity that for any integers j" j2 

is invariant under translation bye, and e2' That is, 

f«x, y) + ed = f(x, y) = f«x, y) + e2)' 

0.2. Develop the representation theory of 

D4 + T2 

for bifurcation problems posed on the planar square lattice; see Swift [1984a]. 

§1. Discussion of the PDE 

We divide the discussion into two subsections. The first is an analytical treat­
ment of the Navier-Stokes equations for Rayleigh-Benard convection. The 
second continues the analysis of symmetries. 

(a) The Boussinesq Equations 

We consider Rayleigh-Benard convection via the Navier-Stokes equations 
in the Boussinesq approximation. This means that the fluid is treated as 
incompressible except for buoyancy; that is, warmer fluid expands, becoming 
lighter, and therefore experiences an upward force. The state of the fluid is 
characterized by a velocity field v(x, y, z, t) and a temperature T(x, y, z, t). The 
fluid is heated from below, so even in the absence of motion there is a tem­
perature gradient. Thus we write 

T(x, y, z, t) = - Rz + O(x, y, z, t) (1.1) 

where R is proportional to the Rayleigh number (0.1) and () measures the 
deviation of the temperature from the pure conduction state, - Rz. The 
nondimensionalized Boussinesq equations are 
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(a) ~{av + (V'V)v} = -Vp + 8g + L1v 
p at 

(b) divv = 0 

ao - + (v'V)8 = RV3 + L18. at (c) 
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(1.2) 

Here R is the Rayleigh number, P the Prandtl number (the dimensionless ratio 
of viscosity to thermal conductivity), p is the pressure, g a unit vector in the 
z-direction representing gravity, V3 the third component of v, and L1 the 
Laplace operator. 

Apart from the term 8g in (1.2a), equations (1.2a,b) are the Navier-Stokes 
equations for an incompressible fluid. The extra term 8g represents the buoy­
ancy force acting on warmer fluid. Similarly, apart from terms (v' V)O and RV3, 

(1.2c) is the heat equation. The other two terms represent convection effects; 
that is, the temperature in a given region of space may change because fluid 
at a different temperature is flowing into that region. Note that there are two 
such terms because the temperature (1.1) is the sum of two terms. 

Equations (1.2) hold on the domain (0.2). Boundary conditions must be 
imposed on the faces z = 0, 1. The most realistic boundary conditions for 
modeling the experiments with rigid, conducting boundaries are 

v = 0, 8 = 0 on z = 0, 1. (1.3) 

However, numerical computation is required to solve the equations with these 
boundary conditions. Therefore, in this case study we consider the simpler 
conditions 

OV j = oV2 = V3 = 0 
oz oz on z = 0,1, (l.4) 

which describe a sort of stress-free surface on top and bottom. The qualitative 
results are not affected by the change in boundary conditions. See Schluter, 
Lortz, and Busse [1965] or Chandrasekhar [1961] for a treatment of (1.3). 
These references also contain a careful derivation of the governing equations 
(1.2). 

Note that v = 0, 0 = 0 is an equilibrium solution of (1.2, 1.3). Since 8 
measures the deviation from the pure conduction state, this "trivial solution" 
is the pure conduction state itself. Bifurcation theory is used to find other 
equilibria. On deleting terms containing a time derivative from (1.2) we obtain 
the equation characterizing equilibrium solutions. We write this abstractly as 

Cl>(u, R) = 0 (1.5) 

where u = (v, 0) is a shorthand for the state vector of the system. We discuss 
the uniqueness question for (1.5) by considering its linearization. 

Deleting time derivatives in this way and linearizing (1.5) around the zero 
solution, we obtain the system 
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(a) Llv - Vp + 8g = 0 

(b) div v = 0 ( 1.6) 

(c) Ll8 + RV3 = O. 

This is a linear system of PDEs with constant coefficients on a domain which 
is invariant under translations in x and y. Thus we look for solutions of the 
form 

ei(kX+ly)!(Z). (1.7) 

Further, (1.7) is invariant under rotations in the (x, y)-plane. Thus there are 
solutions of the form (1.7) if and only if there are solutions of the form 

eik'x!(z) (1.8) 

where k' = J(k Z + [z), In the following analysis we omit the prime in (1.8). 
Note that (1.8) does not depend on y. Write out the components of (1.6), 

omitting all y-derivatives: 

(a) 
ap 

Llv i - - = 0 
ax 

(b) Llvz = 0 

(c) 
ap 

Llv3 - az + e = 0 (1.9) 

(d) MJ + RV3 = 0 

(e) av! aV3 _ 0 
ax + az - . 

Equation (1.9(b)), together with the boundary condition (1.4), implies that 
Vz is constant. By passing to a moving frame, if necessary, we may assume 
that v2 = O. To satisfy (1.9(e)) we express the velocity in terms of the stream 
function t/J: 

VI = at/Jjaz, 

Finally we eliminate the pressure by taking ajaz of (l.9(a)) minus ajax of 
(1.9(c)). This yields the system 

(a) Ll 2 t/J - a8jax = O. 

(b) Ll8 - Rat/Jjax = O. 
(1.10) 

We now substitute the form (1.8) of the solution into (1.10). More accurately, 
to avoid working with complex numbers we insert the phase relationship 
explicitly and look for a solution of (1.1 0) of the form 

t/J = t/J(z) sin kx, 8 = 8(z) cos kx. (1.11) 

We find that (1.11) satisfies (1.10) provided t/J, 8 satisfy the ODE 
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d 
where D = dz. 

k J[~J -0 D2 _ k 2 jj -

To satisfy (1.4) we must require that 

1/1 = d2 1/1ldz2 = {} = 0 for z = 0, 1. 
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(1.12) 

(1.13) 

The beauty of these boundary conditions is that the natural ansatz to sub­
stitute into (1.12), namely eO.z, automatically leads to functions that satisfy 
(1.13), provided A. is an integer multiple of n. By comparison, with (1.3) one 
must take linear combinations of several complex exponentials to satisfy the 
boundary conditions, and an explicit solution is no longer practical. 

We therefore look for solutions of (1.12) depending on z as sin nnz, n an 
integer. We find that there is a nonzero solution of this form if and only if 

~ -0 [
( _n2n2 - k2)2 k ] 

-Rk _n 2 n2 - k2 -

which implies that 

(n 2 n 2 + k2 )3 

R = k2 (1.14) 

Define Re(k) to be the right-hand side of (1.14) when n = 1, and note that 
R ;?: Re(k). (The subscript c is a mnemonic for critical.) The graph of this 
function is sketched in Figure 1.1. 

It is time to interpret our calculations. We are considering the possibility 
of bifurcation from the zero solution of an equation <I>(u, R) = o. We have 
shown that the linearization of the equation admits bounded exponential 
solutions if and only if 

R ;?: min Re(k) = R*. 
k 

( 1.15) 

In other words if R < R* then the linearization d<l> is invertible, at least on 

~----~------------k 
k* 

Figure 1.1. Graph of critical Rayleigh numbers as a function of wave number k. 



152 Case Study 4. The Planar Benard Problem 

any space amenable to Fourier analysis. This indicates that the zero solution 
is isolated for R < R*. In contrast, if (1.15) holds, the fact that kerd<l> is 
nonzero indicates that nontrivial solutions bifurcate from the zero solution. 
However, ker d<l> is nonzero for every value of R satisfying (1.15), and moreover 
the kernel is infinite-dimensional since it contains not only solutions with 
x-dependence e ikx as found previously, but also all the rotations of these as in 
(1.7). Lacking the technical hypotheses needed to apply Liapunov-Schmidt 
reduction, we cannot directly conclude that there are bifurcating solutions. 

As indicated in §1, we evade these difficulties by restricting attention to pe­
riodic solutions. More precisely, consider the lattice spanned by (0.5). Choose 
the length scale c = 4n/ j3k* where k* is such that Rc(k*) = R*. The (x, y)­
dependence of a function on n that is periodic with respect to the lattice may 
be expanded in a double Fourier series 

L C)z)eiUlkl + hk 2 )·(x,Y) 

jE22 

where the fundamental wave numbers for this grid are 

(\.16) 

Note that kl and k2 both have length k* and are inclined at 120°, as in Figure 
0.3. 

Given the restriction to periodic functions, there are only discrete values of 
R for which d<l> fails to be invertible, namely (in an obvious notation) 

U RcUlkl + j2 k2)' 
jE 22 

Moreover, Rc(k) depends only on Ikl 2 and min Rc(k) occurs for Ikl = k*. Thus 
d<D on the restricted space is invertible for R < R* = Rc(k*), is also invertible 
for R* < R < R* + 13 for some 13 > 0, while for R = R*, d<l> has a six­
dimensional kernel spanned by the six terms of (1.16) whose wave numbers 
have length k*. Thus for R close to R*, the spatially periodic steady solutions 
of (1.2, 1.4) correspond by Liapunov-Schmidt reduction to the solutions of a 
finite system of equations g(x, R) = 0, where 

g: [R6 x [R --> [R6. 

Observe that [R6 is isomorphic to the kernel of the linearized Boussinesq 
equations and in the preceding calculation may be parametrized by v3 , the 
vertical component of the velocity field. 

(b) Symmetry in the PDE 

We define the action of several transformations on solutions of (1.2) as follows. 
Let Y E 0(2) act on [R3 in the usual way on the horizontal (x, y)-coordinates 
and trivially on the vertical z-coordinate. Define its action on the POE by 
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Y'(V,O)(x) = (r'v,O)(yTx). (1.17) 

If P E [R2 let 

P'(v,O)(x) = (v,O)(x - (p,O)). (1.18) 

Finally define reflection It through the midplane z = 1 by 

W(v,O)(X 1 ,X2 ,X3) = ((V 1 ,V2 ,V3), - O)(X 1 ,X2 , 1 - X3)' (1.19) 

This is the action of the midplane reflection promised in §O( d); see (0.16). In 
order for this reflection to be a symmetry of the PDE we must also reflect the 
vertical component of the flow field V3 and the temperature deviation O. 
Applying (1.19) to functions in (0.11) yields the action on (:3 promised in (0.16). 

The equations (1.2) are equivariant with respect to these transforma­
tions. Thus (1.2, 1.4) has the symmetry group Ez EB Zz. As discussed in §O, 
the restriction to periodic functions cuts this down to the subgroup r = 
(D6 + TZ) EB Zz. The action of r on the six-dimensional kernel of the 
linearized equations at R = R* is as in (0.12), and fl acts as minus the identity 
(0.16). Synthesizing this information, we conclude that periodic solutions of 
(1.2, 1.4) for R near R* correspond, via Liapunov-Schmidt reduction, to 
solutions of a finite system of equations 

g: [R6 x [R --+ 1R6, 

which commutes with the action (0.12, 0.16) of (06 + TZ) EB Z2' 

§2. One-Dimensional Fixed-Point Subspaces 

In this section we show that the action of r = 0 6 + T2 has two one­
dimensional fixed-point subspaces (corresponding to rolls and hexagons) and 
the action of r EB Z2 (which includes the midplane reflection) has four one­
dimensional fixed-point subspaces (corresponding to rolls, hexagons, regular 
triangles, and patchwork quilt). Thus the addition of a single reflectional 
symmetry alters the types of solution that are expected to occur. We also 
discuss how the flows corresponding to these solutions may be visualized. 

Let IR = Z~ EEl SI be the subgroup generated by (ZI,ZZ,Z3)~(ZI,Z3,Z2)' 
(ZI,Z2,Z3)~ (=1' =2' =3) E D6 and (0, t) E T2, and let IH = 0 6, 

Lemma 2.1. 
(a) Fix(IR) = 1R{(i,O,O)}. 
(b) Fix(IH) = 1R{(1, 1, 1)}. 

PROOF. This is straightforward and is left to the reader. A more involved cal­
culation shows that isotropy subgroups of 0 6 + T2 having one-dimensional 
fixed-point subspaces are conjugate either to Z~ EB SI or to 0 6 , See Buzano 
and Golubitsky [1983], Theorem 4.4. 0 
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(a) (b) 

(e) (d) 

Figure 2.1. Symmetries of steady states in Benard convection, shown as graphs of the 
level surfaces of the vertical component of the corresponding eigenfunctions. (a) Rolls; 
(b) hexagons; (c) regular triangles; (d) patchwork quilt. 

The equivariant branching lemma implies that, generically, bifurcation 
problems with 0 6 + T2 symmetry on 1[;3 have branches of solutions with 
isotropy Z~ EB SI and 0 6 , From Figures 0.1 and 0.2 we can see that the 
symmetries of rolls and hexagons are Z~ EB SI and 0 6 , respectively. In par­
ticular, rolls are fixed by translations along the y-axis (SI), rotation of the 
(x,y)-piane by 1800 (21 ,22 ,23), and reflection across the y-axis (ZI,Z3,Z2)' 

Hexagons are clearly fixed by any symmetry in 0 6 , See Figure 2.1. 
Another way to "see" the symmetries of these solutions is to consider the 

eigenfunctions in the kernel of the linearized Boussinesq equations. Since these 
eigenfunctions are parametrized by the vertical component V3 of the velocity 
field, we may observe the symmetries of solutions by viewing V3' We do this 
by restricting V3 to the midplane (z = t) and indicating in gray the regions 
where V3 is pointing down, and in white the regions where V3 is pointing up. 
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See Figure 2.1. The information in this figure is obtained by using the eigen­
functions 

(a) e ik \ ·(x.),) 

(b) eik\'(x,y) + e ik2 '(x,)') + eik],(x,y). 
(2.1) 

Observe that another planform (or solution type) with D6 symmetry might 
also be pictured. The negative of (2.1 (b» corresponds to a hexagonal cell with 
downwelling at the center and upwelling on the boundary, Busse [1978] calls 
these two planforms I-hexagons «2.1 (b))) and g-hexagons ( - (2.1 (b»). Here 
I stands for "liquid" and 9 for "gas," and the corresponding behavior is typical 
for these kinds of fluid. 

We now turn our attention to Benard problems having the midplane 
reflection. Letl~ be generated by IR and (ZI' Z2' Z3) H (z l' Z2' Z3), the midplane 
reflection composed with (n,O) E T2. Let IT be the group generated by D3 (the 
permutations on (ZI ,Z2,Z3)), and (ZI' Z2, Z3)H (-21, -22, -23) (the midplane 
reflection composed with conjugation). Let Ip be the eight-element group 
generated by (z l' Z2, Z3) H (21,22,23), (Z2, Z 1> Z3), (z l' Z 2, - Z 3)' (The last gener­
ator is just the midplane reflection composed with translation (n,O) through 
half a period in T2.) 

Lemma 2.2. 
(a) Fix(l~) = tR{(l,0, O)}. 
(b) Fix(lH) = tR{(I, I, l)}. 
(c) Fix(lT) = tR{(i,i,i)}. 
(d) Fix(lp) = tR{(l, 1,0)}. 

PROOF. As with Lemma 2.1, the proof is straightforward and is left to the 
reader. A more involved calculation shows that isotropy subgroups of rEEl Z2 
with one-dimensional fixed-point subspaces are conjugate to precisely one of 
I~, IH , IT' or Ip. See Golubitsky, Swift, and Knobloch [1984]. 0 

Thus, when the midplane reflection is an admissible symmetry, the equiv­
ariant branching lemma implies that generically there will be four branches 
of solutions. 

To end this section we picture the solutions appearing in the Boussinesq 
equations in consequence of Lemma 2.2. The pictures of rolls (l~) and hexa­
gons (l H) are the same as in Figure 2.1; however, two comments are in order. 
First, in this case rolls are invariant under midplane reflection coupled with 
translation by half a period in the x-direction. This symmetry implies that the 
circulation of rolls in the upper half-space must be identical to the circulation 
in the lower half-space, except for orientation. Second, the midplane reflection 
implies that if hexagons with upwelling at the center occur as solutions, then 
necessarily, for the same parameter values, hexagons with downwelling must 
also occur. 
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Regular triangles (IT) and patchwork quilt (Ip) are also pictured in Figure 
2.1. 

§3. Bifurcation Diagrams and Asymptotic Stability 

We first consider the Benard problem without the midplane reflection. Ob­
serve that the quadratic mapping 

(3.1) 

is 0 6 + T2-equivariant. It follows from Theorem XIII, 4.3 (and Remarks XIII, 
4.S(a» that generically solutions found using Lemma 2.1 (namely rolls and 
hexagons) must be unstable. Therefore, in order to find asymptotically stable 
solutions using local techniques, one must study degenerate bifurcation prob­
lems-those whose second order terms vanish. We shall not launch into 
such a study here; indeed, the details are quite complicated. We remark that 
Busse [1962, 1978], using direct calculations based on specific forms of the 
Boussinesq equations, made substantial progress in this study. Sattinger 
[1978] put Busse's work into a group-theoretic framework. See also Dancer 
[1980a]. Finally, Buzano and Golubitsky [1983], using the equivariant sin­
gularity theory techniques that will be developed in the next two chapters, 
classified the least degenerate of these singularities. 

When the midplane reflection (z 1, Z2' Z3) H ( -Z 1, - Z2' - Z3) is present, the 
bifurcation equations on 1[2 must be odd, and the preceding argument does 
not preclude the existence of asymptotically stable solutions. Indeed, we shall 
show that all solutions obtained previously, except patchwork quilt, can in 
principle be stable. To demonstrate this we must determine explicitly the 
r EB Z2-equivariants and use the techniques of XIII, §4, to determine the 
asymptotic stability of each branch of solutions. Our discussion follows 
Golubitsky, Swift, and Knobloch [1984]. 

First we describe the 0 6 + T2-invariants and equivariants. Let uj = ZjZj 

(j = 1,2,3) and consider the elementary symmetric polynomials in uj : 

(a) 0'1 = U 1 + U2 + U3 

(b) 0'2 = U 1 U2 + U 1U 3 + U2 U 3 (3.2) 

Theorem 3.1. 
(a) Every 0 6 + T 2-invariant smooth jimction is a smooth function of 0'1,0'2' 

0'3' and q. 
(b) The module of 0 6 + T 2-equivariant mappings is freely generated over 
0"(06 + T2) by 
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(3.3) 

We call these generators Xl' X 2, X 3 , YI , Y2, Y3 , respectively. 

PROOF. It is straightforward to show that the functions defined here are indeed 
D6 + T2-invariant and -equivariant. A more lengthy, though not particularly 
more difficult, calculation is needed to show that we have a complete set of 
generators. See Buzano and Golubitsky [1983], Propositions 2.1 and 3.1. D 

The results for r EB Z2 (where r = D6 + T2) now follow directly. We have 
the following: 

Corollary 3.2. 
(a) Every r EEl Z2-invariant smooth function is a smooth function of (J 1> (J 2' (J 3, 

and Q = q2. 
(b) Every smooth rEB Z2-equivariant mapping has the form 

g = llX I + l2X2 + l3 X 3 + mlqYI + mlqY1 + 1n3qY3 (3.4) 

where Ij' mj are r EEl Z2-invariant smooth functions. 

Using the notation of (3.4) we Jist in Table 3.1 the direction of branching 
and the stability of each of the four primary branches of solutions. The 
direction of branching is easily determined. First compute (3.4) restricted to 
each of the fixed-point subspaces listed in Lemma 2.2 (see Table 3.2) and then 
compute the lowest order terms in these restricted equations to obtain column 
two of Table 3.1. 

Table 3.1. Direction of Branching and Dominant Terms for 
Eigenvalues of dg. (Note that all functions and derivatives 
are to be evaluated at the origin.) 

Isotropy Branching Equation Signs of Eigenvalues of dg 

]' A= (fLa, + 12 ) 2 
fLa , + 12, -12(4) R 1 a + ... 

1.A 

IT A= (31 1 •a , + 12) 2 
12 (2), 31 1 •a , + 12, ml I a + ... 

I.), 

Ip ), = 
(21 1•a , + 12) 2 

-12 (2),12 , 21 1•a , + 12 a + .. , 
[I,A 

IH A= (31 1•a , + (2) 2 
12(2), 31La, + 12, -ml 1 a + .. , 

1.), 
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Table 3.2. Branching Data 

Isotropy Fix(~) InvariantslFix(~) glFix(~) x IR 

l~ (a, 0, 0) 0'1 = a2; 

0'2 = 0'3 = q = 0 
IT ira, a, a) 0'1 = 3a2, O'z = 3a4, 

0'3 = a6; q=O 
Ip (a, a, 0) 0'1 = 2a2, 0'2 = a4; 

0'3 = q = 0 
IH (a, a, a) 0'1 = 3a2, 0'2 = 3a4, II + a2 lz + a4 13 

0'3 = a6, q = 2a 3 + 2a4(ml + aZm2 + a4m3) = 0 

~~: 
(0) IT 

Ip 

(b) 

Figure 3.1. Bifurcation diagrams for (3.4) with lu(O) < O. 

Recall that we write our systems of ODEs as i + g(z,,.1.) = 0; thus positive 
eigenvalues indicate stability. We assume that the "trivial" pure conduction 
solution (z = 0) is stable when ,.1.<0; that is, 11.;.(0) < O. We now indicate 
which nontrivial solutions can be stable. Note that as long as 12(0) i= 0, 
patchwork quilt is unstable. 

In orderfor rolls to be stable, we must have 12 (0) < 0 and 11.<71 (0) + 12 (0) > O. 
It follows that hexagons and regular triangles are unstable and that all 
branches are supercritical. See Figure 3.1 (a). 

In order for hexagons or regular triangles to be stable we need both 12 (0) > 0 
and 311.<7,(0) + 12(0) > O. Which of the two solutions is stable depends on the 
sign of the fifth order term m1 (0). In these cases rolls are unstable and all 
solution branches are supercritical. See Figure 3.1(b). 

We summarize these results. Suppose that the trivial solution is stable when 
A < O. Then, for any nontrivial branch to be stable, all branches must be 
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supercritical, and then precisely one of rolls, hexagons, or regular triangles is 
stable. A third order term 12 (0) determines whether rolls are stable. If they are 
not, then a fifth order term m1 (0) determines which of hexagons or regular 
triangles is stable. Supercriticality is determined at third order by 11.11,(0) and 
12(0). 

The remainder of this case study is devoted to verifying the asymptotic 
stability data in Table 3.1, by a complicated calculation that uses the tech­
niques of XIII, §4. For each isotropy subgroup L there are four steps: 

(a) Determine the restrictions placed on dg by L-equivariance, 
(b) Find the vectors in ker dg forced by the action of r /L, 
(c) Compute the eigenvalues of dg directly from the coordinate functions of g, 
(d) Compute the lowest order (nonzero) term for each of these eigenvalues. 

We derive the results by direct calculation. A more elegant approach to (a) 
is given in the Exercises. 

We begin by setting up the six real coordinates 

(3.5) 

where Zj = Xj + iYj. Table 3.3 lists the forms of 6 x 6 matrices that commute 

Table 3.3. Forms of Commuting 
Matrices 

Isotropy Form of Matrices 

l' R a 0 0 

0 b 0 0 

0 0 b 

c 0 0 

0 0 b 0 

0 0 b 

a b b 

b a b 0 
b b a 

c d d 
0 d c d 

d d c 

a b 0 

b a 0 0 

0 0 c 

d e 0 

0 e d 0 
0 0 f 
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with the four isotropy subgroups and answers part (a). We describe the 
calculations needed for I~, the other cases being similar. 

The group I~ is generated by 

(a) c(z) = (=1, =z, =3) 

(b) O'(z)=(z1,ZZ,-Z3) (3.6) 

(t E \R). 

The matrix form for c(z) in the (x, y)-coordinates of (3.5) is J = [~ ~I]' and 
any matrix that commutes with J has the block form [~ n The matrix form 
of o'(z) is K = [~ z.] where 

o 
~]. 

-1 o 
Commuting with K implies that each of A and B has the form 

[~ 
f3 n b 
0 

Finally, the matrix form for t(z) is 

1 0 0 0 0 0 
0 c 0 0 s 0 
0 0 c 0 0 -s 

0 0 0 0 0 
0 -s 0 0 c 0 
0 0 s 0 0 c 

where c = cos t and s = sin t. Commutativity with t(z) yields the form of dg 
for rolls stated in Table 3.3. 

To complete part (b) of the calculation we recall that r/L forces certain 
eigenvalues of dg to be zero. More precisely, we obtain vectors in the kernel 
of dg by differentiating along r. In our case the connected component of the 
identity of r is TZ, generated by (s,O) and (0, t). The possible eigenvectors are 
then 

(a)~(s'0)'(Zl>ZZ'Z3)1 = (iZ1, -izz,O) 
ds S~O 

(b) dd (0, t)· (Z1, Z2, Z3)1 = (0, - izz, iZ3)' 
t t~O 

(3.7) 

If we now restrict (3.7) to the various fixed-point subspaces we obtain eigen­
vectors for dg with eigenvalues O. These eigenvectors and the restrictions they 
impose on dg are listed in Table 3.4. 
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Table 3.4. Null Vectors and Their Implications 

Isotropy Null Vectors Form of Matrices 

[' R 0 a 0 0 

0 0 b 0 0 

0 0 0 b 

0 0 0 

0 0 0 b 0 

L O L 0 0 b 

IH 0 0 a b b 

0 0 b a b 0 

0 0 b b a 

1 0 c c c 

-1 1 0 c c c 

0 -1 c c C 

IT -1 0 a a a 

1 1 a a a 0 

0 -1 a a a 

0 0 b c c 

0 0 0 c b c 

0 0 c c b 

Ip 0 0 a b 0 
0 0 b a 0 0 
0 0 0 0 c 

1 0 0 0 0 

-1 1 0 0 0 0 

0 0 0 0 d 

The eigenvalues of dg can now be read directly from the matrix forms in 
Table 3.4 and are recorded in Table 3.5. If we write 9 = (g1,g2,g3,g4,g5,g6) 
in the coordinates (x, y), then we can determine the eigenvalues directly from 
certain partial derivatives of the gj' This information is also included in Table 
3.5. 

Part (c) of the calculation involves finding the required partial derivatives 
of 9 along the four branches of solutions, using the explicit form of 9 given in 
(3.4). The last step in computing the eigenvalues of dg is to write down the 
leading terms of the expressions obtained in part (c). These results are sum­
marized in third column of Table 3.1. 

As an example we give the explicit computation of one of these eigenvalues: 
the coefficient a = ogt/ox1 along the branch of ralls. By (3.4), 
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Table 3.5. 

Isotropy Eigenvalues Coefficients 

J' R a, b(4), 0 a = i3g(/i3x( b = i3g2/i3X 2 

IH a + 2b, a - b(2), 3c, 0(2) a = i3g(/i3x( b = i3g2/i3x( 
C = i3g4/i3y( 

IT 3a, b + 2c, b - c(2), 0(2) a = ogdox( b = Og4/0Y( 
C = Og4/0Y2 

Ip a + b, a - b, c, d, 0(2) a = ogdox( b = Og2/0X( 
C = Og3/0X3 d = i3g6 /i3Y3 

gl = (/1 + u112 + Ui 13)X1 + q(ml + m2u1 + m3ui)(x2X3 - Y2Y3) (3.8) 

where q = Z1Z2Z3 + =1=2=3' Along the branch of rolls, Z2 = Z3 = O. Thus 
oq/ox1 = q = O. Moreover along the branch of rolls 11 + 14112 + ufl3 = 0 
where, in the notation of Table 3.2, 141 = a2. From (3.8) 

(3.9) 

Now til == ZI=1 = xi + yi, a2 = a3 = q = oa2/ox 1 = oa3/oxl = iJq/ox 1 = 0, 
a1 = xi, and iJa1/iJx 1 = 2x 1 , along rolls. By (3.9) 

OgdiJXl = x 1[11,,,,2x 1 + 2x112 + XiI2.",2x1 + 4x~13 + 2xiI3.,,'] 

= 2xi[11 .", + 12 + xiI2'''1 + 2xil3 + X'it3.,,']. (3.10) 

To lowest order O(xi), the expression in (3.10) is 2[11'''1(0) + i2 (0)], which, up 
to the positive factor 2, is the first entry in Table 3.1. The remaining calcula­
tions are similar. 

EXERCISES 

The computation of the eigenvalues in Table 3.5 has just been sketched by using direct 
"brute force" calculation. In the following exercises we ask the reader to rederive 
those entries using more abstract notions of representation theory such as isotypic 
decomposition. 

3.1. Verify that the isotypic decompositions for the four maximal isotropy subgroups 
~ of D6 + T2 are as follows: In each case Wo = Fix(~). It may be useful to recall 
Exercise XII, 1.6. 
(a) Rolls: 

(i) 1[3 = Wo EB W1 EB W2 where 

Wo = 1R{(1,0,0)} 

WI = 1R{(i,O,O)} 

W2 = {(0,Z2,Z3)}' 
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(ii) Show that I~ acts absolutely irreducibly on W2 • 

(b) Hexagons: 

(i) 1[:2 = Wo EEl WI EEl W2 EEl W3 where 

Wo = 1R{(1,1,1)} 

WI = IR {(i, i, i)} 

W2 = 1R{(I, -1,0),(0, I, -I)} 

W3 = IR {(i, - i, 0), (0, i, - i)}. 

(ii) Show that IH acts absolutely irreducibly on W2 and W3 • 
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(c) Regular Triangles: After interchanging Wo and WI the isotypic decomposition 
for regular triangles is identical to that of hexagons in (b). 

(d) Patchwork Quilt: 

(i) 1[:3 = Wo EEl WI EEl W2 EEl W3 EEl W4 EEl W5 where 

Wo = IR{(I, I,O)} 

WI = IR{(I, -I,O)} 

W2 = IR{(O,O, I)} 

W3 = 1R{(i,i,O)} 

W4 = 1R{(i, -i,O)} 

W5 = 1R{(O,O,i)}. 

3.2. Use Theorem XII, 2.5: the isotypic decompositions listed in Exercise 3.1, and the 
null vectors found in (3.8) to rederive the data of Table 3.5. 



CHAPTER XIV 

Equivariant Normal Forms 

§O. Introduction 

From the geometry of equivariant bifurcation problems we move on to their 
algebra, that is, to singularity theory. Our aim in the next two chapters is to 
develop f -equivariant generalizations of the ideas introduced in Chapters II 
and III. In particular, in this chapter we develop machinery to solve the 
recognition problem for f-equivariant bifurcation problems. In the next 
chapter we adapt unfolding theory to the equivariant setting. We also give 
proofs of the main theorems. When specialized to r = ~ these will provide the 
promised proof of the Unfolding Theorem III, 2.3. 

The idea throughout is to follow the same line of attack as in the non­
equivariant case, but to impose suitable symmetry conditions on the various 
mappings constructed in the proofs. Often these symmetry conditions hold 
automatically, but occasionally we must average over r. 

In §1 we introduce the idea of r-equivalence and in particular define the 
r-equivariant restricted tangent space RT(h, r) ofa r-equivariant bifurcation 
problem hE S(r). We motivate this definition by considering a one-parameter 
family of r-equivalences, just as Chapter II motivated the definition of RT(g). 
The main result, Theorem 1.3, is a "tangent space constant" result generalizing 
Theorem II, 2.2. It states that if RT(h + tp, r) = RT(h, r) for all t E [0,1] then 
h is r-equivalent to h + tp, and in particular to h + p. We also study the 
algebraic structure of R T(h, r), first showing that it is a finitely generated 
module over S(r) and then listing generators. 

In §2 we prove Theorem 1.3. This is an extended exercise in "putting in 
the symmetry conditions" and a prototype for several later proofs of deeper 
results. 

In §3 we compute the restricted tangent spaces of general r -equivariant 
bifurcation problems h in five important cases, namely, r = ~, Z2, Z2 EB Z2, 
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0(2), and Dn (n ~ 3). The results are summarized in Table 3.1 for later use. 
Although detailed computations are given to illustrate the methods, the reader 
may omit these if so desired. 

§4 shows how the machinery developed so far makes it possible to solve 
certain recognition problems in the equivariant case, that is, to characterize 
a class of bifurcation problems up to equivalence in terms of conditions on 
coefficients of the Taylor series. The first examples are the "hilltop" bifurcations 
on [R2 

(x2 - y2 + A,2xy) 

(x 2 + eA, y2 + bA) 

where r = ~. The calculations complete the proof of Theorem IX, 2.1. The 
second example is when r = Z2 EB Z2' and it leads to a normal form for non­
degenerate problems with this symmetry, completing the proof of Proposition 
X, 2.3. The third is r = D 3 , the symmetry group of an equilateral triangle. 

In §5 we discuss the preservation-or nonpreservation-of linearized sta­
bility by r -equivalence. Linearized stability is not, in general, an invariant of 
r-equivalence, but in special cases it is. The main result is as follows: Let r 
be a compact Lie group acting on V, let g(x, A) be a r-equivariant bifurcation 
problem and suppose that 1: is an isotropy subgroup of r. Suppose that 
(xo, )'0) is a solution to g in Fix(1:). Assume that when V is decomposed into 
irreducible subspaces for 1:, 

V = VI EB ... EB v", 
all T-j are distinct (nonisomorphic) and absolutely irreducible. Then the lin­
earized stability of (xo, Ao) is preserved by r-equivalence. 

§6 is a generalization to the equivariant setting of some results of Chapter II 
on intrinsic submodules and intrinsic ideals. These ideas are used in §7 to 
characterize higher order terms in equivariant bifurcation problems (mean­
ing those terms that can be deleted without affecting the problem up to r­
equivalence). The main theorems are due to Gaffney [1986], based on work 
of Bruce, du Plessis, and Wall [1987]. We do not give complete proofs since 
these involve additional algebraic machinery, but we prove a weaker theorem 
as motivation. The results are used in later chapters to simplify the classifica­
tion and analysis of equivariant bifurcation problems for various groups, for 
example D 4 • 

§1. The Recognition Problem 

We recall from Chapter XIII that a steady-state bifurcation problem with 
symmetry group ris a r-equivariant germ g E C: ... (r) such that g(O, 0) = 0 and 
(dg)o.o = O. In this section we define when two such bifurcation problems are 
r-equivalent and give a sufficient condition for r -equivalence in Theorem 1.3. 
This result parallels Theorem II, 2.2, which was basic to the solution of the 
recognition problem for bifurcation problems in one state variable. 
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The central idea in this "determinacy" result is the construction of the 
(formal) tangent space to g under (strong) r -equivalence. Roughly speaking, 
Theorem 1.3 states that if this tangent space remains constant when g is 
perturbed, then g and its perturbation are r -equivalent. The proof of Theorem 
1.3 is given in §2. 

We divide this section into four subsections: 

(a) The definition of r-equivalence; 
(b) The formulation ofthe restricted tangent space RT(g, r) and the statement 

of the main result, Theorem 1.3; 
(c) The algebraic structure of RT(g, r); 
(d) Some remarks on r-equivalences. 

(a) r-Equivalence 

Let r be a (compact) Lie group acting on a vector space V. Let Sf'r(V) be the 
vector space of all linear mappings on V that commute with r. (Recall from 
XII, §3, that when V is irreducible, Sf'r( V) is either 1-, 2-, or 4-dimensional over 
IR and is isomorphic as an algebra to one of IR, C, and IHI.) We define Sf'r(V)O 
to be the connected component of Sf'r(V) n GL(V) containing the identity. 
F or example, ifr acts absolutely irreducibly on V, then Sf'r(V) consists of scalar 
multiples of the identity I, and 

Sf'r(V)O = {cI: c > a}. 

Definition 1.1. Let g, hE C:.).(r) be bifurcation problems with symmetry group 
r. Then g and hare r-equivalent if there exists an invertible change of coor­
dinates (x, A) 1--+ (X(x, A), A (A)) and a matrix-valued germ S(x, A) such that 

where 

and for all Y E r 

g(x, A) = S(x, A)h(X(x, A), A(A)) 

X(O, 0) = 0, 

A(O) = 0, N(O) > ° 
(a) X(yx, A) = yX(x, A), 

(b) S(yx, A,)y = yS(x, A), 

(c) S(O, 0), (dX)o.o E Sf'r(V)o. 

We call g and h strongly r-equivalent if A(A) == A. 
Note that (1.2(a)) can be rephrased as X E s.: ... (r). 

Remarks 1.2. 

(1.1) 

(1.2) 

(a) When r = ~ and x E IR, then Definition 1.1 reduces to the notion of 
equivalence used in Volume I for bifurcation problems in one state variable. 
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In particular (1.2(c)) states that Sea, 0) > ° and (oX /ox)(O, 0) > 0, and (1.2(a, b)) 
are trivially true. 
(b) When r = Z2 and V = IR then the definition of equivalence given in 
Definition 1.1 coincides with that of Z2-equivalence given in VI, Defini­
tion 2.5. Similarly, when r = Z2 EB Z2 and V = 1R2, it coincides with that of 
Z2 EB Zrequivalence given in X, §2. In particular, in this case SfZ2EiJZ2(1R2)O 
consists of 2 x 2 diagonal matrices whose diagonal entries are both positive. 
Thus (1.2(c)) is an abstract way of stating (X, 2.7). 
(c) When r = ~ and V = IR", n > 1, then the definition of equivalence given 
in Definition 1.1 differs slightly from that in IX, Definition 1.2. Here Sf~ (IR")O = 

GL(n)O, the connected component of the identity in GL(n). Thus (1.2) may be 
reformulated as det S(O, 0) > ° and det(dX)o, ° > 0. In Chapter IX we required 
only that these determinants be nonzero. This minor change will cause no 
problems. 

We now comment on the equivariance conditions (1.2). The following is a 
necessary condition to require of any notion of r -equivalence: if II on the 
right-hand side of (1.1) is r-equivariant, then so is 9 on the left-hand side. 
Conditions (1.2(a, b)) are sufficient to guarantee this (and moreover, are natu­
ral). We ask the reader to verify this in Exercise 1.1. 

One of the most important interpretations of the equation g(x, A) = ° is that 
it determines the steady states of the system of ODEs dx/dt + g(x, A) = 0. In 
this situation it is useful to tell when a given steady state is or is not asymp­
totically stable, and we wish to do this in terms of a normal form for 9 under 
r-equivalence. In other words, we want r-equivalence to preserve asymptotic 
stability of solutions. In general, this seems not to be possible; however, when 
it is possible, we need an extra condition, namely (1.2(c)). This is why we 
include (1.2(c)), instead of the simpler condition det S > 0, det dx > 0, in 
Definition 1.1. When r = ~ and dim V > ° then asymptotic stability is not 
preserved even with this extra assumption, which is why it was not included 
in Definition IX, 1.2. We say more about asymptotic stability in §5. 

(b) The Equivariant Restricted Tangent Space 

Our next task is to derive the infinitesimal version of (1.1). We define the 
r -equivariant restricted tangent space of 9 to be 

RT(g,r) = {So 9 + (dg)X: S(x, A) satisfies (1.2(b)), 
X satisfies (1.2a), and X(O, 0) = O}. (1.3) 

The motivation for this definition is the same as that for the restricted tan­
gent space in II, §2. Consider a one-parameter family of strong r -equivalences 
of g, namely 

g(x, }o, t) = Sex, A, t)g(X (x, A, t), A) (1.4) 

where S(x,}o,O) = I, X(O,O,t) == 0, and X(x,}o,O) = X. Differentiate (1.4) with 
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respect to t and set t = 0 to obtain 

g(X,A,O) = S(X,A,O)g(X,A) + (dg)x.;.X(x,A,O). (1.5) 

Since X(x, )., t) and Sex, A, t) satisfy (1.2(a)) and (1.2(b)), respectively, it follows 
that X(x, A, 0) and Sex, A, 0) also satisfy (1.2(a, b». Moreover, since we demand 
in Definition 1.1 that X vanish at the origin, it follows that X(O, 0, t) == 0. By 
abuse of notation we set Sex, A) = S(x, A, 0) and X(x, A) = X(x, A, 0) to arrive 
at (1.3). 

We can now state the basic result of this chapter. Its similarity to Theorem 
II, 2.2, should be unmistakable. 

Theorem 1.3. Let r be a compact Lie group acting on V. Let h E ~,;.(r) be a 
r -equivariant bifurcation problem and let p be any germ in~, ;.(r). Suppose that 

RT(h + tp, r) = RT(h, r) (1.6) 

for all t E [0, 1]. Then h + tp is strongly r-equivalent to h for all t E [0, 1]. 

Remarks. 
(a) We think of h + tp as a family of perturbations of h, indexed by t. In this 
sense, p is a perturbation of h. 
(b) Theorems II, 2.2, and VI, 2.7, are special cases of the preceding result, when 
V = IR and r = ~,Z2' respectively. 

The proof of Theorem 1.3 is given later in §2. 

(c) The Algebraic Structure of R T(h, r) 

We begin the discussion by introducing some notation. Define 

.il:.;.(r) = {g E ~,;.(r): g(O, 0) = OJ. (1.7) 

That is, ~Il:,,;.(r) consists of r-equivariant mappings that vanish at the origin. 
(For many group actions g(O,O) is forced to vanish at zero whenever 9 E 

~,.«(r), in which case o4't:,;.(r) = ~.l(r). By Proposition XIII, 2.2, this occurs 
precisely when the fixed-point subspace Fix(r) = {O}.) We claim that o,Il:,,),(r) 
is always finitely generated as a module over tS'x.;.(r). This follows since~, ;.(r) 
is finitely generated; see Exercise 1.2. As standard notation, let 

(1.8) 

be a set of generators for the module JIl:,,;.(r) over the ring tS'x,;.(r). 
Our discussion of the algebraic structure of R T(h, r) requires a second 

module, the module of equivariant matrix germs S(x, A). More precisely, 
following (l.2(b», define 

J:,l(r) = {n x n matrix germs Sex, A): S(yx, A)y = yS(x, A)}. (1.9) 
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We claim that g:.A(f) is a finitely generated module over 6"x,;Jf). It is easy to 
check that the matrix 

f(x, )")S(x, )") 

satisfies (1.2(b)) whenever f E 6"X,A(r) and S E J";,)Jn. Thus fS E g:,).(f), so 
g:,A(r) is a module. The proof that g:,A(r) is finitely generated is outlined in 
Exercise 1.3. We denote a set of generators for the module g:,A(f) by 

(1.1 0) 

We now describe the algebraic structure of RT(h, r). 

Proposition 1.4. Let f be a compact Lie group acting on V and let h E J:::jr). 
Then R T(h, r) is a finitely generated submodule of J:::, A (1) over the ring 6"x, A (n. 
Moreover, R T(h, r) is generated by 

Sl h, ... , Sth; (dh)(X 1)' ... , (dh)(Xs) (1.11) 

where Sl" .. , St generate g:.A(f) and Xl,···, Xs generate <It:.A(f). 

PROOF. Recall that the Jacobian matrix dh satisfies the symmetry constraint 
(1.2(b». More precisely, since h(YX.A) = "yh(xJ) the chain rule implies that 

(dh)YX,AY = y(dh)x.A (1.12) 

which is (1.2(b». By (1.3) a typical element of RT(h, f) has the form 

Sh+(dh)X (1.13) 

where S E g:,A(f) and X E vU:.A(f). We noted previously (see also Exercise 
1.1) that Sh E ~,)Jr). By (1.12), (dh)Xis also f-equivariant. Thus RT(h, n c 

JD.:,;. (f). 
To show that RT(h, r) is a submodule, mUltiply (1.13) by f E 8x .;.(f) to 

obtain 

(fS)h + (dh)(f X). (1.14) 

(Since (dh)x,;. is linear for each (x, A), and f takes values in IR, we have 
f(dh)X = (dh)(f X).) Since .4':t:,;.(f) and g:,;.(f) are modules, (1.14) implies that 
RT(h, n is a submodule of ~,;.(f). 

Finally, note that S and X in (1.13) may be written as linear combinations 
over 8x.;.(f) of the Sj and X j , respectively, so that RT(h. f) is generated by 
(1.11). 0 

(d) Remarks on r-Equivalence 

In our definition of f-equivalence (Definition 1.1) we use a family of lin­
ear mappings Sex, ..1.). It is fair to ask why we do not consider families of non­
linear mappings. The answer is that nothing is gained from this apparent 
generalization. 
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To see why, suppose Q: V x IR x V --+ V is the germ of a parametrized 
family of diffeomorphisms on V; that is, for each (x, A) E V x IR, Q(x, A, .) is 
viewed as a mapping of V into V. Using Q we can transform the bifurcation 
problem g(x, A) as follows: 

h(x, A) = Q(x, A, g(x, A». ( 1.15) 

There are two requirements on h. 

(a) The bifurcation diagram of h must be a diffeomorphic image of that of g, 
and 

(b) h must be r-equivariant. 

To satisfy (a) we demand that 

Q(x, A, 0) = O. (1.16a) 

To satisfy (b) we demand that 

Q(yx, A, yy) = yQ(x, A, y). (1.16b) 

Our linear mappings 

Q(x, A, y) = S(x, A)Y 

meet both demands: (1.16(a» follows from linearity, and (1.16(b» is just 
(1.2(b». 

The following result, due to Mather [1968], shows that considering these 
more general nonlinear Qs does not, in fact, increase the number of bifurcation 
problems that are equivalent. 

Proposition 1.5. Let Q(x, A, y) be the germ of a parametrized family of diffeo­
morphisms on V satisfying (1.16). Let g(x, A) be a r -equivariant bifurcation 
problem and let 

h(x, ).) = Q(x, A, g(x, A». 

Then Ii is strongly r -equivalent to g. 

Remark. Since we use strong r-equivalence, the same proof will work if A is 
replaced by a multidimensional parameter, in particular by (A, oc) where oc E IRk 
is an unfolding parameter. 

PROOF. We show that 

Q(x, A, g(x, A» = S(x, A)· g(x, A) 

where S(O,O) is an invertible matrix and 

y-l S(yx, A)y = S(x, A). 

By (1.16(a) Q(x, A, 0) = 0, so we may use Taylor's theorem with parameters 
(Exercise II, 5.10) to write 
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Q(x, A, y) = A(x, A, y). y ( 1.17) 

where A(x, A, y) is a matrix on V depending smoothly on x, y, and)" Moreover, 
A (0,0,0) is invertible since Q(O, 0, .) is a diffeomorphism on V. 

We claim that it is possible to choose A in (1.17) to satisfy the equivariance 
property 

y-l A(yx, A, yy)y = A(x, J., y) 

for all y E r. Suppose this claim valid, and set 

S(x, ),) = A(x, A., g(x,).)). 

Then (1.18) implies that S satisfies (1.2(b)); and (1.17) implies that 

Q(x, )" g(x, A» = S(x, ),)g(x, ),) 

which proves the proposition. 

( 1.18) 

To prove the claim that A satisfying (1.18) can be found we average over r. 
Let 

B(x, A., y) = t },-l A(yx, )" }'Y)}'· 

If bE r then 

B(bx, )" by) = L y-l A(ybx, J., I,by)y 

= t b(}'b)-1 A (ybx, )" yby)}'b' b-1 

= b(t (YT 1A(y'X,J.,I)'Y)'l')b-1 

where y' = Vb. Therefore, 

B(bx, ),' by) = bB(x,)., y)b-1 

for all b E r. Replacing b by y we rewrite this as 

y-l B(),x, )" I'y))' = B(x, ;e, y). 

Thus B satisfies (1.18). 
Finally, the equivariance property (1.16(b» implies that 

L y-l Q(r'x, J., ')y) = Q(x,}" y). 

We integrate Equation (1.17) over r to obtain 

Q(x,}" y) = B(x,)., y)y, 

proving the claim. o 
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EXERCISES 

1.1. Let h E .t;.;.(r) and let 9 be f-equivalent to h. That is, 

9(X, A) = S(x, A) = S(x, A)h(X (x, A), A(A» 

where S E c1.:.;.(r) and x E ~.;.(r). Show that 9 is also f-equivariant. 

1.2. Let f be a compact Lie group acting on V. Show that .H:.;.(f) is a finitely gener­
ated module over tffx.;' (f). 
Hint: Show that 
(a) .t;,;.{f);:) ~.;.(r) ;:) Atx.;.(r).t;.;.(r) where Atx.;.(r) = {! E tffx.;.(r): 1(0) = O}, 

and that 
(b) There is a finite-dimensional vector subspace W such that 

~.;.(r) = W $ Atx.;.(r).t;.;.(r). 

Note that the ideal jt'x.;.(r) may be written as 

Atx.;.(r) = (uI, ... ,ur ) 

where UI , ... , Ur are the invariant generators for tffx.;.(r). 
(c) Show that the module .Jt'x.;.(r)tffx.;.(r) is generated by 

{Uj9k: 1 ~j ~ r, 1 ~ k ~ s} 

where gl' ... , g. generate .t;,;.(r). 
(d) Show that ~.;.(r) is generated by the generators for Atx.A(r)~.;.(r) aug­

mented by WI' ..• , WI where the Wk form a basis for W. 

1.3. Show that the module c1.:,A(r) is finitely generated. 
(Hint: Let Hom(V, V) be the space of linear mappings V --> V. The group r acts 
naturally on Hom(V, V) by similarities. Specifically, let y E r, T E Hom(V, V), and 
define 

y' T = yTy-l. (1.19) 

Think of S E J:,A(r) as a mapping 

S: V x IR -+ Hom(V, V). (1.20) 

Show that the equivariance condition (1.2(b)) implies that S in (1.20) is r­
equivariant when the action ofr on Hom(V, V) is (1.19). Now apply Theorem XII, 
6.8.) 

§2. * Proof of Theorem 1.3 

We now give the proof of Theorem 1.3. It is an essentially routine adaptation 
of the proof of Theorem 2.2 in Chapter II, §11, keeping track of symmetry 
properties. We give it in some detail to illustrate this adaptation procedure. 
We have h, p E S;.;.(r), and the "tangent space constant" property 

RT(h + tp,r) = RT(h,r) (2.1) 

for all t E [0, 1]. The objective is to show that h + tp is strongly r-equivalent 
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to h for all t E [0, 1] (and in particular that h + p is, by setting t = 1). As in 
Volume I we begin by localizing the problem. 

Proposition 2.1. Let h, p E ~jr) be germs such that (2.1) holds for t near 0. 
Then h + tp is strongly r -equivalent to h for all t sufficiently near 0. 

Remark. Given a proof of Proposition 2.1, Theorem 1.3 follows exactly as in 
II, §11, by a compactness/connectedness argument. 

PROOF OF PROPOSITION 2.1. We proceed as in the proof of Proposition II, 11.1. 
We seek to construct mappings X(x,..1., t) and S(x,..1., t) satisfying conditions 
analogous to those of (II, 11.9). Namely, let 

We require: 

H(x,..1., t) = h(x,..1.) + tp(x, ..1.). 

(a) S(x,..1., t)H(X(x,..1., t),..1., t) = hex, ..1.), 

(b) X(O, 0, t) == 0, X(x,..1., 0) == x, 

(c) S(x,..1., 0) == I, 

(2.2) 

(2.3) 

exactly as in (II, 11.9), together with the appropriate symmetry conditions: 

(d) X(yx,..1., t) = yX(x,..1., t), 

(e) S(yx, A, t)y = yS(x, ),' t). 
(2.3) 

If such mappings can be found, then Proposition 2.1 will follow immediately, 
as before. 

Differentiate (2.3(a)) with respect to t, to obtain 

0= h,(x, },) 

= S,(x,}"t)H(X(x,..1.,t),}"t) + S(x,..1.,t)H,(X(x,}"t),A,t) 

= S,(x,}"t)H(X(x,..1.,t),A,t) + S(x, A, t)[h(X(x, A,t),A) + tp(X(x,A,t)JlJr 

= S,(x, }" t)H(X (x, ),' t),..1., t) + S(x,..1., t)(dh)(x(x, )',t),,\jX,(x,..1., t) 

+ S(x,..1., t)tpAX(x,..1., t), },)X,(x, A, t) + S(x,..1., t)p(X (x, A, t), ),) 

= S,(x,}, t)H(X(x, ),' t),..1., t) + S(x, A, t)(dH)(x(x,)','),A,t)X,(X, ),' t) 

+ S(x, A, t)p(X(x, A, t), ..1.). (2.4) 

Now replace X(xJ, t) by x (and hence x by X-lex, ),' t)) and solve (2.4) for 
p(x, A), obtaining 

p(x,).) = - S-1 (X-1 (x, A, t), A, t)S,(X- 1 (x, ),' t), A, t)H(x, ),' t) 

- (dH)(x, A,tjX,(X-1 (x, A, t), A, t). (2.5) 

Now, as in (II, 11.2), suppose we can write p in the form 

p(x, A) = - a(x,..1., t)H(x, A, t) - (dH)(X,A,t)b(x,..1., t) (2.6) 
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where we impose symmetry conditions 

and also 

(a) a(yx, A, t)y = ya(x, A, t), 

(b) b(yx, A, t) = yb(x, A, t), 

(c) b(O,O,t) = O. 

(2.7) 

Note that (2.6 and 2.7) hold for each t individually using (2.1). The problem 
is that we do not know that a and b are smooth in t. This issue is addressed 
in Lemma 2.2. 

We now solve the /1 x /1 system of ODEs 

X,(x, A, t) = b(X (x, A, t), A, t) 

X(x,.,1.,O) = x 
(2.8) 

noting that X (0,0, t) = 0 is consistent with these equations. To show that X 
satisfies the symmetry requirement (2.3(d)) we appeal to the uniqueness of 
solutions to (2.8). Specifically, let 

Then 

Also 

Y(x, }., t) = 1'-1 X(yx, A, t). 

Y,(x, A, t) = },-I X,(yx, A, t) 

= y- I b(X(l'x, A, t), A, t) 

= b(I'-1 X(yx, A, t), A, t) 

= b(Y(x,.,1.,t),A,t). 

y(X,A,O) = y-1X(yx, A, 0) = y-II'X = x. 

Hence Y is also a solution to (2.8) with the same initial conditions. Uniqueness 
implies that Y(x, A, t) == X(x, A, t) as germs, thus establishing (2.3(d)). 

Now solve the system of ODEs 

S,(x, I"~ t) = Sex, A, t)a(X(x, A, t), A, t) 

Sex, }., 0) = In. 
(2.9) 

This is a linear system in /1 2 variables, hence has a solution valid for all f. Again 
we establish the required symmetry property (2.3(e)) by an appeal to unique­
ness. Define 

T(x, A, t) = 1'-1 S(yx, A, t)y. 

Then 

J;(x, A, t) = 1'-1 Sl'/x, A, f)1' 

= y- 1S(yx, A, t)a(X(yx, A, t), A, t)y 
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Also 

= y-l S(yx, }., t)a(yX (x, A, t), A, t)y 

= y-l S(yx, }., t)ya(X(x, A, t), )., t) 

= T(x, A, t)a(X(x, A, t), A, t). 

T(X,A,O) = y- 1S(yx,}.,0)y = y-IInY = In. 

So by uniqueness T = S, and (2.3(e)) holds. 
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With this choice of X and S it follows from (2.8,2.9,2.6) that (2.5) holds. 
Therefore S(x, A, t)H(X(x, A, t), A, t) is independent of t by (2.4). Setting t = ° 
we find that its value is h(x, A), establishing (2.3(a)). 

The result, therefore, follows, provided we show that p can be written in the 
form 2.6. This is a consequence of the following: 

Lemma 2.2. If R T(h + tp,l) = R T(h, 1) for all t near 0, then there exist germs 
a, b satisfying (2.6) and (2.7(a, b, c)). 

PROOF. Observe that R T(h, n has a finite set of generators 

h = J1 (II), J2(h), ... , Jk(lI) 

which are linear in h. Thus, if 

RT(h + p, n = RT(h, n we have 

k 

h + p = a11 h + L auJ,(h) 
1;2 

k 

Jm(h + p) = ami II + L am,J,(II) 
1;2 

where the aij E 6"(1). Therefore, by linearity of Jm , we have 

p = bll II + L bllJ1(h) 

Jm(p) = bm1 II + L bm,NII) 

where 

bii = aii - 1 (i = I, ... , k) 

bij = aij (i #- j). 

We let 

H = II + tp 

and write (2.11) in matrix form, as 

(2.1 0) 

(2.11 ) 
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or equivalently that 

(I + tB)lr J'~P)J = B[J,7~J. 
Jk(p) Jk(H) 

For small t, the matrix I + tB is invertible, so we have 

In particular, 
k 

P = L c,J,(H) 
'=1 

where J1 (H) = H, for suitable c/. 
Now the generators J, all have the form 

J,(h) = S,h + (dxh)(X,), 

so p = -aH - (dxH)(b) as required. 
This proves Lemma 2.2, hence Proposition 2.1, and thus completes the 

proof of Theorem 1.3. 0 

EXERCISE 

2.1. (Equivariant Catastrophe Theory.) Set up the relevant definitions and derive 
equivariant versions of Exercises II, ILl, and II, 11.2. 

§3. Sample Computations of R T(h, r) 

In this section, we compute generators of R T(h, r) for five specific groups: 
r = 1, Z2' Z2 $ Z2' 0(2), and On (n 2: 3). The results are summarized in Table 
3.1. This lists the group action, a Hilbert basis for the invariant functions ~(r), 
and generators for the modules S(r), l(r), and-most importantly­
RT(h, r). In each ofthese examples the modules are free. That is, there is a set 
of generators g1"'" gr such that every h E S(r) is uniquely of the form 
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h =flgl + ... + frgr 

where J} E C(r). See XII, §5. We use the notation 

h = [/1"'" f,.] 
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(3.1) 

(3.2) 

as a shorthand for (3.1). We think of the jj as "invariant coordinate functions" 
for h. 

The calculations needed to verify Table 3.1 are presented later. It is not 
necessary for the reader to check every entry, but for completeness we include 
the required computations. 

(a) r = ~, V = [Rn 

The entries in Table 3.1 for this group action are easily obtained. The ring 
@'(r) is just the standard ring of germs @'X. Every function in @'X is a function 
of the variables XI' ... , X n• Germs of functions h: [R1n x [R1 --+ [R1n can be written 
as 

h = (hl, ... ,hn) = hle! + ... + hnen 

where the hj are coordinate functions and the ej form the canonical basis for 
[R1n. The module of matrices J"{r) is clearly generated by the fundamental 
matrices Ejk . 

The generators for the module RT(h, r) are given in (1.11). To apply this, 
observe that 

Ejkh = hjek 

which yields the first n2 generators in Table 3.1. Next note that the module 
A:,;.(r) consists of mappings [R1n x [R1--+ [R1n that vanish at the origin. By 
Taylor's theorem this module is generated by the n2 + n mappings 

Aej' xkej (1 :5.j,k:5. n). 

A simple calculation shows that (dh)(Ae) and (dh)(xkej) yield the remaining 
generators in Table 3.1. 

Remark. When n = 1, RT(h, r) is generated as a module by h, xhx, }.hx. 
However, in this case ~.;.(r) = @'x.;.(r)and "modules" are the same as "ideals." 
Hence RT(h,~) = <h,xhx, Ahx), which is, of course, the restricted tangent 
space for bifurcation problems with one state variable (and no symmetry) 
described in Chapter II. 

Invariant functions are defined by 

f(y, z) = f(y, - z) 
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It is clear that u = y, v = Z2 are generators. Similarly if hE J".:.;.(Zz) then 
h = (h1' hz ) satisfies 

(h1(y, -z),hz(y, -z)) = (h 1(y,z), -h2 (y,z)). 

Thus h1 is even and hz is odd in z. It follows that 

hi (y, z) = p(u, v) 

h2 (y, z) = q(u, v)z. 

Thus gl and g2 generate j(Zz). 
Similarly, to find generators for the module j(Z2), use the equivariance 

condition (1.2(b)) to obtain 

S(Y,-z{~ _~]=[~ _~]S(Y,Z). (3.3) 

Let S = C~ :~] and rewrite (3.3) as 

[ SI S2](y, -z) = [ S1 
S3 S4 -S3 

(3.4) 

By (3.4) S1 and S4 are Zz-invariant functions and S2 and S3 are odd in z. Hence 
the generators for j(Z2) are 

SI = [~ ~l S4 = [~ ~l (3.5) 

as in Table 3.1. 
The generators for RT(h, Zz) are obtained from (1.11). The first four genera­

tors in Table 3.1 are obtained from Sjh,j = 1,2,3,4. For example, 

Hence Szh = [vq,O] in invariant coordinates. 
The last four generators for R T(h, Z2) in Table 3.1 are of the form (dh)(X) 

where the Xj are generators for .ii".;.(Zz)' Now a typical mapping in .ii".;,(Z2) 
has the form 

X(x, A) = (p(u, v, A), q(u, v, A)Z) 

where p(O, 0, 0) = 0. It follows from Taylor's theorem that vH: .• (Z2) is generated 
by 

(u,O), (v,O), (A,O), (O,z). (3.6) 

Observe that 

Hence (dh) applied to the generators in (3.6) yields 
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(uPu' uquz), (vpu, vquz), (APu, AquZ), (2vpv, (q + 2vqv)z). (3.7) 

Write (3.7) in invariant coordinates and use the fact that [0, q] E RT(h, Z2)' 
This yields the last four generators of RT(h, Z2) listed in Table 3.1. 

This action was discussed in some detail in Chapter X, and generators for 
tff(Z2 E9 Z2), C(Z 2 E9 Z2), .il(Z2 EB Z2)' and j(Z 2 EB Z2) were given. In par­
ticular tff and T were discussed in Lemma X, 1.1, and Tin (X, 2.5). The reader 
may wish to rederive these results; they are straightforward. Since Z2 EB Z2-
equivariant mappings must vanish at the origin, T = ..47 in this case. 

The computation of the generators for RT(h, Z2 EB Z2) listed in Table 3.1 
is a simple exercise using (1.11) and can safely be left to the reader. 

(d) r = 0(2), V = C 

The generators for tff(O(2)) and C(O(2)) were listed in Example XII, 5.4(b). See 
(XII, 5.10). We take advantage of the complex notation to compute generators 
for j(O(2)). 

We may write any (real) linear mapping C --+ C in the form 

WHIXW + pw (3.8) 

where IX, P E C. Note that if W = Xl + iX2' IX = 1X1 + i1X 2, and P = Pl + iP2' 
then the associated real matrix is 

[;JH[:::~: ~: = ~:J[;:J 
Conversely, the matrix [~ ~] can be put in the form (3.8) by choosing 

(a) 1X1 = t(a + d) 

(b) 1X2 = t(c - b) 

(c) Pl = t(a - d) 
(3.9) 

(d) P2 = t(c + b). 

If we now let the coefficients in the linear mapping (3.8) depend on z E C then 
we have written the linear mapping S(z) E j(O(2)) in the form 

S(z)W = IX{Z)W + P(z)w. (3.10) 

By Poenaru's theorem XII, 5.3, it is sufficient to find generators for the module 
of polynomial mappings S(z). That is, we assume, using (3.10), that 

S( ) " j-k "P j-k­z W = ~ IXjkZ Z W + ~ jkZ Z W. (3.11 ) 
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The 0(2)-equivariance condition (1.2(b» takes the form 

(a) S(e i9z)e i9w = ei9S(z)w, 

(b) S(z)w = S(z)w. 
(3.12) 

It follows from (3.l2(b» that the coefficients (J.jk and {3jk in (3.11) must be real. 
Also, we may rewrite (3.12(a» as 

S(z)w = L (J.jke(j-k)i9zjzkw + L {3jke(j-k-2)i9zjzkw. (3.13) 

Equating coefficients in (3.13) and (3.11) we find that 

(J.jk = 0 unless j = k, and 

unlessj = k + 2. 

It follows that Sl (z)w = wand S2(Z)W = Z2W generate 1(0(2» over g(0(2». 
This verifies the appropriate entry in Table 3.1. 

The computation of the generators of RT(h, 0(2» follows from (1.11) again; 
however, there is one computational trick that will be useful in future calcula­
tions, and we isolate it here. The generators of RT(h, 0(2» of the form Sh are 

Slh = hand S2h = z27i. 
Since h = pz where p E g(0(2» we have 

(3.14) 

Observe that S2h is a multiple (by u) of Slh and hence is redundant. 
In this case Jll(0(2» = J'(O(2» and there is one generator for this module, 

namely X(z) = z. Thus, there is one generator of RT(h, 0(2» of the form 
(dh)(X) and it is (dhHz). To compute (dh)(z) explicitly it is useful to calculate 
the Jacobian matrix in the "real" coordinates z, z on C. We exhibit this 
calculation separately as follows: 

Lemma 3.1. Let g: C ~ C be a real analytic mapping. Then in z, z coordinates 
the 2 x 2 Jacobian matrix dg of 9 has the form 

Assuming (3.15) and recalling that u = zz we compute 

(dh)z = hzz + hzz = (Puzz + p)z + PuZ2Z 

= (p + 2up..)z = [p + 2upJ. 

(3.15) 

Hence RT(h,0(2» is generated by [p] and [upJ, as stated in Table 3.1. 

Remark 3.2. There is a substantial similarity between the actions of Z2 on !R 
and 0(2) on !R 2 == C. In the first case, Z2-equivariant mappings are odd 
functions h(x, A) = p(X2, A)X. In the second case, the 0(2)-equivariant map­
pings are of the form h(Z,A) = p(lzI 2,A)Z. We have shown that both RT(h,Z2) 
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and RT(IJ, 0(2)) are generated by [p] and [uPul It turns out that the singularity 
structure in these two cases is identical. 

To tidy up the remaining loose end for this group, we give the following: 

PROOF OF LEMMA 3.1. In z, z coordinates we can write g as (g, (j). In these 
coordinates the Jacobian matrix is 

Applying dg to the real 2-vector (w, w) we get 

We claim that 
(a) (og/oz) = o?JIoz 

(b) (fig/oz) = oil/oz. 

(3.16) 

(3.17) 

By (3.17) the second coordinate of the right-hand side of (3. I 6) is the complex 
conjugate of the first coordinate, as expected. In particular, the linear map dg 
is determined by the first coordinate in (3.16), and this establishes (3.15). 

Letting z = Xl + ix 2 , so Z = Xl - ix 2 , we obtain the formulas 

(a) a/ez = !(a/ax i - ia/ax 2 ) 

(b) a/az = !(a/ax 1 + ia/ax 2 ). 

A direct calculation on g = g 1 + ig 2 using (3.18) establishes (3.17). 

(e) r = D" (n :?: 3), V = C 

(3. I 8) 

o 

The generators for 6"(DII) and j(D,,) = J{(D,,) were given in Examples XII, 
4.1, and XII, 5.4. Here we compute generators for the modules JV(D,,) and 
RT(h, DII)' These calculations are modeled on those for 0(2) acting on C given 
in the previous subsection. They are also the most complicated of the examples 
considered in this section. 

We begin by showing that 

SI' W = w, S4' W = z"w (3.19) 

generate JV(D II ), verifying the corresponding entry in Table 3.1. As in the case 
r = 0(2) we use complex notation, with S in the form (3.11), For DII the 
invariance conditions (1.2(b)) take the form (3.12) where now e = 2n/11 in 
(3.12(a)). As with 0(2), (3.12b) implies that the coefficients (Xjk and f3j k are real. 
Also as previously, (3.12(a)) may be rewritten in the form (3.13); however, e is 
no longer arbitrary but equals 2n/l1. Equating coefficients in (3.13) and (3.tl) 



184 XIV. Equivariant Normal Forms 

now yields 

unless j == k (mod n), and 

unless j == k + 2 (mod n). 

Our goal is to determine generators of J"(Dn) as a module over g(Dn), which 
has u = zz and v = zn + zn as generators. Casting out terms in (3.11) where 
either (J.jk = 0, or {3jk = 0, or zz appears as a factor leads to the following result. 
The generators of J"(Dn) lie in the span of 

where I = 1,2, 3, .... 
Note the following identities: 

(a) zlnw = (zn + Z")Z(l-I)I W - (zz)nz(l-Z)nw 

(b) zlnw = (zln + ZIIl)1V - ZIIlW 

(3.20) 

(c) zln+2 w = (Zll + z")z(l-I)n+2 w - (zz)"z(l-2)n+Z w (3.21) 

(d) z(/+I)n-Zw = (zln + zln)zn-Zw _ (zz)n-Zz(l-I)n+2w 

(e) Z"+Zw = (Zll + zn)zZw - (zz)Zzn-zw. 

It follows from (3.21 (a)) that the mappings zlnw are redundant as generators 
for j(Dn), since Zlll + zln is Dn-invariant. Similarly (3.21(d)) implies that the 
mappings Zln-2", when I ~ 2 are redundant as generators. Next, we use 
(3.21(a,c)) to prove, by induction, that zlnw and zln+2 w are redundant as 
generators when I ~ 2. Finally, we use (3.21(e)) to eliminate zn+Zw. Thus (3.19) 
gives the generators of J"(Dn), as promised. 

We can now compute the generators of RT(h, Dn). As usual, we use (1.11) 
as a guide and compute the generators in two stages. First we compute S' h 
and then (dh)(X). Recall that h = pz + qzn-l == [p, q]. The first stage leads to: 

(a) SI (z)h = [p, q] 

(b) S2(z)h = [up + vq, -uq] 

(c) S3(z)1z = [un-zq, p] 
(3.22) 

(d) S4(z)1z = [vp + un-1q, -up]. 

The identity 
zn+1 = vz - uzn- l (3.23) 

is useful when checking (3.22). The first four generators of RT(II, Dn) in Table 
3.1 are obtained as follows: 

Slh, (S2 + uSl)h, S3 h, (S4 + uS3)h. 

To determine the remaining generators of R T(h, Dn) we compute 

(dll)(z) and (dll)(z,,-I). 
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This is done most easily by using Lemma 3.1. See (3.15). Thus, in order to find 
dh, we compute 

(a) hz = p + up" + nun-1q" + npvzn + q"zn, 

(b) hz = p"Z2 + (nupv + (n - l)q + nuq,,)zn-2 + nq,:z2n-2. 
(3.24) 

Now use (3.24,3.15) to compute 

(a) (dh)(z) = [p + 2up" + nupv,(n - l)q + (n + l)uq" + nuq,,], 

(b) (dh)(zn-I) = [up" + 2nun- 1 Pv + (n - 1 )un- 2q + (n - l)un- 1 q", (3.25) 

p + uq" + 2nu n- 1q,,]. 

These calculations use the identity (3.23) and the identity 

The last two generators of RT(h, Dn) listed in Table 3.1 are: 

(dh)(z) - SI (z)h and (dh)(zn-I) - S3(z)h. 

§4. Sample Recognition Problems 

(3.26) 

In this section we use Theorem 1.3 and the generators of R T(h, r) listed in 
Table 3.1 to solve certain simple recognition problems. We consider three 
examples. In the first two we present theorems whose proofs were promised 
in Volume I; in the third we prove results needed in Case Study 5. 

(a) r = ~, V = [R2 

Theorem 4.1. Let h(x, y, A) be one of the normal forms 

(12) (x 2 - y2 + A,2xy), 

(13) (x 2 + eA, y2 + OA), 

where e, b = ± 1. Let g(x, y, A) = h(x, y, ).) + p(x, y, A) where p E (A3 + 
A<).) )1o".:.Y.A is a higher order term. Then g is strongly equivalent to h. 

Remark. The proof of Theorem 4.1 will complete the "recognition" part of 
Theorem IX, 2.1 on hilltop bifurcation. The bizarre choice of equation num­
bers, (12) and (13), is made to conform to the notation of that theorem. 

PROOF. We show that 

RT(h + tp,~) = RT(h,~) 

for all t E IR and then apply Theorem 1.3. In fact we do more. We show that 
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(4.1 ) 

Here Jt't c iffX •y.A is the maximal ideal; that is, Jt't = <X,y,A). 
Let 9 = (gl,g2) E ~.y.i.' From Table 3.1 we see that RT(g,~) is generated 

(as module over iffx.y,)J by the ten mappings 

(gl'O), (g2,0), (O,gd, (0,g2)' X(gl,x,g2.x), y(gl,x,g2.x), 

A(gl,x,g2,x), X(gl,y,g2,y), y(gl,y,g2,y), ..1.(gl,y,g2,Y)· (4.2) 

Observe from (4.2) that when 9 = It + tp, where It and p are chosen as in the 
statement of Theorem 4.1, then each generator in (4.2) lies in (J{2 + (A»)cf 
Thus to establish (4.1) it suffices to show that 

(.4't 2 + (A»)cf c RT(h + tp, ~). (4.3) 

We claim that (4.3) holds independently of t or the specific choice of p. To 
show this we use Nakayama's lemma. The version we need is the one stated 
in terms of submodules, Fact VI, 2.4(iii). This version of Nakayama's lemma 
reduces the claim to showing that 

(utr 2 + <A»)cf c RT(h + tp, ~) + (.4'f3 + .4'f <A»)cf (4.4) 

To do this, observe that (01[2 + (A) )cfis generated by eight mappings 

(X2,0), (xy,O), (y2,0), (A, 0), 

(0,x2), (O,xy), (0,y2), (0, A). (4.5) 

Then (4.4) follows provided we show that each mapping in (4.5) can be written 
as an element of RT(1t + tp, ~), modulo terms in (A 3 + A (..1.) )cf Let 9 = 

It + tp; then (4.2) implies that the term tp = t(Pl' P2) enters the generators of 
RT(1t + tp, ~) only through 

(4.6) 

where z = x, y, or A. Since p E (,i{3 + .,pt <..1.»)~ it follows that each term in 
(4.6) is in ,it3 + vI{<..1.). Hence the term tp does not affect the truth or falsity 
of (4.4), so (4.4) holds, provided 

(Jl12 + <A»)~ c RT(h,~) + (.4't 3 + AO,»)cf (4.7) 

This calculation proceeds most naturally by considering which of the ten 
generators of RT(h + tp,~) listed in (4.2), with 9 = h, may be written as linear 
combinations of the eight generators of (.41 2 + <A) )~listed in 4.5. First we 
consider the normal form (12), namely 

h(x, y, A) = (x 2 - y2 + A,2xy), 

and list the relevant information in the 10 x 8 matrix of Table 4.1. (Zeros are 
omitted.) Here we have written the generators of RT(x2 - y2 + A,2xy) in 
terms of (4.5) and have ignored terms in (A 3 + A (..1.»)cf In particular, this 
construction leads to two rows in Table 4.1 that are identically zero, namely 
the Ahx and Ahy rows, indicated by cross-hatching. This leaves an 8 x 8 matrix. 
It follows that each generator of (J1I2 + <..1.»)~ in (4.5) is a combination of 
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Table 4.1. Generators of RT(x2 - y2 + A,2xy) Modulo 
(.1'1 3 + .1'1(A»)C 

(hl,O) 
(h 2 ,0) 
(O,hd 
(0, h2 ) 

xhx 
yhx 1 1 
lhx /////// ////////////////// //// //////////////// /// 
x~ -1 I 
yhy -1 1 
l~ //////////////////////////////////////////////// 

187 

terms on the right-hand side of (4.7), provided the determinant of this matrix 
is nonzero. Because the matrix contains mostly zeros, this computation is easy 
and is left to the reader. 

The calculations for normal form (13), namely 

hex, y, A) = (x 2 + eA, y2 + bA), 

are identical in spirit to those for normal form (12) and are left as an exercise. 
D 

Let g(x, y, l) be a Z2 EEl Z2-equivariant bifurcation problem. This implies in 
particular that (dg)o.o.o = O. Thus we can write 

g(x, y, ),) = hex, y, A) + qJ(x, y, A) 

where 

hex, y, A) = (Ax 3 + Bxy2 + O:Ax, Cx2y + Dy 3 + Iny) 

and qJ consists of higher order terms. Recall from Definition X, 2.2, that g is 
nondegenerate if 

(a) A #0, D #0 

(b) 0: #0, f3#0 

(c) Af3 - Co: # 0, Bf3 - Do: # ° (4.8) 

(d) AD - BC # 0. 

Theorem 4.2. Suppose that g is a nondegenerate Z2 EB Z2-equivariant bifurcation 
problem. Then g is strongly Z2 EEl Z2-equivalent to h. 
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Remark. The proof of Theorem 4.2 completes that of Proposition X, 2.3, 
promised in Volume I. 

PROOF. The advantages of working in invariant coordinates should become 
apparent during the proof of this theorem. Once the generators for RT(h, n 
have been computed-as in Table 3.1-then by working in invariant coordi­
nates, the existence of the symmetry group is effectively suppressed. 

Our goal is to show that under the assumption of nondegeneracy, 

(4.9) 

for all t E IR. The result then follows by Theorem 1.3. 
Invariant coordinates give an isomorphism between J:. y.).(Z2 EEl Z2) and 

~ h 2d 2h' @"u.v.). were u = x an v = y . T at IS, 

g(x, y, A) = (p(X2, y2, A)x, q(X2, y2, A)y). 

We therefore write 9 in the form [p(u, v, A), q(u, v, A)] and henceforth work in 
J".:,v,)., which is a module over@"u,v,).. In this language, RT(g,Z2 EEl Z2) may be 
viewed as the submodule of J".:,v,). whose six generators are 

[p, 0], [0, q], [0, up], [vq, 0], [uPu, uqu], [vPv, vqv]. (4.10) 

We begin to verify (4.9) by showing: 
2 ~ 

vltu,v,).@"u,v,). c RT(h + Up, Z2 EEl Z2)' (4.11 ) 

To see this, let ..F c RT(g, Z2 EEl Z2) be the submodule with the fourteen 
generators 

z [p, 0], z[O, q], z[O, up], z[vq, 0], z [uPu' uqu], z[vp", vqvJ (4.12) 

where z = u, v, or A and 9 = h + tqJ. We claim that 
2 ~ 

v,ftu , v,).@"U,t"). = J. (4.13) 

If (4.13) holds, then so does (4.11). But more is true. If (4.13) holds then 
2 ~ 

(a) RT(h + tqJ,Z2 EB Z2) = vltu,v,).eu,v,). + W, 

where 

(b) W= 1R{[p,O], [O,q], [uPu,uqu],[vPv,vq,,]}. (4.14) 

It is now easy to compute the basis elements of W modulo terms in J = 
~t;,,,,).J".:,v,)., i.e., those terms that are quadratic in u, v, A. 

(a) [p,O] == [Au + Bv + 0(..1.,0] (mod..F) 

(b) [0, q] == [0, Cu + Dv + {3A] (mod..F) 
(4.15) 

(c) [uPu, uq.J == [Au, Cu] (modJ) 

(d) [vPv, vqv] == [Bv, Dv] (modJ). 
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By (4.14) and (4.15) 

RT(h + t<p, Z2 EB Z2) = .A:,v,).T",v,). EB IR{ [Au + Bv + exA,O], 

[O,Cu + Dv + PA], [Au,CuJ,[Bv,DvJ}. (4.16) 

Thus (4.16) implies that R T(h + up, Z2 EB Z2) is independent of up, establishing 
(4.9). 

To finish the proof of (4.9) we must establish (4.13). It is here that the 
nondegeneracy of h enters. Since the generators of.f in (4.12) all consist of 
terms of quadratic or higher order in u, v, A, it follows that 

Thus (4.l3) will follow from 

By Nakayama's lemma, this is true provided 

2 - 3 -Jltu.v.).Cu.v,;. C .f + Au,v,;.Cu,v,)" (4.17) 

Observe that up consists of terms of at least quadratic order in u, v, A. By 
inspection we see that up enters the generators of .f in (4.12) only through 
terms of at least third order in u, v, A. Hence when verifying (4.17) we may 
assume that t<p == O. 

The remainder of the proof proceeds as follows. The module A;,v.).~,v,). 
has twelve generators: 

[u 2,0], [uv,O], [v2,0], [UA,O], [VA, 0], [A2,0] 

[0,U2], [O,uv], [0,v2], [O,UA], [0, VA], [0,A2]. 
(4.18) 

We expand the fourteen generators of .f in (4.12) in terms of the twelve 
generators of A:,v,).~,v,). in (4.18). Note that since t<p == 0 we may write 

(a) p = Au + Bv + exA, 

(b) q = Cu + Dv + /1A. 
(4.19) 

This yields a 14 x 12 matrix. If we show that the rank of this matrix is 12, 
then elementary linear algebra implies that each generator in (4.18) can be 
written in terms of the generators for .f in (4.12), whence (4.17) will follow. 

To compute this matrix is straightforward; the result is Table 4.2. We now 
outline how to use nondegeneracy to prove that this matrix has rank 12. Note 
that we list generators of the form [*, OJ on the left-hand side ofthe matrix and 
[0, *] on the right. 

The assumption of nondegeneracy (4.8) implies that ex =1= 0, /1 =1= 0, and 
AD - BC =1= O. Using these facts we can eliminate four rows (A[p, OJ, ,1.[0, qJ, 
uV[Pu, quJ, uV[Pv, qv]) and four columns ([,1.2,0], [0, ,1.2], [UV, 0], [0, Uv]) to ob­
tain a 10 x 8 matrix whose rank is 8 precisely when that of the original 14 x 12 
matrix is 12. This matrix is shown in Table 4.3. 
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Table 4.2. 

[ *,0] where * is [0, *] where * is 

u2 UV v2 UA VA A2 u2 UV v2 UA VA A2 

u[p,O] A B IX 

v[p,O] A B IX 

A[p,O] A B IX 

u[O,q] c D fJ 
v[O,q] c D fJ 
A [0, q] c D fJ 
u2[P., q.] A c 
uV[P., q.] A c 
UA[P.,q.] A c 
uV[Pv, qv] B D 
v2 [Pv, qv] B D 
VA[Pv, qv] B D 
[0, up] A B IX 

[vq, 0] c D fJ 

Table 4.3. 

[*,0] where * is [0, *] where * is 

u2 v2 UA VA u2 v2 UA VA 

U[p, 0] A IX 

V[p, 0] B IX 

u[O,q] c fJ 
v[O,q] D fJ 
u2 [P., q.] A c 
u).[P.,q.] A c 
v2 [pv, qv] B D 
v).[Pv, qv] B D 
[0, up] A IX 

[vq, 0] D fJ 

Next we use the nondegeneracy assumptions BP - aD =1= 0 and Ca - AP =1= 0 
to eliminate the four rows v[p, OJ, [vq, OJ, u[O, qJ, [0, up J and the four columns 
[v 2 , OJ, [VA.,O], [0, u2 ], [0, UA.]. This yields a 6 x 4 matrix, shown in Table 4.4. 
Its rank is 4 if and only if that of the original 14 x 12 matrix is 12. 

Finally we use the nondegeneracy conditions A =1= 0, D =1= 0 (see (4.8», to 
show that the matrix in Table 4.4 does have rank 4 (consider the diagonal 
submatrix formed by the last four rows). The original 14 x 12 matrix therefore 
has rank 12, and (4.17) is proved. D 
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Table 4.4. 

[*,0]: [0, *]: 

u2 UA v2 VA 

u[p,O] A IX 

v[O,q] D f3 
u2 [pu, qu] A 
UA[Pu, qu] A 
v2 [pv, q,,] D 

VA[Pv, qvJ D 

(c) r = D 3 , V = C 

From Table 3.1 a D 3-equivariant bifurcation problem g has the form 

g(z, A) = p(u, v, A)z + q(u, V, A)ZZ 
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(4.20) 

where p(O, 0, 0) = 0, u = ZZ, and v = Z3 + Z3. In XIII, §5, we used the equi­
variant branching lemma (Theorem XIII, 3.2) to show that if p,\ (0,0,0) t= ° 
then there is a nontrivial branch of solutions with isotropy subgroup Zz. 
Assuming that q(O, 0, 0) t= ° we can solve (4.20) explicitly to show that this is 
the only nontrivial branch of solutions (up to conjugacy). See XIII, §5 (5.8, 
5.9). Here we derive a normal form for these bifurcation problems. 

Proposition 4.3. Let g be a D 3-equivariant b~furcation problem as in (4.20). 
Assume 

Then g is D 3-equivalent to 

(a) p(O, 0, 0) = ° 
(b) p,\ (0,0,0) t= ° 
(c) q(O, 0, 0) t= 0. 

h(z, A) = i:AZ + JZ2 

where i: = sgn P )JO, 0, 0) and J = sgn q(O, 0, 0). 

(4.21) 

(4.22) 

We give the proof later, but first we state another normal form for a more 
degenerate D 3-equivariant problem. In Case Study 5 on the traction problem 
we shall consider a D 3-equivariant bifurcation problem for which q(O, 0, 0) = 0. 
We prove the needed result here. 

We begin by specifying the lower order terms in p and q as follows: 

p(U,V,A) = Au + Bv + cd. + ... 
q(u, v, A) = Cu + Dv + {H + .... 

(4.23) 
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We call any D 3-equivariant bifurcation problem g satisfying p(O, 0, 0) = ° = 
q(O, 0, 0) nondegenerate if 

(a) (1(#0 

(b) A #0 

(c) (l(C - f3A # ° (4.24) 

(d) AD - BC # 0. 

Theorem 4.4. Let g be a D 3-equivariant bifurcation problem. Assume that 
p(O, 0, 0) = ° = q(O, 0, 0) and that g is nondegenerate. Then g is D 3-equivalent 
to the normal form 

(a) N(z, A) = (eu + bA)Z + (au + mv)z2 (4.25) 

where e = sgn A, b = sgn (1(, a = sgn((I(C - f3A)' sgn (1(, and 

(b) m = sgn(A)' (AD - BC)(I(2/((I(C - {3A)2. 

Singularities of Dn-equivariant bifurcation problems have been studied in 
Buzano, Geymonat, and Poston [1985] in connection with buckling rods of 
regular polygonal cross section. 

PROOF OF PROPOSITION 4.3. In Table 3.1 we showed that the use of invariant 
coordinates lets us identify g;,,l(Dn) with g;:,v,,l by the mapping 

g r--> [p, q]. 

We claim that the hypotheses of Proposition 4.3 imply that 

RT(g, D 3 ) = § (4.26) 

where .'1 is the submodule of g;:,v,,l defined by 

§ = [v11u,v,,l,ctu,v,,l]. (4.27) 

First we show that (4.27) together with Theorem 1.3 leads to the normal form 
h. The proof proceeds in two steps. First, write 

gr = [P,l(O)A + t(pu(O)u + Pv(O)v + cp(u, v, A», q(O) + tt/l(u, v, }o)J 

where gl = g, cp E .;II;;,v,,l, t/I E .;IIu,v,,l' Theorem 1.3 and the claim (4.26) imply 
that g = gl is D 3-equivalent to 

go = [P,l(O)A, q(O)]. 

This claim also shows that RT(go, D 3 ) is independent of p ,l(0) and q(O), as long 
as both are nonzero. Thus, by using Theorem 3.1 again, we prove that go is 
D 3-equivalent to h = [d,bJ where e = sgnp,l(O) and b = sgnq(O). (Alterna­
tively, we could have scaled go directly to obtain Ii.) 

We now verify (4.26), The six generators of RT(g, D 3 ) are given by Table 
3.1. It is easy to check that each generator lies in §, since p(O, 0, 0) = 0. Hence 
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Table 4.5. Matrix for the Generators of RT(g, 03) 

[u,OJ [v, OJ [}., OJ [O,IJ 

[p,qJ Pu(O) p,,(O) p,,(O) q(O) 
[2up + vq,OJ q(O) 
[uq,pJ q(O) 
[vp + 2u 2q, OJ 
[2upu + "',3q + ... J 2pu(0) 3p,,(0) 3q(0) 
[vPu + "',vqu + ... J Pu(O) 

RT(g, 03) C 5. To show conversely that of c RT(g, 03) we first show that 

5 c RT(g,03) + j{u,v,A5 (4.28) 

and then apply Nakayama's lemma. Note that 5 is generated by the four 
elements 

[u,O], [v, 0], [A, 0], [0,1]. (4.29) 

In Table 4.5 we write the six generators of RT(g,03)' modulo terms in 
j{5 = [.4l';,v,,,,.41u,v,J, in terms of the four generators (4.29). This produces 
a 6 x 4 matrix, which, assuming q(O) i= 0 and PA(O) i= 0, has rank 4. This 
proves (4.26). D 

PROOF OF THEOREM 4.4. We divide the proof into two parts. In the first part 
we show that 9 is 03-equivalent to 

h(z, ),) = (Au + Bv + (.(),)z + (Cu + Dv + {3Arz2. (4.30) 

We do this by using Theorem 1.3. In the second part we show that h is 
03-equivalent to the normal form N in (4.25). This part is proved by explicitly 
constructing the 03-equivalence. 

Part I. The most important step in the first part of the proof is to show that 

cf c RT(g, 03) (4.31) 

where 
,_ 2 - _ 2 2 cf - Atu,v,,,tffu,v,A - [jiu, v, A, .41u,v,;J· 

From (4.31) and the explicit form of the generators of RT(g,03) in Table 3.1 
it follows that 

RT(g,03) 

= cf EEl 1R{[eu + (lA, au + mv],[O,eu + (lA], [2eu, 5au + 6mv],[w,av]}. 
(4.32) 

By (4.32), RT(g, 03) is independent of qJ. Thus we can use Theorem 1.3 to 
prove that 9 is 03-equivalent to h, where h is defined in (4.30). 

To verify (4.31) we use Nakayama's lemma and prove that 
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Table 4.6. 

u2 uv v2 UA. vA. A.2 u2 UV v2 UA. vA. A2 

u[p,q] I: {) a m 
v[p, q] e (5 a m 
A[p,q] 6 (5 a m 
[2up + vq,O] 2e a m 2(5 

u[uq,p] 6 (5 

v[uq,p] e {) 

A[uq,p] I: {) 

[vp + 2u2q,0] I: 

u[2up. + ... ] 21: 5a 6m 
v[2up. + ... J 2e 5a 6m 
A[2up. + ... J 26 5a 6m 
u[vP.+···J e a 
v[vPu+···J e a 
A.[vPu + ... ] I: a 

Table 4.7. 

UV v2 VA lID v2 VA 

v[p,q] I: {) a m 
v[uq,p] I: {) 

[vp + 2u2q,0] I: {) 

v[2upu + ... ] 26 5a 6m 
u[vPu + ... ] I: a 
v[vPu+···] e a 
A.[VPu + ... ] I: a 

,I c RT(g, 03) + .ltu,v,;'·,1· (4.33) 

The submodule ,I has twelve generators over the ring gu,v,;., namely: 

[u2,0], [uv,O], [v2,0], [uA,O], [VA, 0], [,12,0], 

[0,u2], [O,UV], [0,v2], [O,u).], [0, VA], [0,,12]. 
(4.34) 

It is not hard to find fourteen elements of RT(g, 03) that are in the submodule 
,I. We record these elements modulo j!,1, that is, modulo third order terms, 
in Table 4.6. In Table 4.6 we use the convention that the columns on the 
left-hand side headed by "*" refer to the generator [*,0]. On the right-hand 
side those columns headed by "*" refer to the generator [0, *]. As in previous 
examples, if the 14 x 12 matrix has rank 12, then (4.33) will hold. 

There is some structure to this 14 x 12 matrix which enables us to compute 
its rank reasonably easily. The main observation is that 7 rows have nonzero 
elements in a total of 6 columns. Isolating these rows leads to the 7 x 6 matrix 
in Table 4.7. We first show that this 7 x 6 submatrix has rank 6. The simplest 
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Table 4.8. 

uv v2 VA UV v2 VA 

a m 
£ b 

£ 15 
a 2m 

f, a 
£ a 

Table 4.9. 

u2 u). ).2 u2 u). ).2 

£ 15 a 
f. b a 

2£ 215 
£ b 

£ 15 
2£ Sa 

2£ Sa 

way to complete this step is to cast out the seventh row and show that when 
In i= 0 then the resulting 6 x 6 matrix is nonsingular. We record this 6 x 6 
matrix in Table 4.8 after subtracting the third row from the first, subtracting 
twice the fifth row from the fourth, and dividing the fourth row by 3. It is a 
simple exercise to show that the determinant of the matrix in Table 4.8 is 
nonzero if In i= O. 

We can now show that the original 14 x 12 matrix has rank 12 if, after 
casting out the seven rows and six columns described previously, the remaining 
7 x 6 matrix has rank 6. This matrix is shown in Table 4.9. To show that the 
7 x 6 matrix in Table 4.9 has rank 6, cast out the last row and compute the 
determinant. 

Part II. In the setting of Theorem 4.4 we assume that g is a nondegenerate 
D 3-equivariant bifurcation problem. That is, g = h + qJ where 

h = (Au + Bv + (XA.)z + (Cu + Dv + {nrz2 (4.35) 

and qJ consists of higher order terms. In this part, we show that h is 0 3 -

equivalent to the normal form N is (4.25), modulo higher order terms. This 
will complete the proof of Theorem 4.4. 

Our approach is to consider how the general D 3-equivalence operates in 
the intermediate order terms in h. We do this calculation in two steps. The 
general D 3-equivalence has the form 

IJ'(z, A) = S(z, A.)IJ(Z(z, A), A(A». (4.36) 
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Write the intermediate terms in h' as 

h'(z, A) = (A'u + B'v + a' ,1,)z + (C'u + D'v + {J' Arz2 + ... . (4.37) 

It is possible to write the coefficients of h and the lower order terms of the 
D 3 -equivalence (8, Z, A). Specifically, let 

(a) Z(z, A) = (z + IJZ2 + ... 
(b) A(A) = 8A + ... (4.38) 

(c) 8 = pSI + cpS2 + ,S3 + tjlS4 + ... 
where the Sj are defined in (3.19). All of (, '1, 8, p, " cp, tjI are real constants. 
The r~strictions imposed by being a D 3-equivalence are: 

(> 0, p > O. (4.39) 

We claim that 

(a) A' = p(3 A 

(b) B' = p(2(2IJA + (2B) 

(c) a' = p(8a 

(d) C' = (,( + PIJK2 A + p(4C 
(4.40) 

(e) D' = (,( + plJ)(2(IJA + (3B) + p(3(2IJC + (2D) 

(f) {J' = (,( + plJ){)a + p(28{J. 

Assuming (4.40) let us first show how h may be transformed to the normal 
form N modulo higher order terms. First choose '1 and, so that B' = {J' = O. 
Specifically, let 

(4.41 ) 

Note that we use nondegeneracy when we divide by A and a. See (4.24). 
Substitute (4.41) into (4.40) to get 

(a) A' = peA 

(b) a' = p(8a 

(c) C' = p(4(aC - (JA)/a 

(d) D' = p(S(AD - BC)/A 

(e) B' = {J' = O. 

(4.42) 

We can now choose p so that IA'I = 1, (so that IC'I = 1, and 8 so that la'i = 1. 
Specifically let 

(a) p = 1/((3IAI) 

(b) 8=(2IAI/a 

(c) (= iaA/(aC - {JA)i. 

(4.43) 
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Again we use the assumption of non degeneracy to divide by A, ex, and exC - pA. 
Substitute (4.43) into (4.42) to obtain 

(a) sgnA'=sgnA, IA'I=1 

(b) sgn ex' = sgn ex, lex'i = 1 
(4.44) 

(c) sgn C' = sgn(oc)' sgn(ocC - PAl, I C'I = 1 

(d) D' = sgn(A)' oc2(AD - BC)/(ocC - PA)2. 

Set m = D' to identify the intermediate order terms with the normal form 
N(z, A) of (4.25). 

It remains to establish (4.40). First write h in (4.35) in invariant coordinates, 
so that h = [a, b] where 

a = Au + Bv + OCA 

b = Cu + Dv + pA.. 
We want to compute h' in (4.36) in invariant coordinates modulo higher order 
terms. Let 

h' = [a',b']. 

We use the intermediate function 

h" = h(Z,A) = [a",b"]. (4.45) 

In Part I of this proof we showed that we can ignore terms in f = [..H;,v, ... , 
..H;,v, ... ]; see (4.31). So when we say that we compute modulo higher order 
terms, we mean that we compute in invariant coordinates modulo terms which 
are quadratic or higher order in u, v, A. 

For example, the action of the Sj of (4.38) on h" is given in invariant 
coordinates by (3.22). Specifically 

(a) Sl h" = [a", b"] 

(b) S2h" = [ua" + vb", -ub"] 

(c) S3h" = [ub", a"] 
(4.46) 

(d) S4h" = [va" + u2b", -ua"]' 

Noting that a" and b" vanish at the origin, we compute modulo higher order 
terms that 

Sh" = [pa", pb" + ra"] 

when S is defined as in (4.38). Thus 

(a) a' == pa" 

(b) b' == ra" + pb". 
(4.47) 

Next we compute [a",b"] from [a,b] using the definition of h" in (4.45). 
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Specifically, modulo ,t, 
h"(Z,A) == «Au(Z) + Bv(Z) + aA)Z,(Cu(Z) + Dv(Z) + PA)Z2). (4.48) 

Now we use the form of Z and A in (4.38) to obtain 

(a) u(Z) = ZZ == (2U + 2('1v 

(b) v(Z) = Z3 + Z3 == (3 V 

(mod .A:, v, A) 

(mod viI:, v, A) 

(c) A(A) == ()A (mod .A:, v, A) 

(d) Z(z, A) == (2Z2 (mod .Au,v,Atff(D3 )). 

(4.49) 

The higher order terms in Z as in (4.49(d)) contribute only terms in ,t to h". 
Thus 

h"(z, A) = (A(2U + (2('1A + (3 B)v + a()A)«z + '1Z2) 

+ (C(2U + (2('1C + C B)v + P()A)(2Z2. (4.50) 

Finally we combine the results in (4.50) and (4.47) to obtain (4.40). This 
calculation is left to the reader. 0 

EXERCISES 

These exercises, based on Melbourne [1988], develop the singularity theory of bifur­
cation problems commuting with the symmetry group r = 0 e1 Z'2 of the cube in its 
natural action on [R3; see Exercise XIII, 4.2. Recall that In = 48, that the invariants 
are generated by 

u = X2 + y2 + Z2 

V = x2y2 + y2z2 + X 2Z2 

W = X 2y 2z2, 

and that the module of equivariants is generated by the mappings 

Write an arbitrary r-equivariant f in the form 

f= PX 1 + QX2 + RX3 = [P,Q,R], 

where P, Q, R are functions of u, v, W, A. 

4.1. Define the singularity gm by 

gm(x, y, z, A) = [c5mu + eA + O'u 2, c5, 0] 

where c5 = ± 1, e = ± 1, 0' = ± 1, and m is a modal parameter. Show that f is 
r-equivalent to gm if and only if: 



§S. Linearized Stability and r-equivalence 199 

prO) = 0, 

p),(O) #- 0, Q(O) #- 0, Pu(O)/Q(O) #- -1, -t, -t, 
T = {Puu(O) + (m + l)P,,(O) - 2mQu(0) + (m + 1)(2m + I)R(O)} #- ° 

with 

,) = sgnQ(O), £ = sgn p).(O), (J = sgn T, 

4.2. Define the singularity 11", by 

I1m (x, y, z, ).) = [,)mu + GA,,), 0] 

where,) = ± I, £ = ± 1, and m is a modal parameter. Show that f is r-equivalent 
to h", if and only if: 

with 

prO) = 0, 

PArOl #- 0, Q(O) #- 0, 

T = ° where T is as in Exercise 4.1, 

!5 = sgn Q(O), £ = sgn PA (0), 

4.3. Deduce that every r-equivariant bifurcation problem satisfying the nondegener­
acy conditions p)JO) #- 0, Q(O) #- 0, Pu(O)/Q(O) #- -1, -~, -t is r-equivalent to 
exactly one of g", or h",. 

4.4. Let a compact Lie group r act absolutely irreducibly on V and let f: V x IR -> V 
be r-equivariant. Suppose that r has two isotropy subgroups Land!! with 
one-dimensional fixed-point subspaces, and corresponding branching equations 

A = wi + "', 

where a and w are certain expressions in the Taylor coefficients of f, and x, y 
parametrize Fix(L) and Fix(!!), respectively, with Ilxll = Ilyli. Prove that the ratio 
a/w is invariant under r-equivalence (and hence acts as a modal parameter). 

Interpret the parameter m in Exercises 4.2 and 4.3 in this manner. 

(Remark: The parameter T in Exercises 4.2 and 4.3 does not affect the branching direc­
tions or stabilities of the bifurcation diagrams. Its significance is singularity-theoretic. 
For a geometric interpretation see Melbourne [1988]. A more extensive classification 
of r-equivariant bifurcation problems may be found in Melbourne [1987].) 

§5. Linearized Stability and r -equivalence 

We know that the zeros of a r-equivariant bifurcation problem g(x, Je), where 
x E V, are preserved (up to change of coordinates) by r-equivalence. In this 
section we discuss when the linearized stability of an equilibrium solution 
g(xo, )'0) = 0 to the system of ODEs 
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dx dt + g(x,A) = 0 

is also preserved by r-equivalence. More precisely, suppose that g and hare 
r-equivalent r-equivariant bifurcation problems, so that 

g(x, A) = S(x, A)h(X (x, A), A (A)). (5.1) 

Then (Xo, Ao) = (X(xo, Ao), A(Ao)) is a zero of h whenever (xo, Ao) is a zero of 
g. The problem we pose is, when are the signs of the real parts of the eigenvalues 
of (dg)xo.).o the same as those for (dhho.Ao? 

Recall from the definition of r -equivalence (Definition 1.1) that X and S in 
(5.1) satisfy the equivariance conditions 

(a) X(yx, A) = yX(x, A) 

(b) S(yx, A)y = yS(x, A). 
(5.2) 

In particular, the chain rule and (5.2(a» show that the Jacobian matrix dX 
satisfies (5.2(b)), that is, 

(dX)yx.).y = y(dX)x.).' 

In addition, r-equivalences require that 

S(O,O) and (dX)o.o E .!l'r(V)O; 

see §l (a); which implies that det S > 0 and det(dX)o,o > O. 

(5.3) 

(5.4) 

Proposition 5.1. The linearized stability of the zero (xo, Ao) of g is preserved by 
r-equivalence precisely when it is preserved by every r-equivalence of the form 

S(x, A)g(x, A). (5.5) 

PROOF. Use the product and chain rules and the fact that h(Xo,Ao) = 0 to 
differentiate (5.1) and obtain 

(5.6) 

Rewrite this as 

(5.7) 

where 

(5.8) 

Now observe that the eigenvalues of the matrix on the right-hand side of(5.7) 
are the same as the eigenvalues of (dhho.Ao (by similarity), and the matrix on 
the left-hand side of (5.8) represents one of the special kinds of r -equivalence 
indicated in (5.5). To check this last point note that the product oftwo matrices 
satisfying (5.2(b» also satisfies (5.2(b)), with a similar statement for inverses. 
Hence S satifies (5.2(b)). In addition, 2'r(V)O is a group of matrices and is 
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therefore closed under multiplication and inversion, so S(O,O) E 2'r(V)o. Thus 
multiplication by S is a r-equivalence. 

On the assumption that these special r-equivalences preserve linearized 
stability, it follows that all r -equivalences preserve linearized stability. 0 

Remark 5.2. The sign of the determinant of dg is preserved by r-equivalence 
since (S.6) implies that 

det(dg)xo, Ao = det S(xo, ..1.0 ) det(dhho,Ao det(dX)xQ,).o' 

and det S > 0, det(dX) > ° by (SA). 

We now discuss when the hypothesis of Proposition S.1 is satisfied, In 
general, it is not satisfied. However, there is one important case when it is. Let 
L be an isotropy subgroup of r and suppose that (xo, ..1.0 ) is a solution of 9 = 0, 
with isotropy subgroup L. Decompose the state space V of xs into irreducible 
subs paces for the action of L, 

V = VI EB ... EB J-k. (S.9) 

We now state and prove a surprisingly useful criterion for the preservation of 
linearized stability. It shows that the linearized stability of certain types of 
solution is preserved by r -equivalence, even though the stability of all types 
of solution need not be. 

Theorem 5.3. Assume that the J,j are distinct absolutely irreducible representa­
tions of L. Then the linearized stability of (xo, ..1. 0 ) is preserved by r -equivalence. 

PROOF. From Proposition S.l, it suffices to show that the Jacobian of h = Sg 
at (xo, ..1.0 ) and the Jacobian of 9 at (xo, )'0) have eigenvalues with the same 
sign. Note that 

(dh)xo.AQ = S(xoJo)(dg)xo,).o (S,lO) 

and that the three matrices in (S.10) all satisfy (S,2(b», 
Suppose that a E L, Then axo = X o and (S.2(b» implies that 

S(xo, )'o)a = as(xo, )'0)' 

so S commutes with L. Because the J,j are distinct, Theorem XII, 3.S, implies 
that S(xo, ..1. 0 ) maps J,j into ~, The absolute irreduciblity of ~ implies that 
S(xo, ..1.0 )1 ~ is a multiple of the identity, say c)vj , Finally, since S E 2'r(V)o, 
each Cj > 0, 

Since (dg)Xo,Ao satisfies (S.2(b» we can argue as previously to conclude that 
(dg)xo, Aol J,j = djlvj · Thus all of the eigenvalues of (dg)xo, AD are real, since these 
are the dj, Further, the eigenvalues of (dh)xO.AO are the products cjdj . Since 
Cj > 0, the signs correspond and the theorem is proved. 0 

We have already seen a special instance of this theorem when we considered 
Z2 EB Z2-equivariant bifurcation problems in Chapter X. There we proved 
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(Proposition X, 3.2(a)) that the linearized stability of trivial and pure mode 
solutions is invariant under Z2 EEl Z2-equivalence. Theorem 5.3 is the natural 
generalization of that proposition. 

EXERCISE 

5.1. In 0(3)-equivariant steady-state bifurcation on the space V, of spherical har­
monics, prove that 0(3)-equivalence preserves the stability of axisymmetric (L C 

80(2)) solutions. (Hint: Apply Lemma 3.5 and XIII, §7(c).) 

§6. Intrinsic Ideals and Intrinsic Submodules 

In Volume I we showed that the higher order terms of a bifurcation problem 
in one state variable can be characterized as an intrinsic ideal. This result 
extends to the equivariant case and is presented in §7 later. In this section we 
discuss general properties of intrinsic ideals and submodules. The main differ­
ence here is that we are forced to discuss the notion "intrinsic" with respect 
to both r-equivalence and strong r-equivalence. 

First, the definitions. Let g(x, A) be a r -equivariant bifurcation problem. 
Recall that a r-equivalence has the form 

g f--+ S(x, li)g(X(x, Ii), A(A)) = <I>(g), 

where S and X satisfy the equivariance conditions (1.2). The r-equivalence is 
strong if A (Ii) = Ii. 

Definition 6.1. 
(a) An ideal .1' c: t&"(r) is intrinsic if f(X(x, A), A(A)) E .1' for every f E .1' and 
every r-equivariant change of coordinates (X (x, Ii), A(Ii)). Similarly .1' is S­
intrinsic if this statement holds under the extra assumption A(Ii) = Ii.. 
(b) A submodule / c: g(r) is intrinsic if <I>(g) E / and every r-equivalence <1>, 
Similarly / is S-intrinsic if this statement holds under the extra assumption 
A(Ii) = Ii. 

The maximal ideal 

.It = {f E 6"(r): f(O) = O} (6.1) 

and the ideal <Ii) are always intrinsic. Moreover, since sums and products of 
intrinsic ideals are intrinsic, 

(6.2) 

is intrinsic. We showed in Proposition II, 7.l, that for bifurcation problems 
in one state variable without symmetry, every intrinsic ideal of finite codimen­
sion is of the form (6.2). However, this form is no longer valid when symmetries 
are present. Indeed, for Zz-equivariant bifurcation problems in one state vari­
able, every ideal generated by monomials is intrinsic; see Proposition VI, 2.9. 
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There are certain submodules of j(r) that are clearly intrinsic. If .~ is an 
intrinsic ideal and ,I is an intrinsic submodule, then J.,I is an intrinsic 
submodule. Thus J. j(r) is intrinsic for every intrinsic ideal f Again, it is 
not the case that every intrinsic submodule is the sum of intrinsic submodules 
of this form. The major difficulty in dealing with intrinsic ideals and sub­
modules is that it is hard to determine them when symmetries are present. 
This computation will be dealt with on a case-by-case basis. 

Let V c j(r) be a vector subspace. We define the intrinsic part of V to be 

ltr V = L {intrinsic submodules of j(r) contained in V}. (6.3) 

Clearly it may also be characterized as the largest intrinsic submodule con­
tained in V. Similarly we define 

Hrs V = L {S-intrinsic submodules of j(r) contained in V}. 

In Theorem II, 8.7, we showed that for bifurcation problems in one state 
variable we can characterize higher order terms as the intrinsic part of a certain 
(computable) ideal. In §7 we indicate a generalization to the equivariant case. 

Intrinsic submodules ,I have a very useful property: if h E ,I then 

T(h, r) c ,I. (6.4) 

This is proved as follows. Every element in T(h, r) has the form 

d 
dt <I>,(h)I,=o (6.5) 

where <1>, is a r-equivalence for each t. Since,l is intrinsic, <I>,(h) E ,I, and since 
,I is a linear subspace, (6.5) is also in,l. Similarly S-intrinsic modules,l satisfy 
R T(h, r) c ,I whenever h E ,I. 

A partial converse also holds: 

Proposition 6.2. Let f c J"{r) be a submodule of finite codimension. Then f 
is intrinsic if and only if every h E ,I satisfies (6.4). 

PROOF. The proof that (6.4) implies ,I intrinsic uses Lie theory. Since ,I has 
finite codimension there exists k such that f ~ g;;(r), where 

J';;(r) = {g E J';;(r): g vanishes to order k at the origin}. 

Thus to determine whether ,I is intrinsic we need only compute modulo the 
intrinsic submodule J';;(r). 

The group of r -equivalences acts on the finite-dimensional space j(r)/C;(r) 
as a connected Lie group, which we denote by Gk • Now ,I is intrinsic if and 
only if ,I/J';;(r) is an invariant subspace under Gk • But (6.4) is equivalent to 
the invariance of,l under the Lie algebra of Gk . It is known that Lie algebra 
actions have the same invariant subspaces as the actions of the corresponding 
connected Lie groups. Thus (6.4) implies that J is intrinsic. 0 

A similar proposition holds for S-instrinsic modules of finite codimension. 
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EXERCISE 

6.1. Let r =~. 
(a) Show that every S-intrinsic ideal has the form (6.2). (Hint: Generalize the proof 
of Proposition II, 7.1.) Conclude that every S-intrinsic ideal is intrinsic when 
r =~. 
(b) Show that every S-intrinsic submodule / has the form / = f·.t;, with f and 
intrinsic ideal. Conclude that S-intrinsic submodules are intrinsic. 

§7. Higher Order Terms 

In Volume I we showed that the higher order terms of a bifurcation problem 
in one state variable can be characterized as an intrinsic ideal. In this section 
we show that a similar result holds for equivariant bifurcation problems; see 
Proposition 7.5. More importantly, we present a method, due to Gaffney 
[1986] and Bruce, du Plessis, and Wall [1987] for calculating these higher 
order terms (Theorems 7.2 and 7.3). Our calculations in §4 show that such 
abstractions are not needed for many simple examples. However, we shall 
encounter later examples in which the general results simplify the required 
calculations. 

We begin by stating Gaffney's results. There are two basic theorems: one 
for strong equivalence and one for equivalence. Recall that the modules of 
r-equivariant mappings J1r) and matrices j{r) are finitely generated over 
the ring Ih"(r). The Hilbert - Weyl theorem (Theorem XII, 4.2) lets us choose 
as generators homogeneous mappings Xl' ... , X k E J1r) and homogeneous 
matrices Sl' ... , S, E j{r). That is, we may assume each Xi and each Sj has 
entries that are homogeneous polynomials of the same degree. We define 
deg Xi and deg Sj to be those common degrees. 

Definition 7.1. )(.(g, r) is the submodule of J1r) generated by .;/{. RT(g, r), 
(dg)(Xi) where deg Xi ;:::: 2, and Sjg where deg Sj ;:::: 1. 

Theorem 7.2. Let P E Itr.)(.(g,r). Then 9 + p is strongly r-equivalent to g. 

Remarks 7.3. 
(a) Gaffney proves that when Fix(r) = {O} Theorem 7.2 is the best possible 
result for strong r-equivalence, in the following sense. Theorem 7.2 charac­
terizes those p such that h + p is strongly r-equivalent to h for all h strongly 
r-equivalent to g. 
(b) When Fix(r) '# {O} the results of Gaffney [1986] and Bruce, du Plessis, 
and Wall [1987] are actually more general than Theorem 7.2. In particular, 
they are strong enough to recover Theorem II, 8.7, the main determinacy result 
for bifurcation problems in one state variable. 
(c) In this section we will not prove Gaffney's result in full generality, since 
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the proof relies heavily on machinery from algebraic geometry, beyond the 
scope of this text. Instead, we prove a simpler result in which P in Theorem 
7.2 is assumed to be in Itrs[JI{ . RT(g, r)]. 

Gaffney's second result discusses when 9 + P is r-equivalent to g. Here 
nontrivial changes of the A-coordinate may be needed. Define 

(7.1) 

Note that X is not in general a submodule. 

Theorem 7.4. Let P E Itr x(g, r). Then 9 + p is r-equivalent to g. 

Remark. Theorem 7.2 is by far the most useful general determinacy result that 
we know of. In particular, when Fix(r) = {O}, it is best possible. 

In the remainder of this section we discuss higher order terms in general 
and prove the simpler result mentioned in Remark 7.3(c). 

Let 9 be a r -equivariant bifurcation problem. The perturbation term P E 

tC(r) is higher order with respect to 9 if h + pis r-equivalent to g, for every h 
that is r -equivalent to g. By definition, such a perturbation cannot enter into 
a solution of the recognition problem for g. We denote by 9P(g, r) the set of 
all higher order terms in this sense; that is, 

9P(g, r) = {p E tC(r): h ± p - 9 for all h - g} (7.2) 

where - denotes r -equivalence. The ± is needed because of the sign condi­
tions we have imposed on equivalences. 

Proposition 7.5. For each 9 E tC(r). the set 9P(g, r) is an intrinsic submodule of 
tC(r). 

Remark 7.6. This definition of 9P(g, r) is more general than that of 9P(g) for 
problems in one state variable, given in II, §8b. There we include only those 
terms p for which this equivalence is a strong equivalence obtained by the 
"restricted tangent space constant" theorem (Theorem II, 2.2). The more 
general definition (7.2) leads in some respects to a simpler theory. For example, 
compare the proof of Proposition 7.5 with that of Pro~osition II, 8.6(b). 

PROOF. We first show that 9P(g, r) is a submodule. That is: 

(a) Pl, P2 E 9P(g, r) => Pl ± P2 E &(g, r) 

(b) P E &(g, r), f E 6"(r) => fp E &(g, r). 
(7.3) 

To prove (7.3(a)) observe that if Pl E 9P(g, r) then h + Pl '" 9 for all h '" g. By 
the same token (h ± Pl) ± P2 '" g. So Pl ± P2 E 9P(g, r). 

To prove (7.3(b)) suppose we can prove that 

P E 9P(g, r), f E 6"(r), f(O) =I 0 => fp E 9P(g, r). (7.4) 
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Then (7.3(b)) holds for all f, since if f(O) = ° then f = (1 + f) - 1. Now 
(l + f)p E 9(g, f) by (7.4), and (l + f)p - P = fp E g>(g, f) by (7.3(a)). To 
verify (7.4) observe that if h ~ g then 

h+ I:p~~+p~g 
-JJ If I -

since f(O) -# 0, so (1/Ifl)h "-' h ~ g, and p E 9(g, f). 
Finally, we show that g>(y, r) is intrinsic. Suppose p E 9(g, r) and <I> is a 

f-equivalence. Since equivalences are composed of diffeomorphisms and in­
vertible matrices, they are always invertible. Thus 

h ± <I>(p) = <I>(<I>-l(h) ± p) ~ <I>-l(h) ± p. 

But if h ~ g then <I>-l(h) ~ h ~ y and <I>(h) ± p ~ g since p E 9(g, r). Therefore, 
<I>(p) E 9(g, r). D 

We can now restate Theorems 7.2 and 7.4 as follows: 

(a) Itrs :t~(g, r) c 9(g, r), 

(b) Itr .ff(g, r) c g>(g, r). 
(7.5) 

Moreover, when Fix(r) = {O}, (7.5(b)) is in fact an equality. Since 
.llt· RT(g, r) c x,(g, r) we have 

Itrs[~· RT(g, f)] c &(g, f). (7.6) 

See XVII, §6, and XIX, §2, for examples where Itr.ff ::2 Itr ~. RT. We prove: 

Proposition 7.7. Let p E Itrs[~· RT(g, f)]. Then g + p is strongly f-equivalent 
to g. 

We need a preliminary result: 

Lemma 7.S. Let ,I be an intrinsic submodule contained in R T(g, r). Then 
,I c g>(g, r) if 

RT(g,r) c RT(g + p,r) (7.7) 

for all p E f. 

PROOF. By definition a germ p E 9(g, r) if h ± p ~ g for all h ~ g. But to show 
that an intrinsic submodule ,I is contained in 9(g, r), it suffices to show that 
g ± p ~ g for every p E f. To see this, suppose h = cp(g) for a f-equivalence 
cp. Then h ± p = cp(g) ± p ~ g ± cp-l(p) ~ g because ,I is intrinsic. 

To prove that g ± p ~ g we may appeal to Theorem 1.3 and show that 
RT(g + tp, f) = R T(g, r) for all t E 1R1. This condition is in turn satisfied if we 
show that 

RT(g + p, r) = RT(g, r) (7.8) 

for all p E ,I, since ,I is closed under scalar multiplication. 
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Now (7.7) implies (7.8) provided we show that 

RT(g + p, r) c RT(g, r). 

207 

(7.9) 

We claim this is true. To see why, recall that RT(p, r) c )' since)' is intrinsic. 
Since the generators of RT(g + p, r) are sums of generators from RT(g, r) 
and generators of R T(p, r) c )' c RT(g, r), (7.7) follows. D 

PROOF OF PROPOSITION 7.7. Let p E Itr[.4'(· R T(g, r)]. By (6.5) each generator 
of R T(p, r) lies in j( . R T(g, r). We claim that 

RT(g, r) c RT(g + p, r) + A· RT(g, r). 

Thus we can apply Nakayama's lemma to obtain (7.7) and then apply Lemma 
7.8 to prove the proposition. 

To verify the claim note that each generator of RT(g + p, r) is the sum of 
a generator of RT(g, r) and one of RT(p, r). Since RT(p, r) c .4'(. R T(g, r) 
the claim follows. 0 



CHAPTER XV 

Equivariant Unfolding Theory 

§o. Introduction 

Unfolding theory is the study of parametrized families of perturbations of a 
given germ. In the symmetric setting, when a group r is acting, we consider 
only r-equivalent perturbations. There is a general theory of r-unfoldings, 
analogous to unfoldings in the nonsymmetric case (Volume I, Chapter III). 
The heart of the singularity theory approach to bifurcations with symmetry 
is the equivariant unfolding theorem, which asserts that every r -equivariant 
mapping with finite r-codimension has a universal r-unfolding and gives a 
computable test for universality. 

We begin in §1 by adapting the basic concepts and definitions of unfolding 
theory to the equivariant context. In §2 we state the equivariant universal 
unfolding theorem. This asserts that an unfolding G(x, A, IX) of a mapping germ 
g(x, A) is universal if and only if the partial derivatives OGjOIXi' evaluated at 
IX = 0, span a complement to the tangent space T(g, r) in C:,.«r). 

In §3 we study examples of universal unfoldings. We compute T(h, r) 
explicitly for the groups r = ~, Z2' Z2 EEl Z2' 0(2), and Dn in their natural 
representations. Then we discuss universal unfoldings for specific singularities 
for the groups r = ~,Z2 EEl Z2' and D 3 . The first two cases complete the proof 
of theorems stated in Volume I. The final case is needed later in Case Study 5. 

In §4 we continue the study of bifurcations with D3 symmetry and draw 
the bifurcation diagrams for the simplest such problems. This example demon­
strates a number of useful general principles. The results are used in §5 in 
connection with the spherical Benard problem and in Case Study 5. 

§5 is devoted to an analysis of the spherical Benard problem-convection 
in a spherical annulus. This problem is equivariant under the action of the 
orthogonal group 0(3), and we interpret many known results within the 0(3)-
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symmetric context, using results from Chapter XIII. In §6 we study the special 
case when the bifurcation problem may be posed on the five-dimensional 
irreducible representation V2 (the spherical harmonics of order 2) of 0(3). By 
replacing this space of spherical harmonics by an isomorphic representation, 
in which 0(3) acts by similarity on the space of 3 x 3 symmetric matrices over 
IR of trace zero, we obtain a reduction from 0(3)-symmetric problems on V2 

to D 3-symmetric problems on 1R2. This remarkable reduction process, which 
relies on very special properties of the representation, preserves the entire 
bifurcation structure including orbital asymptotic stability. 

The proof of the equivariant universal unfolding theorem is given in §7. In 
order to make it as accessible as possible we postpone the most abstract result, 
the equivariant preparation theorem, until §8. In that section we derive the 
equivariant preparation theorem from the ordinary preparation theorem, 
proofs of which are readily available. 

§1. Basic Definitions 

In this section we define the basic notions of unfolding theory in the r­
equivariant context. These ideas generalize naturally from the corresponding 
definitions in Volume I, Chapters III and VI, so we shall be brief. Throughout 
this chapter we assume that f is a compact Lie group, acting linearly and 
orthogonally on the vector space V. 

Let g(x, A) E J".:.A(f) be a f-equivariant bifurcation problem. A k-parameter 
f -unfolding of 9 is a f -equivariant map germ G(x, ),' IX) E J:. A.a(f) where IX E IRk 
and 

G(x, },' 0) = g(X, }.). 

More precisely, G E ~. A.a(f) if it is the germ of a mapping 

G: V x IR X IRk -+ V 

satisfying the equivariance condition 

G(yx, )., IX) = yG(x, A, IX) (1.1) 

for all y E f. That is, we assume that f acts trivially on all parameters }., IX. 

Of course, we use f-unfoldings to represent families of perturbations of 
9 that preserve the symmetries f. In the qualitative theory defined by f­
equivalences we need to know when the perturbations in a f-unfolding Hare 
contained in another unfolding G. We codify this idea using the notion of 
"factoring." Let H(x,),,{3) be an i-parameter f-unfolding of g(X,A), and let 
G(x, A, IX) be a k-parameter f-unfolding of g(xJ). We say that H factors 
through G if 

H(x, },' {3) = S(xJ, {3)G(X(x, A, {3), A(}" {3), A({3» (1.2(a» 

where S(x, A, 0) = I, X(x, A, 0) = x, AU" 0) = A and A(O) = O. Equation (1.2(a» 
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states that for each f3, H(', " f3) is equivalent to some member G(', " A(f3» of 
the family G. We also assume that the equivalence of g with g when f3 = 0 is 
the identity. Moreover, we want these equivalences to be r-equivalences. We 
ensure this by demanding that 

(i) S E 1;, ).,a(r), i.e., S(yx, A., IX)y = yS(x, A., IX), 

(ii) X E S;,).,a(r), i.e., X(yx,A.,IX) = yX(x,A.,IX). 
(1.2(b» 

As expected we define a r-unfolding G of g to be versal if every r-unfolding 
H of g factors through G. A versal r-unfolding G of g is universal if G depends 
on the minimum number of parameters needed for a versal unfolding. This 
minimum number is called the r-codimension of g and is denoted by 

codimrg· 

In Chapters III, VI, IX, and X we defined these concepts in special cases, 
namely for (r, V) = (1, [R), (Z2' [R), (1, [Rn), and (Z2 Ef) Z2' [R2). 

§2. The Equivariant Universal Unfolding Theorem 

In this section we derive a necessary condition for a k-parameter r-unfolding 
G of g to be versa\. We do this by considering one-parameter unfoldings of 
the simplest form, just as we did in III, §2, for the nonsymmetric case. This 
construction also leads naturally to a definition of the r -equivariant tangent 
space T(g, r). 

Let p(x) E S;,).(r) and consider the one-parameter unfolding g + ep of g. 
Now suppose that G(x, A., IX) is a versal r-unfolding of g. Then by definition, 
g + ep factors through G. Explicitly this means that 

g(x, A.) + ep(X, A.) = Sex, A., e)G(X(X, A., e), A(A., e), A(e» (2.1) 

where S(x,...1., 0) = I, X(x, A., 0) = x, A(x, 0) = ...1., A(O) = 0, S E 1;,).,.(r), and X E 

S;,). .• (r). Differentiate (2.1) with respect to e and evaluate at e = 0 to obtain 

p(x, A.) = [Sex, A., O)g(x, A.) + (dg)x,;.X(x, A., 0) + g;.(x, A.)A(A., 0)] 

(2.2) 

We make three observations about equation (2.2): 

(a) The germ p on the left-hand side of (2.2) is arbitrary. 
(b) The germs in the first term on the right-hand side of (2.2) comprise the 

tangent space T(g, r); we define this more precisely later; 
(c) The germ in the second term on the right-hand side of (2.2) lies in the 

vector space [R {Gal (X,...1., 0), ... , Gak(x,...1., O)}. 
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These three observations together imply that if G is a versal i-unfolding of 

g, then 

~,;Ji) = T(g,1) + IR{Ga Jx,}.,O), ... ,GaJx).,O)}. (2.3) 

As in the special cases of Volume I, condition (2.3) is sufficient as well as 
necessary. 

Theorem 2.1 (i-equivariant Universal Unfolding Theorem). Let i be a com­
pact Lie group acting on V. Let g E ~,)J1) be a i -equivariant bifurcation 
problem and let G E ~.;.,a(l) be a k-parameter unfolding of g. Then G is versal 
if and only if (2.3) holds. 

The proof of Theorem 2.1 will be given in §§7-8. For the remainder of this 
section we describe how to use and interpret the infinitesimal condition (2.3). 

As mentioned earlier, the possible entries in the first term on the right-hand 
side of(2.2) comprise the tangent space T(g, 1). Let us be more explicit. Germs 
of the form 

S(x,).,O)g(x,).) and (dgk;.X(x,A,O) (2.4) 

both lie in RT(g, r), at least when X(O, 0, 0) = 0. Now germs of the form (2.4) 
lie in 

where 

(2.5) 

That is, the lj span the i -equivariant germs that do not vanish at the origin, 
modulo those that do vanish at the origin. 

Note. If the fixed-point subspace Fix(r) = {O}, then ~,;.(i) = vfl",;.(1). Hence 
m = 0 in this case. 

To any finite degree of determinacy, germs of the form g;.(x, A)A(A, 0) in (2.2) 
may be written as germs in 

IR {g;., Ag;., A2 g;., ... }. (2.6) 

Combining (2.5) and (2.6) we get 

T(g, 1) = RT(g,1) + 1R{(dg)x,;'(YI), ... ,(dg)x,;.(Ym),g;.,Ag""A2 g;., ... }. (2.7) 

The reader may, in fact, take (2.7) to be the definition of the i-equivariant 
tangent space. Compare (2.7) with the formula for T(g) in III, §2. 

Equation (2.7) gives a way to compute the tangent space T(g, r). When 
computing universal i -unfoldings of g, we need to find complements to T(g, 1) 
in ~.;.(i). More precisely, we have the following: 
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Corollary 2.2. Let g E ~,Ar) and let W c ~,;.(r) be a vector subspace such that 

~,;.(r) = T(g, r) EEl W 

Let PI (x, A), "" Pk(X,..1.) be a basis for W Then 
k 

G(x, A, a) = g(x,..1.) + L ajpix,..1.) 
j=l 

is a universal r -unfolding of g. 

Remark. It follows that 

codimrg = codim T(g, r) 

(2.8) 

(2.9) 

PROOF. The proof of Corollary 2.2 follows directly from Theorem 2.1; details 
are left to the reader. D 

There is a technical issue concerning (2.7) which should be discussed at this 
point. The corresponding issue without a symmetry group r arose in Chapter 
III, §2(c). It is often advantageous to know that (2.7) holds with only a finite 
number of elements of the form A.i g;.; that is, 

for some s. Obviously this will be true if 

(a) RT(g, r) has finite codimension in ~,;.(r). 

However, the natural condition to expect on aesthetic grounds is the appar­
ently weaker one: 

(b) T(g, r) has finite codimension in ~,;.(r). 

As pointed out to us by 1. Damon, conditions (a) and (b) are equivalent: 

Proposition 2.3. Let g E ~,;.(r). Then R T(g, r) has finite codimension if and 
only if T(g, r) has finite codimension. 

We do not prove this proposition for two reasons. First, Damon's argument 
requires fairly heavy abstract algebraic machinery. Second, as far as specific 
applications are concerned, there is no difficulty in using condition (a). Indeed 
our method for computing T(g, r)-a necessary step for verifying (b) in any 
special case-first requires the computation of RT(g, r), so that (a) can 
immediately be checked. Thus the theoretical fact stated in Proposition 2.3 is 
important in order to establish that there will be no loss of generality if we 
take condition (a) as a hypothesis instead of (b), but its practical implications 
for the actual computation are nil. 
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A proof of a special case of Proposition 2.3 (when r = ~ and g is a poly­
nomial) was sketched in Lemma III, 2.7. 

EXERCISES 

These exercises continue Exercises XIV, 4.1 and 4.2 on 0> E8 Z'2 bifurcation and use 
the same notation. 

2.1. Prove that 
(a) The codimension of gm is 1 and its topological codimension is O. 
(b) A universal r-unfolding is G(x,y,z,n,A) = [bnu + d + au2 , b,OJ where n is 

close to m. 

2.2. Prove that 
(a) The codimension of hm is 2 and its topological codimension is 1. 
(b) A universal r-unfolding is given by H(x,y,z,n,t,A) = [bnu + BA + tu 2 ,b,OJ 

where 11 is close to m and t close to O. 

§3. Sample Universal r -unfoldings 

In this section we compute T(h, r) for five examples: r = ~, Z2' Z2 EB Z2' 0(2) 
and Dn(n ~ 3). This information is summarized in Table 3.1 and uses the 
notation and setting of Chapter XIV, Table 3.1. 

We then compute universal unfoldings for several examples: r = ~, Z2 EB 
Z2' D 3' The first two results verify theorems stated in Volume I; the last 
example will be needed in Case Study 5. 

All of the entries in Table 3.1 are computed by using (2.7). For the last three 
cases, Z2 EB Z2' 0(2), and D n , we know that Fix(r) = {O}. Hence (2.7) reduces 
to 

T(h,r) = RT(h,r) + t&",dh;} 

We have computed h;. in invariant coordinates for these examples. When 
r =~, V = IRn, the complementary subspace W to .il.x,;.(r) in ~,;.(r) is 
[R{e\, ... ,en }. When r = Z2, V = [R2 and W = 1R{(I,O)}. This observation 
coupled with (2.7) completes Table 3.1. 

Table 3.1. Sample Equivariant Tangent 
Spaces 

r T(h, r) 

,g'x,;.{hjek , ah/axk } + ,g'). {h;,} 
RT(h, r) + 1R{[Pu,quJ} + ,g').{[p).,q).J} 
RT(h,r) + ,g';,{[p).,q;J} 
RT(h, r) + iff). {PI.} 
RT(h,r) + ,g'A{[PA,q;.J} 
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(a) r = 1, V = ~n (n ~ 2) 

In Chapter IX we discussed two results about the codimension of bifurcation 
problems with many state variables. We needed both of these to complete the 
classification of bifurcation problems up to codimension 3, in Theorem IX, 
2.1. The first of these two results, Proposition IX, 1.3, states that a bifurcation 
problem with n state variables has codimension at least n2 - 1. The second 
states that hilltop bifurcations have codimension 3. In the next paragraph we 
derive the estimate n2 - 1; then we prove the result for hilltop bifurcation in 
Theorem 3.1 later. 

Recall that a bifurcation problem with n state variables is a mapping 

h: IR" x IR -+ IR" 

satisfying 

h(O,O) = 0, (dh)o.o = 0. (3.1) 

Condition (3.1) implies that the only possible nonzero linear terms in hare 
multiples of A. Using Table 3.l we see that 

T(h, 1) C {.,!/2 + A}c.:.;. + lR{ohloxl'"'' ohlox", ohio;,}. (3.2) 

Now the codimension of {.-I12 + A} c.:.;. in c.:.;, is n2 + n, since there are n2 

linear terms involving the x-coordinates and n constant terms. Hence the 
codimension of the right-hand side of (3.2) is at least n2 + n - (n + 1) = 
n2 - 1. This verifies the stated bound. 

Theorem 3.1. Hilltop bifurcations have codimension 3. In particular: 

(a) (x2 - y2 + A + 2:xx - 2{3y,2xy + y) is a universal unfolding of (x2 _ y2 + 
A,2xy). 
(b) (x2 + 6(A + y) + 2ay, y2 - A + 2{3x + y) is a universal unfolding of (x2 + 
eA,y2 - A). 

Remark. The proof of this theorem verifies (IX, 3.2). Bifurcation diagrams for 
hilltop bifurcation were given in Chapter IX, Figures 3.1-3.5. 

PROOF. In the proof of Theorem XIV, 4.1, we showed that 

RT(h, 1) = (..,112 + O»tf 

See also Exercise XIV, 2. We prove part (a) of Theorem 3.1, leaving part (b) 
as an exercise. 

The computation of T(h,1) proceeds by recalling that in this case W = 
IR {(l, 0), (0, 1)}. In particular, 

(dh)[~J = hx = (2x,2y) 

(dh) [~J = hy = ( - 2y, 2x). 
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Also h;. = (1,0) and AhA E RT(h, ~). Hence 

T(h,~) = (j{2 + O'»~'A EB 1R{(x,y),(-y,x),(1,O)}. 

It is now easy to find a complementary subspace to T(IJ, ~), spanned by 

(0, 1), (x, 0), (y, 0) 

yielding the universal unfolding in part (a). o 

Suppose that h is a nondegenerate Z2 EEl Z2-equivariant bifurcation problem 
in normal form as in (X, 2.10): 

(3.3) 

Theorem 3.2. 

H(x,y,)"rY.,ii,rn) = [£jU + rnv + e2 ).,iiu + £3V + £4(A - rY.)] 

is a universal Z2 EB Z2-unfolding of h. 

Remark. Theorem 3.2 restates Theorem X, 2.4, whose proof was deferred to 
Volume II. 

PROOF. We showed in (XIV, 4.14) that 

RT(IJ,Z2 EB Z2) = A;,V.AJ:,",A + 1R{[£jU + mv + £2).,0], 

[O,nu + 8 3 V + £4).J, [£jU,nuJ, [mv,e 3 v]}, (3.4) 

where we use the particular form of h in (3.3). From Table 3.1 we see that in 
this case 

T(h,Z2 EB Z2) = RT(h,Z2 EB Z2) + 1R{[c2,e4 J, [e 2A,e4 A]}. (3.5) 

To prove Theorem 3.2 we show that [v, OJ, [0, u J, and [0, - £4] span a 
complementary subspace to T(IJ, Z2 EB Z2) in ~'Y'A(Z2 EB Z2)' This calcula­
tion is best made modulo A;,v,;..;(,v,;" which is contained in RT(IJ, Z2 EEl Z2)' 
The vectors that contribute to this calculation are listed in Table 3.2. 

Simple linear algebra shows that if the 9 x 8 matrix in that table has rank 
8, then we have found the correct vectors to span a complementary sub­
space. Note that the sum of rows 1 and 2 equals the sum of rows 3,4, and 6. 
Hence the codimension of T(IJ, Z2 EEl Z2) is 3 and three vectors are needed to 
span a complement to T(h, Z2 EEl Z2)' Cast out row 6, and eliminate rows 7, 
8, and 9 by row reduction. We are left with the 5 x 5 matrix shown in Table 
3.3. Since this clearly has rank 5, the original matrix has rank 8 as required. 

D 
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Table 3.2. Calculation of T(h, Zz EB Zz) for a Nondegenerate 
Zz EEl Zz-Bifurcation Problem h in Normal Form 

Vectors in 
RT(h, Zz Ef> Zz) 
See (3.3) 

Vectors in 
T(h, Zz Ef> Z2)/ 
RT(h, Zz Ef> Zz) 
See (3.4) 

Vectors to 
span complement 
to T(/Z, Zz Ef> Zz) 

(c) r = D 3 , V = C 

u v ..1. 

I:: 1 m I::z 

1:1 

m 
1:2 

I: z 

Table 3.3. 5 x 5 Reduced 
Matrix Obtained from 
Table 3.2. 

u v 

u v 

n 1::3 

n 
1:3 

1:4 

..1. 

1::4 

1::4 

In this section we find universal D 3-unfoldings for the D3 normal forms 
discussed in XIV, §§3, 4. Recall that a Drbifurcation problem has the form 

h(z, A) = p(u, v, A)Z + q(u, V, A)ZZ = [p, q] (3.6) 

where 

(a) u = ZZ 

(b) v = Z3 + Z3. 
(3.7) 

We prove the following: 

Theorem 3.3. 

(a) h(z, A) = BZz + bAZ, where B, b = ± 1 has D 3-codimension O. 
(b) h(z, A) = (w + bA)Z + (au + mv)z2, where B, b, a = ± 1 and m #- 0, has 

D3-codimension 2 and modality 1. A universal urifolding of h is 
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H(z, A, m, a) = (eu + <5..1.)z + (au + mv + a)z2 (3.8) 

where (m, a) varies near (m, 0). 

PROOF. 

(a) In the proof of Proposition XIV, 4.3, we showed that 

RT(sZ2 + <5)oZ,03) = [..Jt'u.v.).,0"u.v.;J. 

See (XIV, 4.26) and (XIV, 4.27). From Table 3.1 we conclude that 

T(SZ2 + <5..1.z,03) = [.4t'u.v.).,0"u.v.).] + 0").[<5,0] = g;:.v.).' (3.9) 

It follows that codimD,(sz2 + <5..1.z) = ° as claimed. 
(b) In the proof of Theorem XIV, 4.4, we showed that for this particular h, 

RT(h,03) = [A1';.v.).,A1';.v.).] EB 1R{[eu + <5)0, au + mv], 

[O,eu + 15..1.], [2eu,Sau + 6mv], [w,av]}. (3.10) 

From Table 3.1 and (3.10) we see that T(h, 0 3 ) consists of all quadratic terms 
in u, v, A plus the vector space spanned by 

(a) [eu + 15)0, au + mv], 

(b) [0, eu + 15..1.], 

(c) [2w, Sau + 6mv] 

(d) [w, av], 

(e) [15,0], and 

(f) [Mo,O]. 

(3.11 ) 

We claim that the vector space spanned by 

(a) [0,1] and 
(3.12) 

(b) [0, v] 

yields a complementary subspace to T(h, 0 3 ) in ~.).(03)' To verify this, we 
must check that the 8 x 8 matrix in Table 3.4 has rank 8. This is left to the 
reader as an exercise. 

Table 3.4. 

[1,0] [u,O] 

(3.11 (a)) 8 
(3.11(b)) 
(3.11(c)) 28 
(3.11 (d)) 
(3.11 (e)) fJ 
(3.11(f)) 
(3.12(a)) 
(3.12(b)) 

[v, 0] [A,O] [0, I] [O,u] [0, v] [0, A] 

0" 

f, 

50" 

m 

6m 
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§4. Bifurcation with D3 Symmetry 

In XIII, §5, and XIV, §4, we considered several aspects of bifurcation with 
triangular (03) symmetry. In this section we complete the unfolding analysis 
and draw the associated bifurcation diagrams for the simplest 0 3 singularities. 
These results are used in the next section in a discussion of the spherical 
Benard problem, in Case Study 5, and in the discussion of buckling of a 
triangular beam by Buzano, Geymonat, and Poston [1985]. We begin with a 
summary of previous results. 

Assume that the action of 0 3 on ~2 == C is generated by Z H Z and Z H 

e21tiI3z. The form of the general 03-equivariant bifurcation problem is 

g(z, A) = p(u, v, ).)z + q(u, V, A)Z2 == [p, q] (4.1) 

where u = zz, v = Z3 + Z3, and p(O, 0, 0) = 0. See Chapter XIV, Table 3.1. We 
showed in XIII, §5, that the equivariant branching lemma implies that the 
simplest such bifurcation problems (P;.(O) # 0) have branches of solutions. 
However, generically (q(O) # 0) the solutions obtained in this way are unstable. 
Thus, when analyzing stable solutions for 03-bifurcation problems using local 
techniques, one must study degenerate singularities and unfold. This will be 
our approach. 

Normal forms for the simplest 03-singularities were discussed in detail in 
XIV, §4. They are: 

k(z, A) = BAZ + bz2 

(see Proposition XIV, 4.3) and 

h(z, A) = (BU + bA)Z + (au + InV)Z2 

(4.2) 

(4.3) 

(see Theorem XIV, 4.4) where B, b, a = ± 1 and In -:/= 0. The normal form (4.2) 
was obtained under the assumptions 

p(O) = 0, P;.(O) -:/= 0, q(O) -:/= 0 

and represents the simplest 0 3 singularity. Normal form (4.3) is the simplest 
singularity satisfying the defining condition 

q(O) = 0. 

Of course, q(O) is the coefficient of the only 03-equivariant quadratic in (4.1), 
and it is the coefficient which guarantees that solutions to (4.2) will be unstable. 
The list of nondegeneracy conditions needed to obtain the normal form (4.3) 
may be found in the statement of Theorem XIV, 4.4. 

By Theorem 3.3 the universal unfoldings of (4.2) and (4.3) are as follows: 

(a) k(z, A) in (4.2) has 03-codimension 0. 
(b) h(z, A) in (4.3) has 03-codimension 2, topological codimension 1, and 

universal unfolding 

H(z, A, Jl, a) = (eu + bA)Z + (au + JlV + a)z2 

where Jl - In and a - 0. (4.4) 



§4. Bifurcation with D3 Symmetry 219 

We now derive the bifurcation diagrams for these D 3-equivariant normal 
forms. Recall from XIII, §5, that orbits of solutions to 9 = 0 in (4.1) are 

(a) z = 0 

(b) p(x 2,2x3J) + q(x2,2x 3,}.)X = 0, (4.5) 

(c) p = q = O. 

See Chapter XIII, Table 5.1. We claim that the eigenvalues of dg along these 
solutions are: 

(a) p(O, 0, A) [twice] 

(b) qx + 2PuX2 + (6p" + 2qu)x3 + 6q"x4 - 3xq 

(c) det dg = 3(Z3 - 2 3)2 [Puq" - p"qu] 

trace(dg) = 2[upu + (3pv + 2qu)v + 3u1 qvl 

(4.6) 

Note that in (4.6(c)) the eigenvalues are given only implicitly. To derive (4.6) 
we use the calculations in XIII, §5. In particular, the eigenvalues along the Zl 
branch were shown to be gz ± gz (XIII, 5.14), and these derivatives were 
computed in (XIII, 5.13). A short calculation yields (4.6(b)). To compute 
(4.6(c)), which determines the eigenvalues of dg when p = q = 0, recall by 
(XIII, 5.12) that in complex notation 

and that in this form 

(a) det(dg) = Igzl 2 - Ig,,1 2 

(b) trace(dg) = 2 Re gz. 

(4.7) 

(4.8) 

Now compute (4.6(c)), using (4.8), (XIII, 5.13), and p = q = O. (The calculation 
of det(dg) is somewhat long, but straightforward.) 

We can now draw the bifurcation diagrams for the normal forms k and h. 
To simplify the discussion we assume that the trivial solution is asymptotically 
stable when A < 0. In addition, by transforming g(z, ).) to - g( - z,).) we may 
fix another choice of signs. This change of coordinates preserves the asymp­
totic stability of solutions. Thus we may assume the normal forms are: 

(a) k(z, A) = 22 - }.z 

(b) h(z, ),) = (eu - A)Z + (u + mvyzl. 
(4.9) 

Using (4.5 and 4.6) we can now draw the unperturbed bifurcation diagrams, 
the result being Figure 4.1. We show only the case s = + 1 in (4.9(b)); this 
choice corresponds to supercritical bifurcation. 

Note that in the simplest bifurcation problems with D3 symmetry the only 
asymptotically stable solution is the subcritical trivial solution, whereas for 
the degenerate singularity one of the two supercritical Z2 solutions is asymp­
totically stable. 
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e __ 3 

(b) (u-).)z + (u+mv)i2·0 

Figure 4.1. Unperturbed D 3-symmetric bifurcation diagrams for the two normal 
forms (4.9(a, b)). 

(b) a<O,II-<O 

~+~+----~2 

~2 

--~~~~~-----D3 

(0) a>O 

(e) a<O, 11->0 

-+ 

Figure 4.2. Bifurcation diagrams for (4.11): (u - ..l.)z + (u + flV - a)z2 = O. 

The Z2 solutions in Figure 4.1 (b) are determined by the equation 

x(x 2 - A. + x 3 + 2mx4 ) = 0; (4.10) 

see (4.5 (b)). Thus (4.10) determines an asymmetric pitchfork bifurcation, yield­
ing two supercritical branches. Since no group element in D3 takes (x, 0) f-+ 

( - x, 0) there is no reason why the two nontrivial branches of the pitchfork 
should be identified, and they are not. It might seem that the difference 
between the two branches is minimal since the asymmetry only results from 
the x3 term in (4.10) or the uz2 term in h. However, the fact that solutions on 
one branch are stable and on the other are unstable indicates that the differ­
ence is genuine. 

Next we discuss the perturbed bifurcation diagrams contained in the uni­
versal unfolding 

H(z, A., fl, rx) = (u - A.)z + (u + flV + rx)Z2 (4.11) 

of(4.19(b». We assume 8 = + 1 so that the Z2 branches are supercritical. The 
resulting bifurcation diagrams are given in Figure 4.2. Not surprisingly, the 
bifurcation diagram for the universal unfolding F(', " fl, rx) = 0 has a trans­
critical bifurcation (on the Z2 branch) when rx '# 0, since locally the bifurcation 
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from the trivial solution is equivalent to Figure 4.1 (a). In fact, the equation 
for the Z2 branch may be obtained from (4.5(b)) and (4.11): 

A = IXX + X2 + X3 + 2{LX4. (4.12) 

Thus a limit point occurs when aA/aX = IX + 2x + 3x2 + 8{Lx 3 = 0 along the 
Z2 branch. Near the origin this occurs at 

X:::::: -1X/2. (4.13) 

This limit point is indicated in Figure 4.2. 
Although it is less obvious, taking IX ¥- 0 can lead to secondary bifurcation 

to a solution with trivial isotropy. To see this, write equations (4.5(c)) for (4.11) 
as 

(a) A = X2 + y2 

(b) -IX = x2(1 + 2{Lx) + y2(1 - 6{Lx) 
(4.14) 

where Z = x + iy, u = X2 + y2, and v = 2(X3 - 3xy2). Provided IX ¥- 0, (4.14(b)) 
has real solutions in a neighborhood of the origin. 

We now show how these solutions with trivial isotropy fit into Figure 
4.2(b, c). Observe that for small IX < 0 the solutions of(4.l4(b)) (near the origin) 
form a circlelike curve in the (x, y)-plane of radius approximately foI. This 
is exactly true for {L = 0, and approximately true for small {L ¥- O. It follows 
that in (x, y, A)-space this curve intersects the y = 0 plane at two points (x_, A_) 
and (X+,A+) where x_ < 0 < x+. These correspond to intersection points of 
the branch with trivial isotropy and solutions with isotropy Z2' Moreover, 
the group element Zf-+Z (or (x, y) f-+ (x, - y)) identifies the two semicircles 
y > 0 and y < O. Thus, since we are plotting only orbits of solutions with trivial 
isotropy, this circlelike curve shows that there is a unique orbit of such 
solutions for each A between ,L and A+. 

Recall from (4.13) that when IX < 0 the limit point on the Z2 branch occurs 
on the branch where x > 0.1t follows that the unique branch of solutions with 
trivial isotropy connects the two branches of Z2 solutions, and we can tell 
whether this branch slants from left to right, or vice versa, by computing the 
sign of A_ - A+. We claim that 

sgn(A_ - A+) = sgn({L). (4.15) 

Assuming (4.15) we see that A_ < A+ when {L < O. Thus the intersection of the 
secondary branch with the Z2 branch that has no limit point, occurs at a value 
of }, (namely A_) less than the value of A (namely A+) at which it intersects the 
Z2-branch that has a limit point. See Figure 4.2(b). A similar discussion holds 
for Figure 4.2(c). 

To establish (4.15) we show that 

A_ - A+ = -IX{L(X+ - x-)/[(1 + {Lx_Hi + {Lx+)]. (4.16) 

Observe that (-IX)(X+ - x-) and (1 + {Lx-)(1 + {Lx+) are positive (when IX - 0) 
so that (4.15) follows from (4.16). Now (4.14(a)) implies that A+ = xi and A_ = 
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x~. Substitute into (4.12) to obtain 

(a) a + x~ + f.1xt = 0 

(b) a + x~ + f.1x~ = O. 

Rewrite (4.l7) using A ± = xt to find 

(a) A+ = -a/(l + f.1x+) 

(b) L = -a/(1 + f.1L). 

Now compute )"_ - A+ from (4.l8) to establish (4.16). 

(4.17) 

(4.18) 

We end the description of Figure 4.2 by discussing the asymptotic stability 
of solutions. Using (4.11) and (4.6) we may determine the eigenvalues along 
the three types of branch. In this case we have 

(a) -A [twice] 

(b) ax + 2X2 + 3x 3 + 8f.1x4 - 3(ax + x 3 + 2J1x4 ) 

(c) sgn det dg = sgn f.1 
(4.l9) 

trace dg = (2 + 4x + 3f.1X2)X 2 . 

The stability of the trivial solution and the solutions with trivial isotropy 
follow directly from (4.19(a, c)). Moreover, the eigenvalues of the Z2 solutions 
in the unperturbed diagram (a = 0, Figure 4.1 (b)) and near the origin in the 
perturbed cases (a =f. 0) follow directly from (4. 19(b)). To complete the discus­
sion we must determine when the eigenvalues in (4.l9(b)) change sign. To do 
this, use (4.12) to rewrite the eigenvalues in (4.19(b)) as 

(a) x dA/dx 

(b) 3(x 2 - A). 
(4.20) 

Thus the first eigenvalue (4.20(a)) changes sign at limit points on the Z2 
branch, and the second eigenvalue (4.20(b)) changes sign of the point of 
bifurcation with the branch having trivial isotropy. 

We end this section with a discussion of the bifurcation diagrams associated 
with universal unfoldings of singularities that are D 3-equivalent to (4.11). 
Since D 3-equivalence preserves zero sets (up to changes in coordinates) the 
only issue is the asymptotic stability of solutions. Of the three kinds of solution 
listed in (4.5), we may analyze the first two by using Theorem XIV, 5.3. This 
states that r -equivalence preserves stability of a solution whenever the iso­
tropy subgroup of that solution decomposes the space into a direct sum of 
distinct absolutely irreducible representations. We claim that the isotropy 
subgroups D3 and Z2 satisfy this hypothesis. Indeed D3 acts absolutely 
irreducibly on C. Also Z2' generated by ZHZ, decomposes C into 1R{1} Et> 
lR{i}, and the action on these spaces is, respectively, by the identity and by 
minus the identity. 

Thus it suffices to show that D 3-equivalence preserves the asymptotic 
stability of the solutions (4.5(c)) with trivial isotropy. We do this by an ad hoc 
argument. From Remark XIV, 5.2, we know that the sign of det(dH) is an 



§5. The Spherical Benard Problem 223 

invariant of D3-equivalence. Hence, when sgn det{dH) < 0 at a solution with 
trivial isotropy, the eigenvalues of dH have opposite signs, and this fact is 
preserved by D3-equivalence. 

Finally we assume that sgn det(dH) > 0 at a solution with trivial isotropy. 
Then the signs of the real parts of the eigenvalues of dH, and hence the 
asymptotic stability of the solution, are determined by the sign of trace dH. 
In (4.6(c)) we computed this trace, obtaining 

(4.21 ) 

Now this is dominated, modulo higher order terms, by 2upu(O). Thus, if the 
sign of Pu(O) is an invariant of D 3-equivalence, then the asymptotic stability 
of solutions with trivial isotropy is preserved by D3-equivalence. Now recall 
Theorem XIV, 4.4, in which the recognition problem for the D3 singularity 
(4.3) was solved. We showed (XIV, 4.25, 4.24) that /:: = sgn Pu(O) where /:: = ± 1 
is the sign in the normal form (4.3). Therefore, sgn Pu(O) is invariant under 
D 3-equivalence. 

§5. t The Spherical Benard Problem 

The Benard problem concerns convection in a viscous fluid when it is heated 
from below; see Case Study 4. In this section we discuss the Benard problem 
in spherical geometry; that is, we assume that the fluid is confined in a spherical 
shell. We ask what types of convection pattern appear by bifurcation from the 
"trivial" pure conduction state. The discussion will be descriptive, based on 
the 0(3) symmetry inherent in the problem. 

We consider the Benard problem in the Boussinesq approximation. In this 
model there is a trivial solution representing pure heat conduction directed 
radially outward. As the nondimensionalized temperature on the inner sphere 
(the Rayleigh number R) is increased, the trivial solution loses stability, say at 
R = Ro. The Benard problem is the study of the resulting bifurcation. This 
problem has been widely studied, and we survey here results of Busse [1975J, 
Busse and Riahi [1982J, Chossat [1979, 1982J, Golubitsky and Schaeffer 
[1982J, and Young [1974]. 

The Boussinesq equations are posed on the three-dimensional annulus 

Q = {x E 1R31rj < Ixl < ro}. 

We call '1 = rolrj the radius ratio. After subtraction of the pure conduc­
tion solution (so that the bifurcation is from zero) the Boussinesq equations 
become 

(a) v, = - 'Vp + ~v + ROg(r) - (v· 'V)r 

1 
(b) 8, = P {118 + R'VTo· r} - (v· 'V)fJ 

(c) 'V·v = 0 

(5.1 ) 
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where v E [R3 is the velocity, p is the pressure, e is temperature, R the Rayleigh 
number, and P the Prandtl number. We assume that the gravity vector g(r) 
and the equilibrium temperature gradient VTo have the form 

(a) g(r) = (Yl/r 3 + Y2)r 

(b) VTo = (f3dr3 + f32)r 
(5.2) 

where r is the vector of length r in the outward radial direction. Of course, 
(5.1) must be supplemented by appropriate boundary conditions on an: a 
typical choice is Dirichlet or rigid boundary conditions. 

We consider only small-amplitude steady-state solutions to (5.1), which we 
regard as a bifurcation problem with the Rayleigh number R as bifurcation 
parameter. The first step in finding small-amplitude solutions is to consider 
the Boussinesq equations linearized about the trivial solution. Values of R 
where these linearized equations have nonzero solutions are called eigen­
values, and the critical Rayleigh number Ro is just the smallest eigenvalue. 

We let V denote the kernel of the linearized Boussinesq equations at Ro. 
The second step is to determine V. Now the Boussinesq equations are invariant 
under the natural action of the orthogonal group 0(3) on the annulus n. This 
action induces a representation of 0(3) on V. An abstract description of V can 
be obtained by writing Vas a direct sum of irreducible subspaces. 

Now that we have done this, there are two basic ways to proceed. Either 
we can seek "generic" solution branches, using the equivariant branching 
lemma, or we can perform a Liapunov~Schmidt reduction onto V and solve 
the reduced equations, perhaps by singularity theory methods, to determine 
precisely the small amplitude solutions. Of course, the second approach is 
more difficult, but when it can be applied it yields more detailed information. 

Results concerning the first two steps (the critical Rayleigh number Ro and 
the structure of the kernel V) are summarized and proved in Chossat [1979]. 
Generically (in the radius ratio '1) 0(3) acts irreducibly on V, and V ~ v" the 
spherical harmonics of degree I with the natural ( - 1)' action of - IE 0(3). 
The exact value of I depends on '1. In particular, the value of I is monotonic 
in '1 and approaches 00 as '1 ~ 1 (the shell becomes infinitesimally thin). Since 
I is an integer, there is an infinite sequence of values '1 at which I jumps in value 
by 1. These values of '1 correspond to "multiple eigenvalues" or "mode inter­
actions" where the 0(3)-action on V is reducible. In our discussion we (unfor­
tunately have to) avoid these special values of '1. For details see Chossat 
[1979J, Theorem 1, p. 631. 

The reader should note that the kind of local bifurcation analysis we are 
about to give is meaningful only when '1 is far from 1, since as '1 ~ 1 many 
eigenvalues of the linearized Boussinesq equations pile up at Ro. It follows 
that the range of validity (in R) of a local analysis is very small when '1 ~ 1. 
Thus our main interest is in cases where I is small, say I ~ 10. 

In their analysis of the spherical Benard problem Busse [1975] and Busse 
and Riahi [1982] have used (implicitly) the first approach, based on the 
equivariant branching lemma. They study the cases I = 1,2,3,4, and 6, finding 
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Figure 5.1. Patterns of con vection in spherical shells. The sign of the radial velocity is 
opposite in shaded and unshaded areas. From Busse and Riahi [1982J. 

the solutions predicted by the general 0(3) theory. See Theorem XIII, 9.8. As 
well as the axisymmetric solutions (with isotropy 0(2)) that exist for all I, they 
find: 

octahedral solutions with isotropy subgroup (11- when 1= 3 and (II EB Z~ 
when I = 4, 6, 

sector solutions with isotropy subgroup D~ when I = 3, 
icosahedral solutions with isotropy subgroup U EB Z~ when I = 6. 

Some of their solutions are pictured in Figure 5.1. Shaded regions represent 
areas where the fluid is flowing up, and unshaded regions show where the fluid 
is flowing down (or vice versa). 

The general 0(3) theory summarized in Theorem XIII, 8.8, allows us to find 
a number of solutions to the Boussinesq equations when I=:; 10. Moreover, 
the existence of these solutions does not depend on the particular nonlineari­
ties in the Boussinesq equations, just on the 0(3) symmetry and details of the 
linearized equations. 

Remark. When I is even there is a nonzero equivariant quadratic mapping on 
V; (which is the gradient of an 0(3)-invariant cubic). Hence Theorem XIII, 
4.4., applies, showing that when I is even all of the solutions that we, Busse, 
and Riahi have found are unstable to perturbations in V;. Chossat [1979] 
considers specifically the case I = 2, where the axisymmetric solutions found 
previously must be unstable. Note that there are two physically distinct types 
of axisymmetric solution when I = 2: those in which the fluid is upwelling at 
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the poles and downwelling at the equator, and those in which the upwelling 
is at the equator and the downwelling is at the poles. Each flow has isotropy 
0(2) EB Z'2, so the isotropy subgroup does not distinguish all physical cha­
racteristics of the flow. 

Chossat's results are best understood in terms of a mathematical fact which 
is proved in the next section. The analysis of 0(3)-symmetric bifurcation 
problems defined on V2 is identical to that of D 3-symmetric problems defined 
on C, considered in §4. The only difference is that the Zz-symmetric branches 
in the D3 analysis correspond to the axisymmetric solutions in the 0(3) 
analysis. 

Assuming this identification of two different contexts, we describe Chossat's 
results. The simplest and generic bifurcation occurs to a transcritical axi­
symmetric branch of solutions; see Figure 4.1 (a). The super- and subcritical 
branches correspond to up- and downwelling at the poles, in some order. 
To determine whether this singularity occurs in the Boussinesq equations, 
Chossat explicitly computes, by Liapunov-Schmidt reduction, the second 
order term q(O) in (4.1). He then shows that this quadratic term vanishes for 
certain choices of the gravity vector and equilibrium temperature gradient in 
(5.2). These choices are defined by the relation 

(5.3) 

where the rj' Pj are as in (5.2). When (5.3) holds we say we are in the self-adjoint 
case. This terminology reflects the fact that the linearized Boussinesq equa­
tions are self-adjoint when (5.3) holds; moreover, this self-adjointness is what 
is used to prove that q(O) = O. 

Chossat shows that the cubic term Pu(O) (or e) is positive, so that the two 
branches of axisymmetric solutions are supercritical as in Figure 4.1 (b). He 
then assumes that certain expressions involving fourth and fifth order terms 
are nonzero-these correspond exactly to the nondegeneracy conditions in 
Theorem XIV, 4.4-to conclude that one of the branches of axisymmetric 
solutions is asymptotically stable, at least to perturbations in v,. In fact, only 
the fourth order coefficient is needed to determine whether upwelling or down­
welling at the poles is stable. The analytic calculation of these coefficients is 
not possible by hand. However, Chossat [1982] uses numerical calculations 
to compute the fourth order coefficient when the radius ratio '1 = 0.3, a value 
for which the kernel at the critical Rayleigh number is isomorphic to V2 • He 
finds that the stable solutions are those with upwelling at the poles. 

In conclusion, we consider the slightly non-self-adjoint case. It is shown 
in Golubitsky and Schaeffer [1982] that perturbing the Pj and rj leads to 
a universal unfolding of Chossat's degenerate bifurcation problem. Hence, 
according to Figure 4.2(b) or (c), there is a perturbation yielding nonaxi­
symmetric solutions, and also a change in the direction of welling at the poles, 
as the Rayleigh number is increased. Whether this nonaxisymmetric solution 
can be stable depends on the fifth order coefficient, whose computation has 
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not yet been attempted. Young [1974] has found nonaxisymmetric flows by 
direct numerical integration of the Boussinesq equations. However, these 
flows are not near the self-adjoint case, where our analysis is valid. 

§6.t Spherical Harmonics of Order 2 

In this section we concentrate on bifurcation problems commuting with the 
action of 0(3) on the spherical harmonics V2 of order 2. We show that these 
bifurcation problems are identical in structure with problems in the plane 
commuting with 0 3 , already studied in §4. More precisely, we show that 
there is a (natural) one-to-one correspondence between bifurcation problems 
G: V2 x IR -+ V1 commuting with 0(3) and bifurcation problems g: IC x IR-+ 
IC commuting with 0 3 . 

When 1 is even, - I E 0(3) acts as the identity on J!{. Thus, when considering 
V2 , we may as well consider only the action of SO(3). Recall that V2 is 
five-dimensional and that all five-dimensional irreducible representations of 
SO(3) are isomorphic. We use this fact to give a simpler presentation of this 
five-dimensional representation of SO(3). Let 

v = {3 x 3 symmetric matrices A: tr(A) = O}. (6.1 ) 

Observe that V is five-dimensional and that SO(3) acts on V in a natural way, 
by similarity of matrices. That is, 

y·A = yAy' (6.2) 

where y E SO(3) and A E v: (Note that y. A denotes the action of t' on A, 
whereas yA)" indicates matrix multiplication.) 

Let W c V be the two-dimensional subspace of diagonal matrices of trace 
zero. It is easy to see that W is the fixed-point subspace of the group L 
generated by 

o 
-I 

o 
~]. 

-1 
(6.3) 

Note that L has four elements and is isomorphic to Oz = Zz EB Zz c SO(3). 
Let S3 denote the six-element group of 3 x 3 permutation matrices. Observe 

that each element of S3 leaves the space of diagonal matrices W invariant. 
That is, if, E S3 and DEW, then ,D,' is also diagonal. 

Our main result is as follows: 

Theorem 6.1. Let G: V -+ V be SO(3)-equivariant. Theil g = GI W is an S3-
equivariant mapping W -+ W Moreover, every (smooth) S3-equivariant mapping 
011 W extends uniquely to an SO(3)-equivariant mapping on V. 
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Remark. Since W = Fix(l:) is a fixed-point subspace, G maps W to itself. Since 
S3 c 0(3) leaves W invariant, g is S3-equivariant. The content of this theorem 
is that every such g extends to an SO(3)-equivariant, and that this extension 
is unique. 

Besides Theorem 6.1 there are two results which are needed to complete 
the identification of SO(3) and D3 bifurcation problems. The first shows that 
S3-equivalence on W is the same as SO(3)-equivalence on V The second shows 
that asymptotic stability on W corresponds to orbital asymptotic stability on 
V We prove these in Lemma 6.7 and Theorem 6.9. 

In order to prove Theorem 6.1 we need four preliminary lemmas. 

Lemma 6.2. Let N(l:) be the normalizer of l: in SO(3). Then N(l:) = 10, the 
octahedral group, and N(l:)/l: ~ S3' 

PROOF. Both l: and S3 consist of group elements which are symmetries of the 
cube. So l: and S3 are contained in the twenty-four-element group 10. Let T 
be the subgroup of SO(3) generated by the four-element group l: and the 
six-element group S3' Now T c 10, and T has at least twenty-four elements 
since S3 n l: = ~. Therefore, T = 10. 

By direct calculation S3 c N(l:); in other words, rl:r-1 c l: for every per­
mutation matrix r. Therefore, N(l:) ::::> 10, since N(l:) contains both l: and S3' 
Now 10 is a maximal closed subgroup of SO(3). Hence either N(l:) = 10 or 
N(L) = SO(3). But the latter is easily shown to be false, whence N(L) = 10 as 
claimed. 

Finally, since S3 n L = ~, the canonical projection N(L) ~ N(L)jl: yields 
an isomorphism of S3 with N(L)/L. 0 

Lemma 6.3. The groups S3 and D3 are isomorphic. The action of S3 on W is 
isomorphic to the standard action of D3 on C. 

PROOF. Identify C with Was follows: let z = x + iy E C and let 

o 0] t( -x + j3y) 0 . 
o t(-x - j3y) 

Observe that 

[1 ° 0] 
r = 0 ° 1 010 

acts on D(z) by 

rD(z)r t = D(z) 

and that 
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acts on D(z) by 

pD(z)pt = D(e i9 z) 

where e = 2n/3. Since rand p generate S3' and z 1-+ Z and z 1-+ e i9 z generate 
0 3 , these calculations show both that S3 ~ 0 3 and that the actions on W 
and IC are isomorphic. 

Lemma 6.4. Let DEW be nonzero, and let LD be its isotropy subgroup. If two 
of the diagonal entries in D are equal, then LD ~ 0(2). If all the diagonal entries 
in D are distinct, then LD = L. 

PROOF. Suppose that y' D = D for some y E SO(3). We may rewrite this 
identity as 

yD = Dy. (6.4) 

It is a straightforward exercise to check that (6.4) implies the stated result. To 
do this, write 

B C] 
F G and 
J K 

[
X 0 0] 

D= ° yO. 

° ° z 
Then (6.4) implies that 

Bx = By, Cx = Cz, Ex = Ey, Gy = Gz, Hx=Hz, Jy=Jz. 
(6.5) 

If x, y, z are distinct then y is diagonal. Since y E SO(3) it follows that y E L. 
Since D # ° and tr D = 0, at most two entries of D are equal. Suppose X = y. 

Then (6.5) implies that 

[A B 0] 
y= E F 0 . 

o 0 K 

Orthogonality implies that U n E 0(2), and K = det[i n o 
Remark 6.5. The points in W with isotropy subgroup 0(2) in SO(3) are 
precisely those which have isotropy subgroup Z2 in 0 3 , Those with isotropy 
subgroup L in SO(3) are precisely those with isotropy subgroup ~ in 0 3 , 

Lemma 6.6. Let DEW be a diagonal matrix with isotropy subgroup L in SO(3). 
Suppose that y' DEW for some y E SO(3). Then y E N(L) = O. 
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Remark. This is (a special case of) a simple converse to Lemma XIII, 10.1 (a), 
and is proved the same way. For completeness, we give a proof here. 

PROOF. Let (J E L. Then y-l(JyD = y-lyD since yD E W so (J fixes yD. Thus 
y-l(JY E LD = L. Therefore, YLy-l = L so Y E N(L). D 

We have now assembled the lemmas needed for the following: 

PROOF OF THEOREM 6.1. By the Remark after the statement of the theorem, 
it suffices to prove that every S3-equivariant mapping g: W ---> W extends 
uniquely to a (smooth) SO(3)-equivariant mapping G: V ---> V. 

First we show that if an extension exists, it is unique. Let A be a symmetric 
3 x 3 matrix. Since every symmetric matrix can be diagonalized by an ortho­
gonal change of coordinates, there exists )1 E SO(3) such that y' A is diagonal. 
Therefore, if G exists and commutes with SO(3), we have 

g(y. A) = G(y' A) = yG(A), 

so 

(6.6) 

Therefore, G is unique. 
Now we prove existence, using the module structure of S3-equivariant 

mappings over the ring of S3-invariants. We claim that every equivariant 
mapping g on W has the form 

(6.7) 

where the S3-invariants p and q are functions oftr(D2 ) and det D.If(6.7) holds 
then g extends to G by using the same formula: 

G(A) = p(tr(A 2 ), detA)A + q(tr(A 2 ), detA)[A 2 - ttr(A 2 )J]. (6.8) 

(It is easy to check that such a mapping G is SO(3)-equivariant.) 
To establish (6.7) we recall from (XII, 5.12) that every D3-equivariant 

mapping on C is of the form 

p(zz, Re Z3)Z + q(zz, Re Z3)Z2. (6.9) 

The identification of the preceding S3 and 0 3 actions can be used to derive 
(6.7) explicitly. Alternatively, a simple counting argument suffices. The module 
of 03-equivariant mappings is generated by unique linear and quadratic 
equivariants; the same is asserted in (6.7) for S3' Similarly the quadratic and 
cubic generators for the invariants of 0 3 must match those for S3' 0 

Next we show that the correspondence between SO(3) and S3 preserves 
equivalence. 

Theorem 6.7. Let g, h: W ---> W be S3-equivalent, and let G, H: V ---> V be their 
SO(3)-equivariant extensions. Then G and Hare SO(3)-equivalent. 
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PROOF. Let SeA) E 6'(SO(3)). Let Dl , Dz E W Then S(DdDz E W To see why, 
let (J E I:. The equivariance condition on S states that 

S((JA)(JB = (JS(A)B. 

Hence, since aDI = Dl and aDz = Dz, we have 

S(DI )Dz = (JS(DdD2 · 

It follows that SeD! )D2 E Fix(I:) = W 
Now suppose that G and Hare SO(3)-equivalent, so that 

G(A) = S(A)H(X(A)), 

where X: V -> V is SO(3)-equivariant. Restrict (6.10) to W, to obtain 

g(D) = S(D)h(X(D)), 

since X: W -> Wand SeD): W -> W Thus 9 and hare S3-equivalent. 
Conversely suppose that 9 and hare S3-equivalent, so that 

g(D) = s(D)h(x(D)) 

(6.10) 

(6.11 ) 

where x: W -> Wand seD): W -> W satisfy the appropriate S3-equivariance 
conditions. We claim that s: W x W -> W extends to an SO(3)-equivariant 
mapping S: V x V -> V that is linear in the second factor. If this claim is valid, 
then the uniqueness of extensions shows that 

G(A) = S(A)H(X(A)) ( 6.12) 

where X is the unique SO(3)-equivariant extension of x. (Each side of (6.12) 
is an extension of the corresponding side of (6.11), but these are equal.) Note 
that we have not assumed that s extends uniquely to S. In fact, Exercise 6.1 
shows that this is not the case. 

To prove the claim, recall that 6'(D3) is generated as a module over c&'(D3) 
by 

to(Z, w) = w, 

t!(Z,W) = ZW, 

t 3 (Z, w) = Z3 W . 

We claim that 6'(S3) is generated over c&'(S3) by 

so(D, E) = E, 

sleD, E) = DE - !tr(DE)I, 

sz(D, E) = D Z E - ! tr(Dz E)I, 

s3(D, E) = tr(Dz E)D. 

( 6.13) 

(6.14) 

This is easy to see. By direct computation each Sj E 6'(S3)' Since the Dr and 
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S3-actions are isomorphic, and the degrees of homogeneity match up in (6.13) 
and (6.14), the result follows. (We must check directly that 

S2' tr(D 2 )so 

and 

are linearly independent.) 
Finally, observe that each of So, S1' S2' S3 extends to a matrix in JV(SO(3)) 

by using the same formula, whence it follows by linearity over 0"(SO(3)) that 
every matrix in E(S3) extends (smoothly) to one in JV(SO(3)). 0 

Remark 6.S. The proof of Theorem 6.7 is valid if 9 and h (and G and H) depend 
smoothly on parameters. Therefore, the restricted tangent spaces, and the 
tangent spaces, are the same in the S3 and SO(3) contexts. Hence the recogni­
tion problems and unfolding theories are identical for these two group actions. 

Finally in this section we discuss the relation between stabilities of solution 
branches in the two cases. 

Theorem 6.9. Let G: V --> V be an SO(3)-equivariant mapping and let g = GI W 
be its S3-equivariant restriction. Let DE V satisfy G(D) = O. Then D is orbitally 
asymptotically stable if and only if D is asymptotically stable for the system 
x + g(x) = O. 

PROOF. In Lemma 6.4 we showed that there are three types of isotropy 
subgroup for the action of SO(3) on V, which correspond to isotropy sub­
groups for the action of S3 on Was shown in Figure 6.1. Since SO(3) acts 
absolutely irreducibly on V it follows that (dG)o is a multiple of the identity, 
say cIv . Thus (dg)o = cIw so the result holds for the trivial solution. 

Since SO(3) is three-dimensional, (dG)D has three zero eigenvalues at points 
with trivial (D 2 ) isotropy. Thus the orbital asymptotic stability of D is deter­
mined by two possibly nonzero eigenvalues in the fixed-point subspace of D 2 , 

which isjust W These eigenvalues are those of(dg)D' and the theorem is valid 
for solutions with trivial isotropy. 

Figure 6.1. Lattice of isotropy subgroups of the five-dimensional irreducible represen­
tation ofSO(3), from Lemma 6.4. 
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Finally we assume that the isotropy subgroup of D is 0(2). Now 0(2) is 
one-dimensional, so two eigenvalues of (dG)D are forced by the group action 
to be zero. Two of the remaining eigenvalues are given by (dg)D' Our problem 
is to compute the fifth eigenvalue of (dG)D' 

First, note that the fixed-point subspaces Fixw(Zz) and Fixy(0(2)) are 
one-dimensional and equal for DEW. Therefore, one eigenvalue of (dg)D is 
real and has an eigenvector in Fixw(Zz). Let fJ. be the other (real) eigenvalue 
of(dg)v in W. We claim that fJ. is a double eigenvalue for (dg)p, thus accounting 
for the fifth eigenvalue and proving the theorem. 

This claim may be verified directly; see Golubitsky and Schaeffer [1982J, 
p. 101. Alternatively, we can use the theory developed in XIII, §6. Recall that 
SO(2) is a maximal torus in SO(3) and its Cartan decomposition splits V into 
irreducible subspaces 

V = Vo EB VI EB Vz 

where Va = Fixy(SO(2)) is one-dimensional, and dim VI = dim Vz = 2. More­
over, () E SO(2) acts as rotation by () on VI' and rotation by 2() on Vz. Now 
0(2) =:> SO(2) acts absolutely irreducibly on each Tj; see Proposition XIII, 6.2. 
By Theorem XII, 3.5, (dg)D leaves each Tj invariant and is a multiple of the 
identity on each. The eigenvalue of (dG)D on Va is just the eigenvalue on 
Fixw(Zz). The group action shows that (dG)D == 0 on VI or V2 (V2' as it 
happens). The eigenvalues of (dG)D on VI are equal and one of them is It. This 
proves the claim. 0 

EXERCISE 

6.1. Show that the equivariant matrices in 8'(SO(3)), 

S, (A, B) = tr(AB)A 

S2(A,B) = -itr(A1)B + 3[A2B - ttr(A 2B)I] 

are distinct but restrict to W x W to give identical equivariant matrices in 1,'{S3)' 
Hence S3-equivalences on W do not extend uniquely to SO(3)-equivalences on V. 

§7.* Proof of the Equivariant Universal Unfolding 
Theorem 

In this section we prove the equivariant universal unfolding theorem (Theorem 
2.1). The proof relies on the equivariant preparation theorem, which is stated 
and proved in §8. This theorem was first proved in Poenaru [1976]. Setting 
r = ~ and V = IR we obtain the universal unfolding theorem for bifurcation 
problems in one state variable (Theorem III, 2.3) whose proof was promised 
in Chapter II, §2. 

The proof is based on the exposition by Martinet [1982J for ordinary 
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singularities, as extended by Golubitsky and Schaeffer [1979a, bJ to take 
account of a distinguished parameter A. For the equivariant case a similar 
approach may be used. The only change, aside from checking the appropriate 
equivariance conditions, is based on an observation which follows from 
Schwarz's theorem (Theorem XII, 4.3). 

Recall the statement of the equivariant universal unfolding theorem. 
Suppose that 9 E C:,).(r) has a k-parameter unfolding G E C:,).,a(r), so that 
G(x, A, 0) = g(x, A) and IX E IRk. We wish to show that G is versal if and only if 
the algebraic condition 

C:,;.(r) = T(g,r) + IR{Ga,(X,A,O), ... ,Ga.(X,A,O)} (7.1) 

holds. 
We proved in §2 that the condition (7.1) is necessary for versality, by 

considering one-parameter r-unfoldings of g. The hard part is to show that 
(7.1) implies versality. 

To do this, let H(x, A, {3) be any I-parameter unfolding of g(x, A). We must 
show that H factors through G. We begin by forming the sum unfolding of g, 

K(x, A, IX, {3) = G(x, A, IX) + H(x, A, {3) - g(x, A). 

Then H factors through K in a trivial way:just set IX = O. We seek to eliminate 
the {3-parameters one by one, appealing to (7.1), in such a way that H still 
factors through the resulting germ. The required condition on K will be proved 
from the equivariant preparation theorem. The result needed is as follows: 

Lemma 7.1. Let N be a fillitely gellerated module over 6"x,).,o(r), where b E IRm. 
Theil the followillg are equivalellt: 

(a) N is gellerated over 6"0 by Ill' ... , 11,; i.e., N = 6"O{IlI, .. ·,Il,}, 

(b) N = <bl, ... ,bm)N + 1R{1l 1 , ... ,Il,}. 
(7,2) 

Remark. In (b) we may clearly replace Ill' ... , 11, by any Il~, ... , 11; such that 
Il i - 11; E < bl , ... , bm > N for i = 1, ... , t. Condition (b) is equivalent to 

N _lT1>f- -} o - lI'I> llli , ... , 11, 

where No = N j./f1oN and iij is the projection of Ilj into No. 

This lemma follows directly from the equivariant preparation theorem 
(Theorem 8.1) as we show in §8. In order to apply Lemma 7.1 we need some 
notation. Let g E ~,;.(r) and suppose that K E ~,).,o(r) is an m-parameter 
unfolding of g. A technical problem which complicates the analysis is the fact 
that the tangent space T(g, r) is not an 6"x,).-module. However, it contains the 
restricted tangent space RT(g, r), which is an @"x,).-module. Moreover, when 
9 has finite codimension these are "almost" the same: T(g, r) differs from 
R T(g, r) by a finite-dimensional subspace. This is formula (2.9), which holds 
since Proposition 2.3 is true. It is, however, more convenient to use an 
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Cx,;.(r)-module that is larger than RT(g, r) but still lies inside T(g, r). Namely, 
define 

reg, r) = {(dg)(X) + Sg: X E ~,i.(r) and S E s.:,;.(r)}. (7.3) 

In the definition of RT(g, r) we require that X vanish at the origin; we do not 
make this requirement in reg, r). In particular, reg, r) is just the module 
appearing in (2.5(a», and 

R T(g, r) c reg, r) c T(g, r). 

By Proposition 2.3, if any of these three spaces has finite codimension in 
8.:,;.(r), then so do the other two. 

Analogously we define for the unfolding K: 

TU(K,r) = {S(x,)o,c5)K + (dx K)(X(x,A,c5»}, 

TU(K, r) = TU(K, r) + C;.,b {oK/vA}, 

(7.4) 

(7.5) 

with the appropriate equivariance conditions on S and X holding as usual. 
That is, 

X(X, A, c5) E 8.:,A.o(r), SeX, A, c5) E ~,;"o(r). 

Again, TU(K, r) is not an Cx,;.-module, but TU(K, r) is. We now prove the 
following: 

Corollary 7.2. Let g: V x lR -... V have fil1ite r-codimel1siol1. Let K: V x 
lR x lRr -... V be all r-parameter urifoldil1g of g with parameters c5 = (c5 I , ... , c5r ). 

Let q I' ... , qr E Cx , ;"o(r). Theil the followil1g are equivalent: 

(a) T(g, r) + lR {q 1 (x, A, 0), ... , qr(x, A, O)} = 8.:, A (r). 

(b) TU(K,r) + Co{ql, .. ·,qr} = 8.:,,;.,o(r). 

PROOF. That (b) implies (a) is obvious: set c5 = O. For the converse, define 

Take "1 = ql' ... , I1r = qr; I1r + 1 = K;., "r+2 = AKA'"'' I1r+s = ).'-1 K,;., where 
s is as in (2.10), and set t ,;" r + s. Let I1j,O = 11;/(b = 0). Now I1j,O can be shown 
to be the projection of I1j in No by the foHowing argument: Choose pj E 

~,;',b(r) such that I1j is the projection of pj in N. By Taylor's theorem, 

m 
pj(x, A, b) = p;(x, A, 0) + L bjhj(x, b, A) (7.6) 

1 

for some hj E ~, ;.,o(r). On projecting both sides of (7.6) into N, we obtain 

I1 j(X, A, b) = I1 j(X, A, 0) + L b}j(x, )0, b) 

where Ij is the projection of hj in N. Hence nj,o is the projection 11; of nj, and 
(a) can be rewritten as 
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~.,,(r} = T(g,r) + lR{n~, ... ,n:} 

since )JK,,(x, ..1.,0) = A.ig,,(x, A.). Therefore, 

No = lR{n~, ... ,n;}. 

(7.7) 

Further, ~.".b(r}, and hence N, is a finitely generated module over @"x.".b(r) 
by Poenaru's theorem, Theorem XII, 5.4. So by Lemma 7.1 

N = @"b { n 1 , ... , n, } . 

In other words, 

~.A,b(r) = fU(K,r} + @"b{n1,···,n,} 

= fU(K,r} + @"b{ql, ... ,qr;K",A.K", ... ,A.s-1K,,} 

C fU(K,r} + @"".b{K,,} + @"b{QU ... ,qr} 

= YU(K,r} + @"b{Ql,.·.,qr}· 0 

Some observations about unfoldings are now required. Suppose that 
G(x, A., a) is a k-parameter r-unfolding of g(x, A.), and that H(x, A., fJ) is an 
i-parameter r -unfolding. Recall from §2 that H factors through G if 

H(x, A., fJ) = S(x, A., fJ)G(X(x,.Ie, fJ), A(A., fJ), A(P)) (7.8) 

for suitable S, X, A, A (subject to appropriate equivariance conditions). We 
say that G and Hare r-isomorphic if(7.8) holds with A a diffeomorphism. Then 

H factors through G and G factors through H (7.9) 

and further k = I. 
Note that (7.9) alone is not enough to show that G and Hare r-isomorphic. 

For example, consider Z2-unfoldings 

G(x,A.,a) = x3 - Ax + a 

H(x, A., p, y) = x3 - Ax + P + yx. 

Then 

H(x, A., fJ, y) = G(x, A. - y, f3) 

and 

G(x, A., a) = H(x, A., a, 0) 

so each factors through the other. But the unfolding dimensions are 1 for G 
and 2 for H, so they cannot be r-isomorphic. We return to this phenomenon 
at the end of the section. 

Next, suppose that G: V x IR X IRk -+ V is a k-parameter r-unfolding of g, 
and let A: IRI -+ IRk be a smooth map such that A(O) = O. Then we can define 
the pullback unfolding 

A * G: V x [R X [Rl -+ V 
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by 

(A * G)(x, 2, P) = G(x, 2, A (P)). (7.10) 

Clearly this is an unfolding, since 

(A*G)(X,A,O) = G(x, A, A(O)) = G(X,A,O) = g(xJ). 

But A * G has I unfolding parameters, rather than the original k of G. 

EXAMPLES. 

(a) Let V = IR, r = ~, and 

G(x, 2, IX) = x 3 - Ax + IX. 

Let A: 1R2 -> IR, A(IX,P) = c(. Then 

(A*G)(X,).,IX,P) = G(x,A,A(a,p)) = G(XJ, IX) = x 3 - AX + IX. 

Here A*G has the same formula as G, but with a new "dummy" unfolding 
parameter p. Even though P does not explicitly enter into the formula, A*G 
is still a two-parameter unfolding: it is just that its value is independent of p. 

(b) Take G as before, but let A (IX, P) = IX + p2. Then 

(A*G)(x,2,IX,P) = x 3 - 2x + a + p2. (7.11 ) 

Notice that A *G always factors through G, for (7.1 0) is the same as (7.8) 
with S = ld, X = x, A = A. 

The notion of pullback is introduced precisely because of the possible 
presence of "unnecessary" unfolding parameters. In particular, suppose that 
A: IRI -> IRk is the germ of a submersion, that is, rank(dA)o = k. (Note that 
necessarily I ;?: k in this case.) Then, as we show in Proposition 7.3 later, there 
exist coordinate systems (Pi"'" PI) on IRI and (al"'" ad on IRk such that 

In this case A *G is just G with extra dummy parameters Pk+l' ... , PI; 

(A *G)(x, )., Pi"'" Pb Pk+l"'" PI) = G(x, 2, Pi"'" Pk)' 

So "form the pullback via a submersion" is just a coordinate-free way of saying 
"add dummy unfolding parameters." The advantage of the coordinate-free 
approach is that (as in (7.11) earlier) the formula for a submersion A, in the 
original coordinates, may involve alii parameters. In a more complicated case 
than (7.11) it would not be obvious that some of the I parameters are dummy 
parameters. 

To complete the preceding discussion we establish the well-known normal 
form for submersions (see, e.g., Abraham, Marsden, and Ratiu [1983J). 

Proposition 7.3. Let A: IRI -> IRk be a germ of a submersion, and let n: IRI --+ IRk 
be projection onto the first k coordinates. Then there is a diffeomorphism germ 
p on IRI such that A(x) = n(p(x)). 
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PROOF. The matrix (dA)o has rank k so some k x k submatrix is nonsingular. 
By permuting coordinates (a linear diffeomorphism) we may assume it is the 
leading k x k submatrix (OA;/OX)i.j~k' Define p: IR' --. IR' by 

p(xi,···,xA) = (A i (x), ... ,Ak(x),Xk+1'···'xA)· 

Then (dp)o has matrix 

[ OA;/OXj * ] }k ° I,-k }I - k 

which is nonsingular. Therefore, p is a diffeomorphism germ, by the inverse 
function theorem. But clearly A(x) = 1t(p(x». 0 

We have now amassed the machinery needed to prove the equivariant 
universal unfolding theorem. 

PROOF OF THEOREM 2.1. Let g, G be as stated in the hypotheses of Theorem 
2.1, and suppose hat (7.1) holds. We must prove that G is versa!. To this end 
let H: IRn x IR X IR' --. IRn be any I-parameter r-unfolding with parameters 
P = (Pi"'" P,)· We must show that H factors (equivariantly) through G. 

Consider the sum unfolding 

K(x, A, IX, (3) = G(x, A, IX) + H(x, A, (3) - g(x, A). 

Clearly K E ~.;..".p(r) and is a (k + I)-parameter r-unfolding of g. We claim: 

There exists a submersion A: IRk x IR' --. IRk such that 
K is r-isomorphic to A*G. (7.12) 

First let us show that (7.12) establishes the theorem. If (7.12) holds then 

K(x, A, IX, P) = S(x, A, IX, P)G(X(x, A, IX, P),A(A, IX, (3), A(IX, (3» 

where S and X satisfy the usual equivariance conditions. Set a = ° to get 

H(x, A, P) = K(x, A, 0, P) 

= S(x, A, 0, P)G(X(x, A, 0, P), A(A, 0, P), A(O, PJ)· 

SO H factors through G. 
It remains to prove (7.12). We show that A exists by induction on I. The 

case 1= ° is obvious: let A = Id. Assume the result holds for /- 1, where IR'-l 
is embedded in IR' by (Pl"'" PH) H (Pi"'" PH' 0). Let 

L(x,A,a,Pi, ... ,P,-d = K(X,A,IX,Pl"",P'-l'O). 

Then by induction there is a submersion 

B: IRk x IR'-i --. IRk 

such that B*G is r-isomorphic to L. It suffices to find a submersion 
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c: IRk X IRI -> IRk X 1R1- 1 

such that C* L is i-isomorphic to K. For then we may set A = B 0 C. 
To ease notational problems, set 15 = (b 1 ,···,bk+l) where 15 1 =tX I , 

15k = ak ; bk+l = PI' ... , bk+1 = PI' In other words, b = (a,p). Let m = k + I. 
From (7.1) we have 

t:.A(i) = T(g,l) + IR{JK/Jal, .. ·,JK/iJad(a,p) = O. 

Therefore, by Corollary 7.2 we have 

J'.:.u(l) = TU(K,i) + Co{oK/oal" .. ,oK/oad· 

Now by (7.4, 7.5) we have 

P(K,i) = {S(x,A,b)K + (dxK)(X(X,A,b»} + CU{JK/OA}. 

Further, -oK/Obm = -oK/oPI E J'.: . .l..o(l), so we have 
n 

-oK/Obm = S(xJ,b)K(x,A,b) + I Xix,).,b)oK/oxj 
j=l 

m-l 

+ A(A,b)oK/oA + I Ub)oK/Obi 
;=1 

(7.13) 

(where, in fact, ~i(b) = ° for i > k). In (7.13) each of S and X = (X 1"'" Xn) 
satisfies appropriate equivariance conditions. 

Consider the system of ODEs 

dbm/dt = 1 

dx)dt = Xix, )., b) (j = 1, ... , n) 

dA/dt = A(A, b) 

dbjdt = ~i(b) (i = 1, ... ,m - 1) 

(7.14) 

and suppose that (bm(t), x)t), A(t), bJt» is a solution. Then (7.13) may be rewritten 
in the form 

d 
dt K (x(t), A(t), b(t» = - S(x(t), A(t), b(t))K(x(t), A(t), b(t». (7.15) 

Take initial conditions 

(i = 1, ... ,m - 1) 

when t = O. Then the solution curve P(t) of(7.14) through 

Po = (O,xlo'···'xno')·o,blO' .. ··,bm-1.o) 

is transverse to the hyperplane bm = 0 because dbm/dt = 1. See Figure 7.1. 
Define a map 
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Figure 7.1. The flow defined by (7.14) near the hyperplane om = O. 

by projecting (x, A, b) along these integral curves until bm = O. By standard 
properties of ODEs (Abraham, Marsden and Ratiu [1983]) <p is smooth; 
further, the restriction of <p to the hyperplane (im = 0 is the identity. Therefore, 
the Jacobian matrix of <p at 0 is of the form 

and rank (d<p)o = n + m. Therefore, <p is a submersion. 
We can clearly write <p in the form 

(7.16) 

because (7.14) implies that the subspaces 0 x 0 X IR' and 0 x IR X IR' are 
invariant under the flow. Since C: IRm --> IRm~l, the rank of (dC)o is at most 
m - 1. Now (d<p)o can be written as 

x A (il,'" ,(im 

X (dxPAJ)o * * 
), 0 (dAA~)o * 
(il 

0 0 (d~C)o 

(im~l 

Since <p is a submersion with rank (d<p)o = n + m, it follows that 

(a) rank (d~C)o = m - 1 so C is a submersion; 
(b) (dAA~)o is nonsingular, so each A~ is a diffeomorphism; 
(c) (dxPH)O is nonsingular, so each PH is a diffeomorphism. 

Further, by the usual argument appealing to uniqueness of solutions of ODEs, 
the equivariance condition 

(y E f) 

holds. Note also that (7.14) implies bm = t, so we may identify t with bm. 

For a given point P = (x, A, b) select an integral curve (x(t), A(t), b(t)) of(7.14) 
passing through P. Now consider the nonautonomous ODE 
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dyjdt = -S(x(t),W),b(t»y (7.17) 

where y E IH". Note that (7.17) really depends only on (x(O), )_(0), b(O» together 
with the initial condition y = Yo, since (x(t), A(t), bet)) is obtained by integrating 
(7.14). The solution of (7.17) is therefore of the form 

yet) = YCvo, t; x (0), ,1(0), b(O». 

We claim that for fixed t, x(O), A(O), b(O) near zero, the map Yo i--' yet) is a 
diffeomorphism. To see this, set x(O) = A(O) = b(O) = O. Then (7.14) leads to 

x(t) = 0, )-(t) = 0, bi(t) = 0 (i = 1, ... , m - 1), bm(t) = t. 

Therefore, (dy Y)o is nonsingular for (x (0), A(O), b(O» = 0, hence by continuity 
for (x (0), A(O), b(O» near o. Clearly Y depends smoothly on its arguments. 

Now (7.15) says that K(x(t), A(t), bet»~ satisfies (7.17). So 

K (x(t), A(t), bet»~ = Y(K(x(O), )_(0), b(O)), t, x(O), ,1(0), b(O». (7.18) 

Further, if J = (b l , ... , bm - I ) then 

cp(x(t), A(t), bet»~ = (x (0), )_(0), J(O» 

by definition of cp. Since any point (x, )_, b) near 0 has an integral curve of (7.14) 
passing through it at time t = bm , we can restate (7.18) as 

K(x,A,b) = ExH(K(cp(xJ,b),O» 

where 

is a family of diffeomorphisms on V. 
By (7.16) this yields 

K(x,A,b) = ExHK(p).b(x),Ab(A), C(b),O» 

= EXlb C* L(PH(X), Ab(),), b) 

since C(b) E IRm-l. By Proposition XIV, 1.5, we can replace the nonlinear 
diffeomorphism ExM by matrices Sxlb' Therefore, C* Lis r-isomorphic to K, 
as required. 0 

Theorem 2.1 provides a necessary and sufficient condition for versality. We 
may also inquire to what extent a universal r-unfolding is unique. 

Theorem 7.4. Two versal r-wifoldings G(x, )_, 0:) and H(x, A, fJ) are r-isomorphic 
if and only if they have the same number of wifolding parameters. 

Remark. A r -unfolding G(x, )_, 0:) of 9 is said to be universal if it is versal and 
the number of unfolding parameters (ex 1 , •.• , exd is as small as possible. Clearly 
we have the following: 
(a) Any two universal r-unfoldings of 9 E Ji.:.;,(r) are r-isomorphic. 
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(b) A versal r-unfolding is just a universal r-unfolding "with dummy param­
eters." More precisely, let H be an I-parameter versal r-unfolding of g, and 
let G be a (k-parameter) universal r-unfolding. Let A: [RI -+ [Rk be projection. 
Then H is r-isomorphic to A*G. 

PROOF. Necessity is obvious; we prove sufficiency. We may assume both G 
and H have the same unfolding parameters rx E [Rk. First, assume that k = I 
where I == codimr g. Since G is versal, H factors through it, so 

H(x, A, rx) = S(x, A, rx)G(X(x, )" rx), A(A, rx), A (rx» 

where X and S satisfy 

y-1 S(yx, A, rx)y = S(x, A, rx) 

X(yx, A, rx) = yX(x, A, rx). 

There is no equivariance condition on A, so to prove r-isomorphism we must 
show that A is a diffeomorphism germ. To do this we show that (dA)o is 
invertible. Now H(xJ,rx) is r-isomorphic to the unfolding 

K(x, A, rx) = G(x, A, A(rx» 

and K is therefore versa!. Further, 

Therefore, 

I 

oK/arxd~=o = L aAjorxi!o=o' oG/orxj!o=o' 
j=1 

(7.19) 

both span I-dimensional spaces, because 1= codimr g and both K, G are 
versal, so Theorem 2.1 applies. Therefore, 

(dA)o = [aAj/orx;!a=O]ij 

is invertible, and A is a diffeomorphism germ. 
For the general case, suppose that G is a k-parameter versal unfolding and 

let L be a fixed I-parameter versal unfolding where I = codimr g. Then G 
factors through L, so 

G(x, A, rx) = S(x, A, rx)L(X (x, A, rx), A(A, rx), A (rx)). 

We have rank (dA)o = I, so A: [Rk -+ [RI is a submersion and Gis r-isomorphic 
to the k-parameter unfolding L(x, A, A(rx». Similarly H is r-isomorphic to 
L(x, A, B(rx)) for a submersion B: [Rk -+ [RI. By the implicit function theorem 
there is a diffeomorphism (J: [Rk -+ [Rk such that B«(J(rx» = A(rx). Hence L(x, A, 
A(rx» and L(x, A, B(!Y.») are r-isomorphic. (There is no equivariance condition 
on unfolding parameters, so we do not require any equivariance for (J.) 
Therefore, G and Hare r -isomorphic. D 
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§8. * The Equivariant Preparation Theorem 

In this section we must consider a situation in which a compact Lie group i 
acts linearly on two spaces Vand W To distinguish between i-invariant germs 
on V and W we shall use x to denote coordinates in V and y to denote 
coordinates in W Thus CAl) is the ring of i-invariant germs on V, and Cy(l) 
the ring of invariant germs on W 

Given a i-equivariant mapping cp: V ~ W, it is possible to interpret any 
CAl)-module N as an Cil)-module, by a method described later. The equi­
variant preparation theorem provides a test for deciding when N is finitely 
generated as an Cy(l)-module. In this section we first state the equivariant 
preparation theorem and then show how this rather abstract algebraic result 
can be used to prove Lemma 7.1. Then we prove the theorem itself, by quoting 
the ordinary preparation theorem. 

(a) Proof of Lemma 7.1 

Let cp: V ~ W be (germ of a) a smooth i-equivariant mapping satisfying 
cp(O) = O. Then cp induces a map 

cp*: Cil) ~ CAl) 

fi-> f(cp) 

called the pullback of cpo The map cp* is a ring homomorphism. 

(8.1 ) 

Now suppose that N is an CAl)-module. In particular, we can multiply 
n E N by any h E t&'~(l) to obtain another element of N, denoted h· n. We can 
use cp* to view N as an Cy(l)-module as follows. Let f E Cy(l), n E N, and define 

f'n = cp*(f)·n. (8.2) 

This is a module action because cp* is a ring homomorphism. 
We claim that a simple condition must hold if N is to be a finitely generated 

Cy(l)-module. To state it we need some notation. Recall that .4i'y(l) is the 
maximal ideal in Cil), consisting of those equivariant mappings on W that 
vanish at the origin. By 

(8.3) 

we indicate the submodule of N generated by elements f· n where f(O) = o. 
N ow suppose that N is finitely generated over Cv(1) and let n l' ... , nt be a 

set of generators. For every n E N there exist invariant functions f1' ... , .r; E 

Cy(l) such that 

n = f1111 + ... + frn t • 

By Taylor's theorem we can write 

(8.4) 
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Jj(y) = cj + ~(y) (8.5) 

where cj = Jj(O) E IR and 1 E .4t'y(r). Combining (8.4 and 8.5) we get 

(8.6) 

where n E .4t'y(r). N. Therefore, if N is a finitely generated t&"y(r)-module then 

N = lR{n1, ... ,n,} + .4t'y(r)·N. 

In the language of quotients, this means that 

(8.7) 

The remarkable conclusion ofthe equivariant preparation theorem is that this 
necessary condition (8.7) is also sufficient. 

Theorem 8.1 (Equivariant Preparation Theorem). Let N be a finitely generated 
cCAr)-module. Let q>: V -+ W be a smooth r-equivariant mapping satisfying 
q>(O) = O. Then, via q>*, N is a finitely generated Cy(r)-module if and only if 

dim(N /v;{{y(r)· N) < 00. 

The proof of this theorem will be given in subsection (b). Theorem 8.1 can 
be used to determine explicit generators for the module N over the ring t&"y(r). 

Corollary 8.2. Let N be a finitely generated module over IB'Jr). Let q>: V -+ W be 
r -equivariant and satisfy q>(O) = O. Let n 1, ... , n, E N. Then n l' ... , 11, gellerate 
N as a module over IB'y(f) if and ol1ly if 

N = lR{n1, ... ,n,} + .4t'y(r)·N. (8.8) 

Remark. Clearly we may replace llj by any n; such that n; - nj E .4t'y(r). N. 

PROOF. The necessity of (8.8) was proved earlier in checking (8.7). To prove 
sufficiency let N be the submodule of N generated by 11 1 , ... ,11,. We must show 
that N = N. However, we know that N ::l N, so it remains to prove that 
N c N. Since, by Theorem 8.1, N is a finitely generated module over t&"y(f) we 
can prove this by showing that 

N eN + .ity(r)· N. 

But (8.9) follows directly from (8.8). 

(8.9) 

o 

We end this subsection by showing that Lemma 7.1 follows from Corollary 
8.2. 

PROOF OF LEMMA 7.1. Let N be a finitely generated module over IB'x,'\,«(r). 
Define q>: V x IR x IRm by q>(x, A, IX) = IX. Since r acts trivially on IRm, it follows 
that q> is equivariant. By Corollary 8.2, 

N = t&"« { n 1 , .•. , 11, } 
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if and only if 

(8.10) 

where mj is the image of nj under the natural projection. In this case y = IJ. and 
vlt'a(r) = <a 1 ,.·., am >. Thus (S.lO) is just (7.2(b)). 

(b) Proof of Theorem 8.1 

We prove the equivariant preparation theorem by coupling the standard 
Malgrange preparation theorem (the case r = ~) with Schwarz's theorem 
(XII, 4.3). We will not prove the Malgrange preparation theorem since it is 
standard in the literature; see, for example, Golubitsky and Guillemin [1973], 
Theorem IV, 3.6. 

Theorem 8.3 (Malgrange Preparation Theorem). Let N be a finitl' 'cnerated 
8v-module and let 1/1: IRS -+ IRt be a smooth map satisfying 1/1(0) = 0 where v and 
W denote coordinates on IRs and 1Rt, respective/yo Then, via 1/1*, N is a finitely 
generated 8 w-module if and only if 

dim~N/.4{wN < 00. 

Our proof of the equivariant preparation theorem follows Damon [1984J, 
in which, in fact, a much more general version of the preparation theorem is 
presented. 

The proof uses two consequences of Schwarz's theorem. Let VI' ... , Vs be a 
Hilbert basis for gAr). Define the mapping Pv: V -+ IRS by 

Pv(x) = (VI (x), ... , vs(x)). 

Schwarz's theorem states that 

p~: 8v -+ 8Ar} 

is a surjective ring homomorphism. Similarly we can define Pw: W -+ IRt using 
the Hilbert basis WI' ... , Wt in 8y(r). 

The first consequence is that any module N over 8Ar} is automatically a 
module over 8v since a function 11 on IRS can act on N via multiplication by 
P~(l1). Moreover, since p~ is surjective, N is a finitely generated 8x(r}-module 
if and only if it is a finitely generated Cv-module. 

The second consequence is that smooth r-equivariant mappings ep: V -+ W 
can be identified in a natural way with smooth mappings 1/1: IRS -+ IRt as follows. 
There exists a smooth mapping 1/1 satisfying 

I/1pv = pwep· (S.l1 ) 

Moreover, if ep(O) = 0 then 1/1(0) = O. We define 1/1 by observing that ""j(ep) is a 
r-invariant function on V. Hence there exists a smooth function 1/1/ IRS -+ IR 
such that Wj(ep) = I/1j(Pv), Now define 1/1 = (1/11'"'' I/1t)· 
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To prove Theorem 8.1 we let N be a finitely generated gAr)-module and 
suppose that 

(8.12) 

We want to show that N is a finitely generated gy(r)-module. Observe that 
via Pv, N is a finitely generated gv-module, and that via Pw, N is an gw-module. 
(This foliows from the first consequence of Schwarz's theorem.) To prove 
Theorem 7.1 it is sufficient to show that N is a finitely generated gw-module. 

Next, (8.11) shows that the module structure of N over the ring gw is 
obtained from the module structure of N over the ring gv via t/J*. Since N is 
finitely generated as a module over gv we can use the Malgrange preparation 
theorem to show that N is a finitely generated gw-module, provided we can 
show that 

(8.13) 

This will follow from (8.12). However, the module action on N for func­
tions IRs --> IR is defined using pr Thus t/J*(.Aw)N has finite codimension 
in N precisely when pt(t/J*(J11w))N has finite codimension in N. By (8.11) 
pt(t/J*(oIlw))N = cp*(pMvflw))N. Again by Schwarz's theorem pJr,(.Aw) = 

vfl'y(r). Since the action of vfly(r) in (8.12) is given via cp*, the dimensions in 
(8.12) and (8.13) are identical. This completes the proof of Theorem 7.1. 0 



CASE STUDY 5 

The Traction Problem for 
Mooney-Rivlin Material 

§O. Introduction 

In this case study we analyze the Rivlin cube, a bifurcation problem intro­
duced in Chapter XI. Our purpose there was to illustrate the phenomenon of 
spontaneous symmetry-breaking and to describe the kinds of results that can 
be obtained by a singularity-theoretic analysis. This case study has a different 
aim: to present complete calculations supporting the singularity theory analy­
sis of a specific bifurcation problem. The Rivlin cube is an ideal example since 
the calculations are tractable. This case study has been written so as to be 
independent of Chapter XI. 

The Rivlin cube problem (Rivlin [1948, 1974J) is to describe the equilibria 
of a homogeneous isotropic elastic material subjected to equal tensions per­
pendicular to each face; see Figure 0.1. We assume that the undeformed equi­
librium configuration is a cube. We consider only homogeneous deformations 

(0.1) 

where Ij > O. These map the cube to a rectangular parallelepiped. We call the 
Ij the principal stretches. 

Ball and Schaeffer [1983] show that the same analysis applies to noncubical 
bodies and consider more general homogeneous deformations, including 
rotations. (A general discussion of a different class of bifurcation problems 
with the symmetry of the cube, permitting deformations into shapes other 
than rectangular parallelepipeds and including applications to the deforma­
tion of crystal lattices under temperature changes, is given in Melbourne 
[1986,1987,1988].) 

We assume that the tension on each face is a dead load, meaning that 
whatever the deformation, the same total force A acts, uniformly distributed 
over the current area of the face. In (0.1) suppose the body to be incompressible, 
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Figure 0.1. The Rivlin cube problem with tension A. 

that is, that 

11/2/3 = 1. 

Let ct>(ll> 12 , 13 ) be the stored energy function of the material. Because of 
incompressibility, <l> need be defined only on the surface {/J/2/3 = I}, but we 
shall assume it is defined for all positive Ij • Our main concern is with M ooney­
Rivlin material, for which 

3 3 

<l> = J1. L II + v L lj - 2, (0.2) 
j=l j=1 

where J1. and v are constants. The special case v = 0 is noteworthy and has its 
own name: neo-Houkean material. 

The analysis of the Rivlin cube leads to the following problem: 

Minimize CI>(il,12 ,13 ) - A(il + 12 + 13 ) on {l1/2/3 = I}. (0.3) 

The second term in (0.3) represents the work done by the external forces; it 
assumes this simple form because A is a dead load. Differentiating (0.3) we 
obtain a necessary Gondition for a minimum: 

(j = 1,2,3) (0.4) 

where p is a Lagrange multiplier associated with the constraint (physically, 
the pressure). We combine the preceding relations to obtain a bifurcation 
problem with state variables II, 12, 13 , P and bifurcation parameter A.: 

(a) act> _ A = ~ 
alj Ij 

(j = 1,2,3) 
(0.5) 

(b) 11/2/3 = 1. 

As described in Chapter XI, this bifurcation problem is equivariant with 
respect to the group S3, acting by permutations of 11 ,12 ,/3 • In the next section 
we reduce (0.5) to a D 3-equivariant problem in two state variables, where D3 
acts by its standard representation on jR2 == C. 

Rivlin [1948J analyzed (0.5) for neo-Hookean material. He found that the 
trivial solution II = 12 = 13 = 0 loses stability when A = 2J1. and that new 
solutions bifurcate, both sub- and supercritically, from this point. The bifur­
cating solutions have two principal stretches equal, say II = 12 • We call these 
solutions platelike if II = 12 > 1 > 13, rodlike if II = 12 < 1 < 13 • All the bifur-
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PLATE 

ROD 

--~S--~~~~~---CUBE 

a>O 

Figure 0.2. The global bifurcation diagram: neo-Hookean material. 

eating solutions are unstable near the bifurcation point. (With 20-20 hindsight, 
we see that this bifurcation is the generic 03-symmetric one described in 
Proposition XIV, 4.3.) Rivlin's analysis, which was global, found that the 
subcritical branch of platelike solutions turned around in parameter space to 
regain stability as in Figure 0.2. 

In neo-Hookean material 11 is an inessential parameter: it merely sets the 
scale of the problem. By contrast, in Mooney-Rivlin material the parameter 
v/Il is essential, that is, independent of scaling. By Theorem XIV, 4.4, greater 
degeneracy can be expected in a one-parameter family of 03-symmetric 
bifurcation problems than occurs for a single such problem. 

With this motivation, Ball and Schaeffer [1983] analyzed the bifurcations 
of (0.5) for a Mooney-Rivlin stored energy function <1>. They found that the 
degenerate bifurcation problem of Theorem XIV, 4.4, with normal form 

(eu + JA)Z + (au + mv)z2, (0.6) 

occurs when v = 11/3. They also showed that v / 11 universally unfolds this 
degeneracy; see Figure 3.1 later. These results provide a striking illustration 
of the way local methods can elucidate global behavior: the global turnaround 
of the platelike branch found by Rivlin can be analyzed by local methods. 

Ball and Schaeffer [1983] also found that the neo-Hookean case is some­
what singular. Specifically, as soon as v is positive, the platelike solutions that 
Rivlin found lose stability in the limit A --> 00, and the system evolves to rodlike 
solutions, passing through a secondary branch of solutions with all three lj 
different. 

Singularity theory made three contributions to this problem. First, it moti­
vated considering a more general material than Rivlin did. Second, the normal 
form (0.6) made the analysis of the degeneracy v = 11/3 much easier. Finally, 
the persistence of the universal unfolding could be invoked to show that the 
results remained true if the equations were perturbed. For example, introduc­
ing a slight degree of compressibility into the system leads to equations that 
cannot be solved explicitly, but by persistence, the qualitative behavior must 
be unchanged. 

This case study is divided into three sections. In §1 we transform the 
equilibrium equations (0.5) into the standard form for a 03-invariant bifurca­
tion problem, namely a mapping g: C x IR --> C commuting with the standard 
action of 0 3. In §2 we relate the invariant coefficient functions p and q, which 
occur in the general representation (XII, 5.12) for such mappings, to the stored 
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energy function. (Incidentally, we consider a slightly more general energy 
function than (0.2).) Finally in §3 we compute those derivatives of p and q that 
determine the normal form (0.6), thereby verifying Figure 3.1. 

We shall consider only symmetric loads, equal on all faces. A result of 
Sawyers [1976] suggests that a small symmetry-breaking perturbation might 
lead to some surprising effects, but we shall not pursue the matter here. 

§1. Reduction to D3 Symmetry in the Plane 

In this section we show how to reduce the solution of the equilibrium equa­
tions for the Rivlin cube, 

a$ • p 
(j = 1,2,3), (a) --11.=-

ali Ii 

(b) 11/2/3 = 1, Ii> 0, 

to finding the zeros of a bifurcation problem 

g: IC x IR -+ IC 

(1.1) 

(1.2) 

with D3 symmetry. In making the reduction we assume as always that the 
stored energy function $(11,/2,/3) is invariant under the permutation group 
83 , 

The reduction is performed in three stages. First, we change coordinates so 
that (1.1 (a» is posed on a linear subspace W rather than the nonlinear surface 
defined by (l.1(b». Then we eliminate the Lagrange multiplier p, replacing 
(1.2(b» by 9 = 0 where g: W x R -+ W commutes with 8 3 , Finally, we identify 
W with IC so that the action of S3 on W is identified with the standard action 
of D 3 on IC. Writing 9 in these coordinates on IC yields the mapping g of (1.2). 

Throughout we use the notation 

for the derivatives of $. 

a$ 
cpP) = m.(l) 

J 

(j= 1,2,3) (1.3) 

The first step is to convert the incompressibility constraint (1.1 (b» to a 
linear condition by defining w = (W1' W2' W3) where 

"j = log/j. 

Then the set of w satisfying (1.1 (b» is the subspace 

W = {w: w1 + W2 + W3 = o}. 

We rewrite (2.1 (a» as 

(1.4) 

(1.5) 

(1.6) 
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where 

[
eWI(<PI(eWI,eW2,eW3) - A)] 

h = eW2(<P2(eWI,eW2,eW3) - }") . 

eW3(<P3(eW1, eW2 , eW3 ) - A) 

251 

(1.7) 

Since <l> is invariant under S3' the mapping h: W x IR --+ W commutes with S3· 
The second step is to show that solving (Ll) is equivalent to finding the 

zeros of a mapping g: W x IR --+ W where 9 commutes with the action of S3 
on W Let p: 1R3 --+ W be orthogonal projection: 

p(U) = U - i-(UI + U 2 + u3)(1, 1, 1), 

where U = (u 1 ,U Z'U 3 ). Note that 

ker p = 1R{(1, 1, 1)}. 

If we define 

g(w, A) = phew, A) 

(l.8) 

(1.9) 

then g(w, A) = 0 if and only if hew, A) is a scalar multiple of (1,1,1), that is, if 
there exists p satisfying (1.6). 

The final step is to identify Wwith C so that the action of S3 becomes the 
standard action ofD3. To do this, define T: W --+ C by 

(1.10) 

and let 

g(z, A) = Tg(T- 1 z, A). (1.11 ) 

The reader should check that 

(a) T-1(x + iy) = (2x, -x + j3y, -x - j3y) 

(b) T(wl , w3 , w2 ) = T(wl , W z , w3 ) (1.12) 

(c) T(w3 , WI' wz ) = eZ7ti/3 T(w1 , W z , W3). 

Thus T defines a linear isomorphism between Wand C whereby the action 
of S3 becomes the standard action of D 3. 

§2. Taylor Coefficients in the Bifurcation Equation 

Proposition XIV, 4.3, and Theorem XIV, 4.4, solve the recognition problem 
for two of the simplest bifurcation problems with D3 symmetry. The first 
singularity is stable to small perturbations, and all nontrivial branches of 
solutions have Zz symmetry. These correspond to the rod- and platelike states 
ofthe Rivlin cube. See Chapter XV, Figure 4.1 (a). However, for group-theoretic 
reasons alone (see XIII, §4c, and XV, §4), these nontrivial solutions must be 
unstable. The second singularity admits the possibility of stable rod- or plate-
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like states; moreover, its universal unfolding admits the possibility of stable 
solutions with trivial isotropy, depending on the signs of certain coefficients. 

In this section we show how to compute the data needed to recognize 
whether these singularities occur in (1.2) and to determine which branch of 
solutions of the more degenerate singularity is stable. We perform these 
calculations for a stored energy function <I> of the form 

(2.1) 

where cp(l) is a smooth function defined near 1= 1. The form (2.1) is spe­
cial, but it includes the stored energy functions (0.2) for neo-Hookean and 
Mooney-Rivlin materials. There is experimental evidence (Jones and Treloar 
[1975]) that (2.1) is a reasonable assumption for rubber. 

First we review our analysis of the simplest 0 3 bifurcation problems. By 
(XIV, 4.20) any Orsymmetric bifurcation problem must have the form 

g(z, A) = p(u, v, A)Z + q(u, V, A)Z2 (2.2) 

where u = ZZ and v = Z3 + Z3. We assume that (2.2) has a singularity at 
(0,0, Ao). Then the normal forms for the simplest 0 3 singularities are 

(a) e(A - Ao)Z + JZ2 

(b) (au + J(A - Ao»Z + (au + mv)z2 
(2.3) 

where e, J, 0' = ± 1 and m # ° is a modal parameter. 
Assuming that p(O, 0, Ao) = 0, the recognition problems for (2.3(a, b» are 

solved as follows. The D3 bifurcation problem g is D 3-equivalent to (2.3(a» if 
and only if 

e == sgn(p).) # 0, (j == sgn(q) # ° (2.4) 

at (0,0, Ao). When the degeneracy q(O, 0, Ao) = ° occurs, g is D3-equivalent to 
(2.3b) if and only if 

(a) e == sgn(pu) # 0, (j == sgn(p.l.) # 0, 

(b) 0' = (jsgn(p).qu - q).pu) # 0, 

(c) - Puqv - Pvqu 2..J. ° m=e 2 P).T" , 
(P.l.qu - q).pu) 

where all derivatives are evaluated at (0,0, Ao). 

(2.5) 

In order to use (2.4, 2.5) to see whether these 03-singularities occur in (1.2), 
we must compute the eight coefficients 

(2.6) 

at (u, v, A) = (0,0, Ao), in terms of <1>. In §3 we will choose Ao so that p(O, 0, Ao) = 

0. 
We describe the results of these calculations in terms of the Taylor expan­

sion of cp(l) at I = 1 and that of 

X(t) = etcp'(e t) (2.7) 
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at t = 0. The reason for introducing f!{ will become apparent. Suppose that 

(a) qJ(l) = L cn{l- 1)"/»! 
n 

(b) f!{(t) = L f!{n tn/»!. 
n 

By repeated differentiation of (2.7) we find that 

(a) f!{o = C1 

(b) !![l = C1 + C2 

(c) [!(2 = Cl + 3c2 + C3 

(d) [!(3 = C1 + 7c2 + 6c3 + C4 

(e) [!(4 = C1 + 15c2 + 25c3 + 10c4 + Cs 

(f) [!(s = C1 + 31c2 + 90c3 + 65c4 + 15cs + C6 · 

(2.8) 

(2.9) 

We will show that the eight coefficients (2.6) take on very simple forms in terms 
of the [!(n, namely: 

(a) p = [!(l - ,.1,0 = C1 + C2 - ,.1,0 

(b) q = (.0£2 - )'0)/2 

(c) Pu = ([!(3 - ,.1,0)/2 

(d) Pv = (f!{4 - ,.1,0)/24 
(2.10) 

(e) P)' = -1 

(f) qu = ([!(4 - ,.1,0)/8 

(g) qv = ([!(s - ,.1,0)/120 

(h) q), =-t 
evaluated at (u, v, ,.1,) = (0,0, ,.1,0)' We establish these formulas in the rest of this 
section; their derivation may be omitted on a first reading. 

We begin by expanding (2.2) to degree 5 in z, obtaining 

g == (p + puu + PvV + Puu u2/2 + p),(A. - )'o»z 

+ (q + quu + qvv + q),(A - Ao»z2 

+ 0(lzI 3, Izl21A - ,.1,01, IzllA - ,.1,01 2). (2.11 ) 

To compute the coefficients (2.10) we evaluate g(x,O) and g(iy, ,.1,) for real 
variables x, y. Recall that u = zz and v = Z3 + Z3, and compute 

(a) g(x,O) = px + qx2 + PuX3 + (2pv + qJx4 + (tPuu + 2qv)x S + ... 

(b) g(iy, ,.1,) = i(py + Puy3 + tPuuYs + piA - Ao)Y) (2.12) 

- (qy2 + quy4 + q),(A - Ao)y2) + .... 
By (2.12) the computation of (2.10) depends only on finding g(iy, ,.1,) and the 
fourth and fifth order terms in g(x, 0). 
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We find g explicitly from (1.9 and 1.11): 

g(z, A) = Tph(T- 1 z, A). 

Now hand p are defined in (1.7 and 1.8), and Ij = eWj by (1.4), so 

where 

[
11 ep'(ld - AV 1 - K] 

ph(lI,/2,/3 ,A) = Izep'(lz) - AV2 - K 
13ep'(l3) - AV3 - K 

K = ~[l1 ep'(ld + Izep'(lz) + 13ep'(l3) - A(l1 + Iz + 13)]. 

By the definition (1.10) of T we have 

Tph = X + iY 
where 

1 
(a) X = 6[2/1ep'(ld -lzep'(l2) -/3ep'(l3) - A(2/1 -/2 -/3)] 

1 
(b) Y = fl [l2ep'(lz) - 13ep'(l3) - A(lz - 13)]. 

2'1' 3 

By (1.12(a)) 

T- 1(x) = (2x, -x, -x), T-I(iy) = (0, J3Y' -J3y). 

Thus, to compute g(x, 0) and g(iy, 0) we must evaluate (2.14) at 

(a) (11,/2,/3) = (ezX, e-x , e- X ) 

(b) (11' Iz, 13 ) = (1, ej3y, e-j3y), 

respectively. 
Therefore, 

1 
(a) gUy,A) = 6[2ep'(I) - (Et(J3y) + Et( -J3y) - «A - Ao) + Ao) 

x (2 - (ej3y + e-j3y» + _i_[Et(J3y) - Et( -J3y) 
2J3 

- «A - Ao) + Ao)(ej3y - e-j3y)] 

(b) g(x, A) = t[Et(2x) - Et( - x) - «A - Ao) + Ao)(eZX - e- X )] 

where Et(t) = e l ep(e l ) as in (2.7). 
Next we evaluate (2.l6(a» in terms of the Taylor coefficients filj: 

gUY,A) = -[(Etz - Ao)y2/2 +:¥4 - Ao)y4/8 - (A - Ao)y2/2] 

+ i[(:¥1 - AO)y + (Et3 - Ao)y3/2 + 9(Et5 - Ao)y5/120 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

- (A - Ao)Y] +.... (2.17) 
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Equating coefficients in (2.12(b) and 2.17) we get the formulas for p, P;., Pu, q, 
q;., qu in (2.10). Further, 

(2.18) 

Finally, we evaluate the fourth and fifth order coefficients in (2.16(b» and 
compare with (2.12(a)) to obtain 

(a) 2pv + qu = l4[g[4 - )'oJ 

(b) 1Puu + 2q" = So[g[s - AoJ. 
(2.19) 

From (2.18 and 2.1 O(f) we obtain (2.1 O(d, g». This completes the calculation. 

§3. Bifurcations of the Rivlin Cube 

Now we apply the preceding results to obtain bifurcations occuring in the 
Rivlin cube problem for Mooney-Rivlin material. In bifurcation problems 
with 0 3 symmetry a necessary condition for bifurcation to occur at A = Ao is 

p(O, 0, ..1.0) = 0. 

By (2.10(a» 

p(O,O,Ao) = C1 + C2 - )"0' 

Hence a singularity along the trivial solution occurs when 

..1.0 = c1 + c2· (3.1 ) 

The simplest 0 3 singularity occurs when q and P;. are both nOnzero at )'0' By 
(2.10(e» P;. is always nonzero, so the nondegeneracy condition is q #- 0. By 
(2.9(c), 2.10(b) and 3.1) this condition is 2c2 + C3 #- 0. 

The more complicated 0 3 singularity occurs when 

(3.2) 

in which case we must compute the six remaining coefficients in (2.10). We do 
this, assuming (3.1 and 3.2) hold, obtaining: 

(a) Pu = (3c 3 + c4 )/2 

(b) Pv = (18c 3 + 10c4 + c5 )/24 

(c) P;. = -1 

(d) qu = (18c 3 + 10c4 + c5 )/8 
(3.3) 

(e) q" = (75c 3 + 65c4 + 15c 5 + c6 )/120 

(f) q;.= -1. 
To determine the normal form we compute the data in (2.5). We have 
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(a) e = sgn(3c3 + c4 ) 

(b) <5 = -1 

(c) (J = -sgn(18c3 + lOc4 + c5 ) 

(3.4) 

(d) sgn(m) = e sgn(p.qv - Pvq.) 

where (d) may be evaluated by using (3.3). 
We can now calculate the bifurcations for Mooney-Rivlin material. The 

stored energy function is given by 

(3.5) 

where )1, v > O. When v = 0 we have the stored energy function for neo­
Hookean material. We determine the cj from (2.8(a)) by using the Taylor 
expansion of cp(l) at I = 1. The result is: 

(a) C1 =)1-V 

(b) C2 = )1 + 3v 

(c) C3 = -12v 

(d) C4 = 60v 

(e) C5 = -360v 

(f) C6 = 2520v. 

From (3.1) bifurcation from the undeformed cubic state occurs when 

,10 = 2()1 + v). 

The associated singularity is the simplest normal form when 

o t= 2c2 + C3 = 2)1 - 6v. 

(3.6) 

(3.7) 

(3.8) 

For neo-Hookean material 2)1 - 6v = 2)1 > 0 so only this simplest singularity 
occurs (locally). Hence, the local bifurcation analysis given here does not lead 
to the existence of nontrivial stable equilibria. For Mooney-Rivlin material, 
however, the more degenerate singularity occurs when 

By (3.7), at such a point, 

The data (3.4) are 

)1 = 3v. 

AO = 4v. 

(a) e = sgn(v) = 1 

(b) b = -1 

(c) (J = -sgn(24v) = -1 

(d) sgn(m) = 1. 

(3.9) 

(3.10) 

(3.11 ) 
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PLATE 
PLATE 

ROD 
ROD 

__ ~ __ ~~--~~---CUBE 
s 

-S~""':::"---;U:----CUBE 

(0) 0>0 (b) m>O, 0<0 

Figure 3.1. Bifurcation diagrams in the unfolding (3.13) when m > O. 

By (2.3 and 3.11) the normal form for the degenerate D 3-equivariant singular­
ity occurring for Mooney-Rivlin material is 

(u - (A - Ao))z + ( - u + mv)"z2 (3.l2) 

where m > O. 
The universal unfolding for (3.12), 

H(z, A, a, m) = (u - (A - )'o))z + (- u + mv + a)z2, (3.13) 

was discussed in XV, §4, and the bifurcation diagrams were computed. We 
recall the results in Figure 3.1. 

The only difference between Figure 3.1 and Figure 4.2 of Chapter XV is the 
explicit labeling of the Z2 solutions as rod- and platelike. These branches are 
identified as follows. In XV, §4, we specified Z2 to be the group generated by 
z ~ z. Thus Fix(Z2) = {z: z = x E IR}. Using T- 1 as defined in (1.l2(a» we 
identify x with 

T- 1(x) = (2x, -x - x) (3.14) 

in W Finally, points in Ware identified with deformations of the cube, 
by exponentiation. Thus (3.14) corresponds to a deformed cube with sides 
(e 2 X, e-X, e- X ). Thus solutions with x > 0 are rodlike, and those with x < 0 are 
platelike. 

Recall that the universal unfolding H in (3.13), when restricted to Fix(Z2), 
has the form 

H(x, A) = (x 2 - x 3 + 2mx4 - (A - .10 ) + a)x 

and the eigenvalues of dH along solutions H(x, A) = 0 are 

(a) 2X2 - 3x 3 + 4mx4 + ax 

(b) 3(x 3 - mx4 - ax). 

(3.15) 

(3.16) 

See (XV, 4.22(b». When a = 0, (3.16(a» is always positive, whereas (3.16(b» 
is positive only when x> O. The two branches in Figure 3.1(b) with Z2 
symmetry correspond to solutions of H(x, A) = 0 with x > 0, x < 0, respec­
tively. Thus the branch with x > 0 (rodlike solutions) is stable. When a ¥ 0 
the types of solutions are identified in a similar way. 



CHAPTER XVI 

Symmetry-Breaking in Hopf Bifurcation 

§O. Introduction 

Until now the theory developed has applied largely to steady-state bifurcation, 
the exception being the study of degenerate Hopf bifurcation without sym­
metry in Chapter VIII. There a dynamic phenomenon-the occurrence of 
periodic trajectories-was reduced to a problem in singularity theory by 
applying the Liapunov-Schmidt procedure. In the remainder of this volume 
we will show that this is a far-reaching idea and that dynamic phenomena in 
many different contexts can be studied by similar methods. 

In this chapter we generalize the Liapunov-Schmidt treatment of non­
degenerate Hopf bifurcation to the case where the vector field possesses 
symmetry. Linear and nonlinear degeneracies will be studied in later chapters, 
but only in special cases (trivial or 0(2) symmetry) and by special methods. 
At the time of writing a comprehensive theory of degenerate Hopf bifurcation 
with symmetry remains to be developed, but some preliminary work is under 
way. 

The chapter divides into four main parts, each with its own theme. These 
are: 

(a) Existence of periodic solutions (§§1-4), 
(b) Stability of solutions in Birkhoff normal form (§§5-6), 
(c) General group-theoretic results (§§7-9), 
(d) Removal of the assumption of Birkhoff normal form from stability calcu­

lations, and related theoretical fine points (§§ 1 0-11). 

We now sketch the flow of ideas in each of these parts. 
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(a) Existence of Periodic Solutions (§§1-4) 

We will say that an ODE 

v + f(v,),) = 0, f(O, 0) == ° 
undergoes a Hopf bifurcation at A = ° if (df)o.o has a purely imaginary eigen­
value. Under additional hypotheses of nondegeneracy, this condition implies 
the occurrence of a branch of periodic solutions. The fundamental non­
degeneracy hypothesis in the standard Hopf theorem is that the eigenvalue 
be simple. However, as in static bifurcation, symmetry can force multiple 
eigenvalues, so the standard Hopf theorem does not apply directly. 

In §1 we investigate the occurrence of imaginary eigenvalues in equations 
with symmetry group f and show that there are nontrivial restrictions on the 
corresponding imaginary eigenspace. Specifically, it must contain a f-simple 
invariant subspace, where a subspace X is f-simple ifit is either nonabsolutely 
irreducible or isomorphic to the direct sum of two copies of the same absolutely 
irreducible representation. Moreover, generically the imaginary eigenspace 
itself is f-simple. Thus for purely imaginary eigenvalues, 'T-simple" is the 
equivariant analogue of "simple eigenvalue." 

As motivation for our main result we show in §2 that if L is a subgroup of 
f with dim Fix(L) = 2 then, subject to conditions analogous to those of the 
standard Hopf theorem, there exists a branch of periodic solutions with 
isotropy subgroup containing L. The proof is easy: restrict the vector field f 
to Fix(L) and apply the standard Hopf theorem. However, this is a rather 
weak result: for example, in the oscillating hosepipe (XI, §1) it captures the 
standing wave but not the rotating wave. This suggests that we must take 
temporal phase-shift symmetries into account as well as spatial (f) symmetries. 
In §3 we describe the introduction of phase-shift symmetries in terms of actions 
of the circle group S1, much as in Chapter VIII. The main existence result, the 
equivariant Hopf theorem, is proved in §4 and generalizes §2 to subgroups 
L of f x Sl such that dim Fix(L) = 2. The underlying philosophy for the 
remainder of this chapter is that Hopf bifurcation for f -equivariant systems 
reduces to static bifurcation for f x Sl-equivariant systems. However, this 
should be considered as a guiding analogy rather than a rigid rule. 

(b) Stability of Solutions in Birkhoff Normal Form (§§5-6) 

After existence, the next basic problem is stability. Our main technical tool 
for calculating stabilities is Birkhoff normal form, and we discuss this in §5. 
The idea is that by making suitable coordinate changes, then-up to any given 
order k-the vector field f can be made to commute not only with f but with 
a group S determined by the linearization (df)o.o. In Hopf bifurcation S is the 
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circle group S1. This effectively introduces extra symmetry, which can be 
exploited. The approach here is due to Elphick et al. [1986]. 

In §6 we describe the application of Floquet theory to the solutions whose 
existence follows from the equivariant Hopf theorem. In particular we show 
that for such solutions the Floquet operator M has at least dr. = dim r + 
1 - dim ~ eigenvalues forced to zero by symmetry. We also show that if j is 
in Birkhoff normal form to all orders-that is, if we ignore the order k "tail" 
in the Birkhoff normal form procedure-then the Floquet equation can be 
solved explicitly, and the Floquet exponents are determined by the eigenvalues 
ofd! 

(c) General Group-Theoretic Results (§§7-9) 

In order to apply the results to specific symmetry groups, we need methods 
for finding isotropy subgroups ~ of r x S1 with two-dimensional fixed-point 
subs paces. In §7 we show that every such 1: can be written as a "twisted" 
subgroup H6 = {(h, O(h)} where 0: H --. S1 is a group homomorphism and H 
is a subgroup of r. This lets us classify potential isotropy subgroups according 
to the subgroups of the spatial part r alone. 

In §8 we prove two formulas for the dimensions of Fix(~). One is a trace 
formula; the other is more overtly representation-theoretic. The results of §§7 
and 8 will be used in later sections. 

In §9 we briefly consider the relationship between the invariant theory of 
r and that of r x S1, and we explain a general procedure that will be used to 
find invariants and equivariants for r x S1, needed in later chapters. 

(d) Removal of the Assumption of BirkhofT Normal Form 
(§§1O-11) 

The main aim of the final part of the chapter is to show that the stability 
conditions obtained by the methods of §6 remain true when j, rather than 
being in Birkhoff normal form to all orders, is only in Birkhoff normal form 
up to an explicitly determined order k. By §5 every r-equivariant vector field, 
at a Hopf bifurcation point, can be put into Birkhoff normal form up to any 
assigned order k, by a change of coordinates, so in principle the results apply 
to arbitrary r -equivariant vector fields. 

We begin in §10 by making explicit the relation between Birkhoff normal 
form and Liapunov-Schmidt reduction. In §11 we apply a "perturbation" 
approach to establish the aforementioned result, that if the Birkhoff normal 
form is truncated at an appropriate order k, then the stability results remain 
valid. 
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§1. Conditions for Imaginary Eigenvalues 

Suppose we have a system of ODEs 

Ii + f(v, A) = 0 (1.1) 

where v E IR", A E IR is a bifurcation parameter, andf: IR" x IR ~ IR" is a smooth 
(eXl ) mapping commuting with the action of a compact Lie group r on IR". 
That is, 

f(yv, ).) = yf(v, A) for all y E r. 

Further assume that 

f(O,A) == 0, (1.2) 

so there is a trivial r -invariant equilibrium solution v = O. 
Let (df)V.A be the n x n Jacobian matrix of derivatives of f with respect 

to the variables Vi' evaluated at (v, A). The most important hypothesis of the 
standard Hopf theorem (cf. Theorem VIII, 3.1) is that (df)o.o should have a 
pair of simple purely imaginary eigenvalues (cf. VIII, 1.2). In the presence of 
a symmetry group r, it is not always possible to arrange for eigenvalues of df 
to be purely imaginary. For example, if r acts absolutely irreducibly on IR", 
then (df)o.). is a multiple of the identity and hence has all eigenvalues real. In 
certain circumstances, however, df can have purely imaginary eigenvalues. 
The group r often forces these eigenvalues to be multiple, so the standard 
Hopf theorem cannot be applied directly. Although the symmetries com­
plicate the analysis by forcing multiple eigenvalues, they also potentially 
simplify it by placing restrictions on the form of the mapping f. We have 
already seen this in static bifurcation theory, and we exploit such a phenom­
enon here for Hopf-type bifurcation to periodic solutions. 

In this section we do three things: 

1. We find conditions on the action of r that allow (df)o.o to have purely 
imaginary eigenvalues; namely, there must be a r -invariant subspace of IR" 
that is either: 

(a) of the form V EfJ V where V is absolutely irreducible, 

or (1.3) 

(b) irreducible but not absolutely irreducible. 

(Recall from XII, §3, that a representation of r is absolutely irreducible if 
the only linear maps commuting with r are real multiples of the identity. 
Henceforth we use the phrase non-absolutely irreducible to mean (b).) 

2. We show that generically the eigenspace corresponding to the purely 
imaginary eigenvalues is of one of the two forms in (1.3). The latter result 
is the analogue for Hopf bifurcation of Proposition XIII, 3.4, on static 
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bifurcation, where the zero eigenspace is generically absolutely irreducible. 
The proof is similar. 

3. We obtain a simple "normal form" for (df)o.o in the generic case, showing 
that we may assume that it has the block form 

(df)o.o = [~ -/J o . 

We begin with some examples that motivate the dichotomy expressed in 
( 1.3). 

EXAMPLES 1.1. 
(a) r = 0(2). The natural action of 0(2) on ~2 == I(: is absolutely irreducible. 
Hence the commuting matrices are of the form 

(a E IR) with real eigenvalues a (twice). Hence for a 2 x 2 ODE x + f(x,2) = 0, 
which commutes with the standard action of 0(2), Hopf bifurcation cannot 
occur. 

Suppose, however, that 0(2) acts on ~4 = 1(:2 by the diagonal action 

Y(Zl,Z2) = (YZ1,YZ2)' 

Then the commuting linear mappings are of the form 

[ aI2 bI2] 
el2 dl2 

where a, b, c, d E IR and 12 is the 2 x 2 identity matrix. The eigenvalues of this 
matrix are those of the 2 x 2 matrix [~ n repeated twice. If we take a = d = 
0, b = -1, c = 1, we obtain eigenvalues ± i (twice). Hence for an ODE posed 
in this "doubled" representation, 0(2) Hopf bifurcation is possible. Note that 
we are forced to have multiple eigenvalues ± i in this case. 

If instead we form the direct sum of two nonisomorphic irreducible repre­
sentations of 0(2) (each being absolutely irreducible), then Theorem XII, 3.5, 
implies that the commuting linear mappings are of the form 

with real eigenvalues a, b (twice). Again no Hopf bifurcation can occur. 

(b) r = SO(2). Consider the natural representation on ~2 == 1(:, given by 

(J·z=e i6 z. 

This is non-absolutely irreducible. The action of the rotation nl2 E SO(2) 
induces the mapping 
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with eigenvalues ± i, and this mapping commutes with SO(2) since SO(2) is 
abelian. Thus Hopf bifurcation may occur for a 2 x 2 ODE with SO(2) 
symmetry. 

The preceding examples are simple archetypes for the two basic cases 
(1.3(a, b» and should be borne in mind throughout this chapter. We now 
embark upon the analysis of the general case by considering an arbitrary linear 
mapping L commuting with the group r. Note that any such L can be realized 
in the form (df)o,o for a r-equivariant J-for example, J(x, ),) = Lx. Thus 
Hopf bifurcation can occur only when some commuting L has purely imagi­
nary eigenvalues. By Theorem XII, 2.2, we may decompose 1R" into a direct 
sum of irreducible r-invariant subspaces 

( 1.4) 

Lemma 1.2. Let L: 1R" -> 1R" be a linear map having a nonreal eigenvalue and 
commuting with r. Then either 

(a) Some absolutely irreducible representation oj r occurs at 
least twice (up to r-isomorphism) in the decomposition (1.4), or (1.5) 

(b) The action oj r on some l'j is not absolutely irreducible. 

PROOF. If not, all the l'j are absolutely irreducible and nonisomorphic. 
Theorem XII, 3.5, implies that L( l'j) c l'j for allj, and by absolute irreducibility 
LIl'j = pi where Pj E IR. Hence the eigenvalues of L are just the Pj' and these 
are real, contrary to assumption. 0 

The preceding result motivates the following definition: 

Definition 1.3. A representation W of r is r -simple iC either 

(a) W ~ V EEl V where V is absolutely irreducible for r, or 
(b) W is non-absolutely irreducible for r. 

We also require some notation for eigenspaces. Suppose that L: 1R" -> IR" is 
a linear map and P E C. We define the (real) eigenspace Ell and generalized 
eigenspace Gil of L as follows: 

E = {{X E IR": (L - pJ)x = O} 
Il {x E 1R": (L - p/)(L - jiJ)x = O} 

G = {{X E IR": (L - pJ)"x = O} 
Il {x E IR": (L - pJ)"(L - jiJ)"x = O} 

(p E IR) 
(p ¢ IR) 

Ul E IR) 
(p ¢ IR). 
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We also define the imaginary eigenspace of L to be the sum of all Ell for which 
11 is purely imaginary. 

In studying the bifurcation problem (Ll) we also wish to consider how the 
eigenvalues of (df)o,;. cross the imaginary axis at A = 0 and to describe the 
structure of the associated eigenspace. (We shall see in §3 that the Liapunov­
Schmidt technique reduces the problem to one posed on this eigenspace.) We 
may restate Lemma 1.2 as follows: if L has a purely imaginary eigenvalue, 
then IRn must contain a f-simple invariant subspace. Further, the proof shows 
that this subspace must lie in the imaginary eigenspace of L. The main 
observation is the following analogue of Proposition XIII, 3.4, which shows 
that in the generic situation the imaginary eigenspace is itself f -simple: 

Proposition 1.4. Let f: IR" x IR --+ IR" be a f-equivariant bifurcation problem. 
Suppose that (dfho has purely imaginary eigenvalues ± iw. Let Giro be the 
corresponding real generalized eigenspace of (dfho. Then generically Giro is 
f-simple. Moreover, Giro = E iro . 

PROOF. We follow the first part of the proof of Proposition XIII, 3.4, taking 
the requirement on the eigenvalues of (df)o,o into account. Decompose IR" as 
the sum of Giw and all remaining generalized eigenspaces: 

[Rn = Giro EB Gill EB ". EB Gily ' 

By Lemma 1.2, Giro contains a f-invariant subspace V of the form (a) or (b). 
If Giro is not of the desired form, then there is a nonzero f-invariant comple­
ment W to V, so that Giro = V EB W Define M: [Rn --+ [Rn to be the unique linear 
mapping such that 

MIU=O 

MIGIl,=O 

MIW= Iw, 

(i=l, ... ,r) 

Let e E IR and consider the perturbation h(x,)..) = f(x, A) + eMx, The eigen­
values of (dhho are ±iw on V, -e ± iw on W, and l1i on Gil" Hence the iw 
generalized eigenspace of (df.:}o.o is U. Therefore, generically we have Giro of 
the form (a) or (b). By considering possible f-invariant subspaces it is easy to 
see that Giro, considered as a complex vector space, is spanned by (complex) 
eigenvectors. Therefore, Giro is the real part of the iw eigenspace. D 

The import of the final statement of the theorem is that generically (df)o. ° 
on Giro is semisimple; that is, its real Jordan normal form is block-diagonal 
with 2 x 2 blocks 
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Remark. In the abstract discussion of symmetric Hopf bifurcation we may, 
without any real loss of generality, assume that all the eigenvalues of (df)o.o 
are on the imaginary axis. This assumption may be justified either by the 
center manifold theorem or by Liapunov-Schmidt reduction, as discussed at 
the end of §3. Moreover, since we are focusing here on Hopf bifurcations, we 
assume that 0 is not an eigenvalue of (df)o.o. The proof of Proposition 1.4 can 
easily be adapted to show that generically (df)o. 0 has only one pair of complex 
conjugate eigenvalues on the imaginary axis, perhaps of high multiplicity, 
so this is a generic assumption. More general situations are dealt with 
in Chapters XIX and XX on mode interactions, but only for very simple 
symmetries. 

We end this section by showing that we may assume (df)o.o = J, where 

J = [0 
1m 

(1.6) 

where m = n12. More precisely, we prove the following: 

Lemma 1.5. Assume that IR" is r-simple, f is r-equivariant, and (df)o.o has i as 
an eigenvalue. Then 
(a) The eigenvalues of (df)o ... consist of a complex conjugate pair a(A) ± ip(A), 
each of multiplicity m. Moreover, a and p are smooth functions of ),. 
(b) There is an invertible linear map S: IRn --. IRn, commuting with r, such that 

(df)o.o = SJS- 1• 

PROOF. We first prove this lemma under the assumption that IRn = V EEl V with 
V absolutely irreducible, as in Definition 1.3(a). Then we consider the case of 
Definition 1.3(b), where IRn is non-absolutely irreducible. 

Let L be a linear map V EB V --. V EB V, commuting with r. Write L in block 
form as 

L = [~ ~J 
for m x m matrices A, B, C, D. Since L commutes with the diagonal action of 
r, each of A, B, C, D commutes with the action of r on v: By absolute 
irreducibility we have 

L = [aI bI] 
cI dI . (1.7) 

If A, B, C, D commute (as here) then 

det [ ~ ~] = det(AD - BC); 
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see Halmos [1974], p. 102, ex. 9. Therefore, the characteristic polynomial of 
Lis 

det(L - Il/) = [(a - fl)(d - Il) - be ]m. (1.8) 

Thus each eigenvalue of L occurs with multiplicity at least m. Now (df)o.o 
commutes with r and has a pair of (nonzero) complex conjugate purely imag­
inary eigenvalues. Therefore, each occurs with multiplicity m. The smoothness 
of (J and p also follows from (1.8). 

. [aI bI] Let (dj)o ° = . . eI dI 

For i to be an eigenvalue, (1.8) implies that a + d = 0, ad - be = 1. We now 
conjugate (df)o, ° so that a = d = O. Assuming a # 0, define 

_ [cos e I -sin e I] 
Ro -

sin e I cos e I ' 

which commutes with r. Choose e so that cot(2e) = (b + e)/2a. Then 

-1 [0 hoI] Ro(df)o,oRo = -h-1 1 

for h E lit Finally note that 

J=[~ _OhJ[_~-!I ~J[~ -~-!J. 
Thus S = [6 -~I] provides the required similarity. 

The second possibility is that IR" is non-absolutely irreducible. By XII, §3, 
the set of commuting matrices ~ is isomorphic either to C or to IHI. Moreover, 
the action of ~ turns IR" into a vector space over~, so we may assume IR" ~ ~k 
(where k = n/2 if ~ ~ IC and k = n/4 if ~ ~ IHI). Further, d E ~ acts on ~k by 
coordinate multiplication; that is, d(d!, ... , dd = (dd!, ... , ddk ). The eigen­
values of d acting on ~k are those of d acting on ~, repeated k times. The 
action of r is ~-linear since ~ commutes with r. 

Since (df)O.A commutes with r we may identify it with some deAl E~. 
Moreover, d(A) varies smoothly with A (since (df)o.A does). 

First suppose ~ ~ C. Then the eigenvalues of d acting on Care d and J, 
proving part (a) of the lemma in this case. It also follows that d(O) = ± i, and 
it is easy to choose a basis on C" for which the matrix of i is J, proving part 
(b). 

Similarly, suppose ~ = IHI. Then the eigenvalues of d = CI. + [3i + yj + (5k 
acting on IHI are CI. ± iJ [32 + y2 + (52 repeated twice, proving part (a). It also 
follows that d(O) = [3i + yj + (5k where [32 + y2 + (52 = 1. There exists a unit 
quaternion q such that qd(O)q-l = i. Now multiplication by i on IHI has the 
matrix form 
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which by a coordinate change may be transformed to J. o 

Henceforth we will continue to write (dno.o = L when W is arbitrary, but 
when W is assumed to be r -simple we will write (dno. ° = J for emphasis. The 
canonical form (1.6) for J simplifies the arguments occasionally but is not used 
ex tensi vel y. 

EXERCISES 

1.1. For a steady-state Dn-equivariant bifurcation problem on [R2, show that along 
branches with Z2 isotropy, Hopf bifurcation cannot occur. 

1.2. More generally. consider a r-equivariant bifurcation problem on V. Show that if 
an isotropy subgroup l: decomposes V into a direct sum of distinct absolutely 
irreducible representations, then Hopf bifurcation from solutions corresponding 
to l: is not possible. (Note: This is the same condition on l: as that for which we 
can prove that r-equivalence preserves stability.) 

§2. A Simple Hopf Theorem with Symmetry 

The difficulty in applying the Hopf theorem to the system of ODEs described 
in §1 is that generically the purely imaginary eigenvalues of (dno, ° may have 
high multiplicity. Our method for finding periodic solutions to such a system 
rests on prescribing in advance the symmetry of the solutions we seek. This 
can often be used to select a subspace on which the eigenvalues are simple 
and is analogous to the steady-state situation described in the equivariant 
branching lemma. The crux of the argument is to describe precisely what we 
mean by a symmetry of a periodic solution and to find the correct context in 
which to select the subspace. There is a simplified context which we discuss 
now as motivation. Later we describe a more general context which captures 
more of the periodic behavior. 

Definition 2.1. The periodic solution x(t) has a spatial symmetry y E r if for 
every t, 

yx(t) = x(t). 

Theorem 2.2. Let I: be an isotropy subgroup of r such that the fixed-point 
subspace Fix(I:) is two-dimensional. Assume that (dno,o is as in (1. 7) earlier and 
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that the eigenvalue-crossing condition 

a'(O) of. 0 (2.1 ) 

holds, where a is defined in Lemma 1.5(a). Then there is a unique branch of 
small-amplitude periodic solutions to (1.1), of period near 2n, whose spatial 
symmetries are 1:. 

PROOF. Since f commutes with r, it maps Fix(1:) x [R to Fix(1:) by Lemma 
XIII, 2.1. Restricting the n x n system (1.1) to the two-dimensional space 
Fix(1:) yields a 2 x 2 system that satisfies the hypotheses of the standard Hopf 
theorem. Soiutions in this plane are precisely those with the required spatial 
symmetries, by the definition of Fix(1:). 0 

Remarks 2.3. 
(a) Indeed Fix(1:) is an invariant subspace for the dynamics of (1.1), for any 
1: c r. 
(b) In the case (1.6(a» when [R" ~ V E!3 V, it is easy to show that 

FixvEi3v(1:) = Fixv(1:) EB Fixv(1:); 

see Exercise 2.1. Thus each one-dimensional fixed-point subspace for the 
action of r on V yields a branch of periodic solutions in Hopf bifurcation on 
V E!3 V. These fixed-point subspaces are precisely those calculated for use in 
the static equivariant branching lemma. 
(c) If the trivial solution is stable subcritically then subcritical branches 
obtained in this way are unstable. This follows from exchange of stability 
in the standard Hopf theorem (Theorem VIII, 4.1). However, supercritical 
branches mayor may not be stable, since directions not in Fix(1:) may be 
involved. 

Let us briefly apply this theorem to the oscillating hosepipe mentioned in 
XI, §l(c). Here the group is 0(2), and we consider only those modes corre­
sponding to 0(2) acting on the plane [R2 == C in its standard representation. 
The isotropy lattice is 

0(2) 

i 

where Z2 = {I, K}. The group Z2 has a one-dimensional fixed-point subspace, 
the real axis [R c C. Therefore, we obtain a mode of oscillation with Z2 
symmetry. This obviously corresponds to oscillation in a vertical plane. Thus 
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Theorem 2.2 detects one of the two oscillatory modes observed in this model, 
but it fails to detect the second rotating wave mode. 

Indeed this is the main defect of Theorem 1.2: it fails to detect those periodic 
solutions whose symmetries combine both space and time. Our main objective 
in this chapter is to develop a context, involving both spatial and temporal 
symmetries, in which an analogous but more powerful theorem can be proved. 
The simple Hopf theorem acts as motivation for the approach that we shall 
take, with emphasis being placed on two-dimensional fixed-point subspaces. 

§3. The Circle Group Action 

In §1 we discussed a setting for Hopf bifurcation with symmetry. The problem 
is to find periodic solutions to a system of ODEs 

Ii + f(v,A.) = 0 (3.1 ) 

where f: [R" x [R -+ [R" is smooth and commutes with rand (df)o, ° has purely 
imaginary eigenvalues. In §2 we proved a simple version of the Hopf theorem 
for spatial symmetries and noted the need to incorporate temporal symmetries 
as well. 

In this section we discuss the following ideas: 

1. The required temporal symmetries are phase shifts and may be thought 
of as elements of a circle group SI, acting on the infinite-dimensional space 
of 2n-periodic functions, 

2. The proof of the Hopf bifurcation theorem by Liapunov-Schmidt reduc­
tion generalizes to the r -equivariant context, incorporating these tem­
poral phase-shift symmetries in a natural way. 

3. The Liapunov-Schmidt reduction induces a related but different action 
of SI on a finite-dimensional space, which can be identified with the 
exponential of the linearization L = (df)o,o, acting on the imaginary 
eigenspace Ei of L. Both actions of SI are needed to state the equivariant 
version of the Hopf bifurcation theorem; see Theorem 4.1. 

4. r -simple subspaces of Ei are precisely the subspaces that are irreducible 
under the action of group r x SI generated by rand SI, This leads to 
analogies between steady-state bifurcation and Hopf bifurcation, in which 
r is replaced by r x SI, 

First we describe what we mean by a symmetry of a periodic solution vet). 
For simplicity we·suppose that v(t) is 2n-periodic in t. (If not we can rescale 
time to make the period 2n). Identify the circle SI with 1R/2nZ. Then a 
symmetry of the periodic function v(t) is an element (}', 8) E r x SI such that 

yv(t) = vet - 8); (3.2) 

that is, the spatial action of y on V may be exactly compensated by a phase 
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shift. In this sense the symmetry (I', e) is a mixture of spatial and temporal 
symmetries. (The term spatial refers to the vector field symmetry of the original 
equations rather than actual physical space.) Note that Sl acts on the space 
of2n-periodic mappings vet), not on IR". We call this action ofS1 the phase-shift 
action. 

The collection of all symmetries for vet) forms a subgroup 

:EV(I) = {(I', e) E r x Sl: yv(t) = vet - e)} c r x Sl. (3.3) 

There is a natural action of r x Sl on the space ~2" of 2n-periodic mappings 
IR ....... IR", defined by 

(1',0) . vet) = yv(t + 0). (3.4) 

That is, the r -action is induced from its spatial action on IR", and the Sl-action 
is by phase shift. We can rewrite (3.2) as (I', 0)' vet) = vet). This shows that :EV(I) 

is just the isotropy subgroup of vet) with respect to this action. 
We now consider generalizing the proof ofthe Hopftheorem by Liapunov­

Schmidt reduction (cf. VIII, §2) to the r-equivariant context; cf. Sattinger 
[1983]. The details are given in §4. For simplicity we choose the time scale so 
that L = (df)o.o has eigenvalues ± i. We look for periodic solutions to (3.1) 
with period approximately 2n by rescaling time as 

s = (I + r)t 
for a new period-scaling parameter r near O. This yields the system 

du 
(l + r) ds + feu, A) = 0 (3.5) 

where u(s) = v«1 + r)t). Then 2n-periodic solutions to (3.5) correspond to 
2n/(1 + r)-periodic solutions to (3.1). To find 2n-periodic solutions to (3.5) we 
define the operator 

(3.6) 

by 
du 

«I>(u,A,r) = (1 + r) ds + f(u,A) (3.7) 

as in (VIII, 2.5). Here ~2" and ~1" are Banach spaces of continuous, respec­
tively, once-differentiable 2n-periodic maps IR ....... IR". A solution (u, A, r) to 
«I> = 0 corresponds to a 2n/(1 + r)-periodic solution to (3.5). 

Now.P = (d«l>>o,o.o is the linear operator 

du 
.Pu = ds + Lu. (3.8) 

Thus Liapunov-Schmidt reduction lets us find solutions to $ = 0 by solving 
a reduced set of equations <p = 0 where 

<p: ker.P x IR x IR ....... coker .P. (3.9) 
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The crucial point here is that if <I> commutes with a group action, then, 
provided the reduction is done in a reasonable manner (i.e., by choosing 
r-invariant complements), <p commutes with the action of this group on the 
kernel and cokernel of (d<l»o.o.o. (In our applications these spaces will be 
equal.) See VII, §3. 

Our immediate objective is to describe how SI acts on ker 2. First we 
compute ker 2 explicitly: 

Lemma 3.1. Assume that L has no eigenvalues ki where k E Z, k i= ± 1. Then 
the kernel of 2 may naturally be identified with the eigenspace of the n x n 
matrix L for "the eigenvalue i. 

PROOF. A function v(s) lies in ker 2 if and only if it is 2n-periodic and satisfies 
the linear ODE 

dv 
ds + Lv = O. 

The general solution is v(s) = e-SLvo for any Vo E [Rn. However, such a solution 
is 2n-periodic only when Vo E Eki , the ki eigenspace of L acting on en, for some 
k E Z. By hypothesis Eki = {O} unless k = ± 1. Therefore, identifying v(s) with 
its initial point vo, we may identify ker 2 with Ei . 0 

Next we show that the action (3.4) of r x 8 1 on C(i2rr. induces an action on 
ker 2 and describe this action. 

Lemma 3.2. 
(a) <I> commutes with the action of r x 8 1 on C(i2" defined in (3.4). 
(b) The action of ron ker,;tJ == Ei is the restriction of the r-action on [Rn. An 
element s E 8 1 acts as e-sJ where J = LIEi • 

PROOF. 

(a) We know from standard Hopf theory that <I> commutes with the phase­
shift symmetries in 8 1 (see VIII, 2.8). By r-equivariance of f and linearity of 
the r -action, 

<I>(yu, )., r) = y<l>(u, A, r). 

(b) The map <I> commutes with r x 81, so ker,;tJ is invariant under r x 81. 

In Lemma 3.1 we identified v E Ei with the function v(s) = e-sLv. We may 
replace this by e-sJv since J = LIE i . Then e E 8 1 acts as follows: 

e·v == e·v(s) = v(s + e) = e-(s+O)J v = e-sJ(e-OJv) == e-OJv. 

Further, the r-action is straightforward: 

y'V == y'v(s) = Y'e-SJv = e-SJyv, 

which is the periodic solution identified with yv. o 



272 XVI. Symmetry-Breaking in Hopf Bifurcation 

Remarks 3.3. 
(a) By Proposition 1.4, generically we may assume Ei is f-simple, that is, either 
Ei ~ V EB V where V is absolutely f-irreducible, or Ei ~ W where W is non­
absolutely f-irreducible. We see later that the Liapunov-Schmidt procedure 
yields a reduced bifurcation problem q> posed on ker 2! x !R x !R, so generi­
cally the problem of f -equivariant Hopf bifurcation reduces to finding zeros 
of f x SI-equivariant mappings defined on a space of the type (V EEl V) x 
!R x !R or W x !R x !R. 
(b) The action of f x SI in the V EB V case may be described more explicitly. 
By Lemma 1.5, J may be put in the form 

where m = n12. Then direct computation of e-sJ leads to the following descrip­
tion: Let (x,y) E V EEl V, (y, 8) E r x SI. Then 

(y,8)'(x,y) = y[xly]Ro 

where [xly] is the m x 2 matrix whose columns are the m-vectors x and y, and 

[
COS 8 

Ro = 
sin 8 

is the usual rotation matrix. 

-sin 8J 
cos 8 

(c) The action in (b) can also be described more abstractly as the action of 
f x SI on V ® C defined by 

(y, 8)(u ® z) = (yu) ® (e-iOz) 

where v E V, Z E C, Y E r, 8 E S 1. We shall not use this form of the action here, 
but it accounts for some mathematical features of the analysis that might 
otherwise appear "accidental." 
(d) Another way to describe (a) is to take a basis for V as a real vector space 
and consider V EB V to be the vector space over C with this basis. Elements 
of f act on V EB V by the same matrices as for V (but now thought of as 
matrices over C that just happen to have real entries), and 8 E SI acts as scalar 
multiplication by e- i8 . In other words, J is identified with i, and V EB V is the 
"complexification" of V, so might perhaps be better thought of as V EB iV. 
(e) If Ei = W is non-absolutely irreducible and W is of "complex" type, 
!?} ~ C, there are, abstractly speaking, two distinct possible actions of SI. One 
is identified with multiplication by e i8, the other with e- i8 . So one is the time 
reversal of the other. Which action occurs depends on how the commuting 
matrices are identified with C, there always being two possibilities, one the 
complex conjugate of the other. 
(f) We have not described the SI-action in the case !?} ~ 1Hl. It will be by a 
circle subgroup of the unit quaternions, without loss of generality the one 
passing through i, and consisting of the quaternions {cos 8 + i sin 8}. Since + i 
and - i are conjugate quaternions, the "clockwise" and "counterclockwise" 
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actions are equivalent. Since we do not require this case in any later applica­
tions, we pursue the matter no further. 

The following lemma will prove useful when analyzing the details of the 
Liapunov~Schmidt reduction in §4. One consequence is that the action of 
r x SI on ker!fl is non~absolutely irreducible (of "complex" type). 

Lemma 3.4. 
(a) In the generic case, when ker!fl is r-simple, the matrices I and J form a 
basis for the vector space of all linear mappings on [R" that commute with the 
action of r x SI. 
(b) In the generic case, r x SI acts non~absolutely irreducibly on ker!fl, and 
this action is of "complex" type. 

PROOF. 

(a) When ker !fl is nonabsolutely irreducible and g) ~ C, this is obvious since 
the commuting mappings identify with C, I identifies with 1, and J identifies 
with i. 

In the case when ker!fl ~ V EB V, where V is absolutely irreducible, let 
A: V EB V -+ V EEl V be a linear map commuting with r. From (1.8) we see that 
there exist scalars a, b, c, d such that 

A(v, w) = (av + bw, cv + dw) 

for v, w E V. Since A commutes with SI, the 2 x 2 matrix [~ ~] must commute 
with all rotation matrices, whence d = a and c = - b. Then 

A(v, w) = a(v, w) + b(w, - u) 

and A = aI - bJ as claimed. 
When ker!fl is non-absolutely irreducible and g) ~ IHI, the SI-action identi­

fies with a circle subgroup of IHI, without loss of generality {cos e + i sin e}. 
Although there are additional linear r-equivariants j and k, these do not 
commute with this SI-action since they do not commute with i. So the 
commuting mappings are spanned by {I, i} which identify with I, J. 
(b) The only case in which something must be proved is when ker!fl = 

V EB V, for absolutely irreducible V A nontrivial r -invariant subspace of 
V EB V is of the form V' = {(u, Au): v E V} where A commutes with r. By (a) 
we have A = aI + bJ. This allows us to show that V' is not r x SI-irreducible, 
whence r x SI acts irreducibly on V EB V For J(v, Av) = (u, AJv), and in 
general Jv #- u. Thus J (v, Au) ¢ V'. By (a) V EB V must be of "complex" type. 

D 

The preceding results show that when considering Hopf bifurcation with 
symmetry it is the r x SI-action on ker!fl, rather than the r-action, that is 
crucial. The next result provides some unification; however, it plays no other 
role and can be omitted if desired. 
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Proposition 3.5. Let X be irreducible under an action of I x SI, and suppose 
that SI acts nontrivially. Then X is I -simple. 

PROOF. First consider the action of SI. Decompose X into isotypic parts for 
the SI-action, 

where on X k, SI acts by copies of the k-fold action (). Z = eki8 z. We claim that 
only one k can occur. This is clear since I commutes with SI, hence leaves 
each X k invar.iant. By factoring out the kernel of the SI-action we can without 
loss of generality assume that SI is acting on X by a direct sum of copies of 
its standard action. Therefore, if the matrix J is defined by the action of n/2, 
then a general () E SI acts as cos() + sin()J. Also J2 = -I. 

Suppose first that X is I-irreducible. Now SI cannot act nontrivially by 
real multiples of the identity, hence n/2 induces a commuting mapping not of 
the form rI, r E IR. Thus X is non-absolutely irreducible. 

If X is I-reducible, let Y be a I-irreducible subspace. The action ofSI is by 
cos 8 + sin 8 J, so the subspace Y + JY is Sl-invariant. It is also I-invariant 
since J commutes with 1. Therefore, by I x SI-irreducibility X = Y + JY. 
The sum is direct since Y n JY = O. Clearly Y ~ JY under the I-action, so 
X = Y <a;l JY ~ Y <a;l Y. 

It remains to prove that Y is absolutely irreducible. By the proof of Lemma 
3.4: 

the set of linear mappings on X that commute with 
I x S 1 is two-dimensional. (3.10) 

Since X = Y EB JY we can write elements of X uniquely in the form y + Jz, 
where y, z E Y. Let a: Y -+ Y commute with I, and extend it to a map /3: X -+ X 
by 

f3(y + Jz) = ay + Jaz. 

Then f3 commutes with J, since 

Jf3(y + Jz) = J(ay + Jaz) = Jay - az, 

f3(J(y + Jz» = f3(Jy - z) = Jay - az. 

Here we use the fact that j2 = - I. Clearly f3 commutes with 1, since J and 
a do. Suppose that rx is not a real multiple of the identity. Then the three maps 
I, J, f3 on X commute with I x SI and are linearly independent. This contra­
dicts (3.10). Therefore, Y is absolutely irreducible for I. 0 

Remark. The proof shows that all spaces V <a;l V (V absolutely I-irreducible) 
and W (W non-absolutely I-irreducible) can arise as irreducible representa­
tions of r x SI. 
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There is thus a full analogy with the results for steady state bifurcations: 

For steady-state bifurcation generically Eo is (absolutely) irreducible for r; 
For Hopf bifurcation generically Ei is (non-absolutely) irreducible for 

r x 8 1. 

(Further, in the static case the commuting mappings for r must be IH; in the 
Hopf case the commuting mappings for r x 8 1 must be C.) We were not able 
to characterize the generic situation earlier in these terms, since the relevance 
of the 8 1-action on Ei was not then sufficiently clear. 

§4. The Hopf Theorem with Symmetry 

The main result of this section is a generalization of the simple Hopf theorem 
given in §2. The essential point of this generalization is the possibility of 
periodic solutions with mixed spatiotemporal symmetries. 

As usual we consider a system of ODEs 

dv 
dt + f(v,,1.) = 0 (4.1) 

where f: IHn x IR --> IHn is smooth and commutes with a compact Lie group r. 
We make the generic hypothesis that IHn is r-simple and choose coordinates 
so that 

(df)o,o = J == [~ (4.2) 

where m = n12. (These assumptions are not strictly necessary, but they simplify 
the proof; see Remark 4.2(c).) By Lemma 1.5, the eigenvalues of (df)o,;. are 
0'(,1.) ± ip(),), each of multiplicity m. Assumption (4.2) implies that 0'(0) = 0, 
p(O) = 1. As in the standard Hopf theorem (VIII, 3.1) we assume that the 
eigenvalues of dI cross the imaginary axis with nonzero speed; that is, 

0" (0) i= O. (4.3) 

Temporal symmetries enter the equivariant Hopf theorem through an iso­
tropy subgroup L c r x 8 1 acting on IHn as in Lemma 3.2(b). 

Theorem 4.1 (Equivariant HopfTheorem). Let the system of ODEs (4.1) satisfy 
(4.2) and (4.3). Suppose that 

dim Fix(L) = 2. 

Then there exists a unique branch of small-amplitude periodic solutions to (4.1) 
with period near 2n, having L as their group of symmetries. 
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Remarks 4.2. 
(a) As usual, when we say the branch is unique we are not distinguishing 
between solutions with the same trajectory. Although periodic trajectories 
with isotropy subgroup 1: are unique, r-equivariance implies that there are 
(r x Sl )/1: different periodic solutions. These have isotropy subgroups con­
jugate to 1: in r x Sl. 
(b) Several examples applying Theorem 4.1 are given in the next two chapters. 
The remainder of this section is devoted to a proof of Theorem 4.1. 
(c) There is a more general version of Theorem 4.1, which can be proved by 
the same method. Instead of assuming that IRn is the entire imaginary eigen­
space and is r-simple, we assume only that Ei is r-simple and that the system 
is nonresonant in the sense that no eigenvalues ki occur for k E 7L, k # ± 1. If 
in Theorem 3.1 we assume that dim Fixd1:) = 2, then the conclusion still 
applies. This is the case even if there are oth~r imaginary eigenvalues, provided 
they are not integer multiples of i. 

Before proving the theorem we set up the generalities that will establish the 
existence of the Liapunov-Schmidt reduced mapping q> in (3.9). Then we use 
q> to demonstrate the existence of periodic solutions with a suitable mixture 
of spatial and temporal symmetries. 

As in VIII, §2a, rtf2" is a Banach space with norm 

Ilull = maxslu(s)1 

and rtf]" is a Banach space with norm 

IIul1 1 = Ilull + Iidu/dsll· 

We are interested in the operator 

$: rtf]" x IR x IR -+ rtf2" (4.4) 

defined by 

$(u, A, r) = (1 + r) ~: + f(u, A). 

Recall that (using the notational convention (df)o.o = J when [Rn is r -simple) 

d 
.!l' = (d$)o 0 0 = -d + J. . . s 

We claim that there is a r x Sl-invariant splitting 

rtf2" = range.!l' EB ker .!l' 

inducing the splitting 

rtf]" = ker.!l' EB M 

where M = (range .!l') n rtf]". If this is true, we have 

(4.5) 

(4.6) 
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coker fE ~ ker fE 

and the Liapunov-Schmidt reduced mapping has the form 

cp: ker fE x IR x IR -+ ker fE 

277 

(4.7) 

where cp commutes with the action of r x S1 on ker fE described in Lemma 
3.2. 

We prove (4.6 and 4.7). The formal adjoint of fE with respect to the inner 
product 

1 f21t 
(u,v) = 2n 0 v(syu(s)ds 

is 

d d 
fE* = -- + ]I = -- - J = -fE' 

ds ds ' 
(4.8) 

see Appendix 4, p. 332, Vol. I. By the Fredholm alternative 

!€21t = ker fE* EB range fE = ker fE EB range fE 

as claimed in (4.6). 
The formalities of the Liapunov-Schmidt reduction follow the standard 

pattern. Let 

E: !€21t -+ range fE (4.9) 

by projection with kernel ker fE. Split the equation <l> = 0 into the pair of 
equations 

(a) E<l>(u,..1., r) = 0 

(b) (J - E)<l>(u,..1., r) = O. 
(4.10) 

Write u = v + w where v E ker fE and w E M, and solve (4.10a) by the implicit 
function theorem for w = W(v, A, r). Substitute into (4.10(b» to obtain 

cp(v, A, r) = (J - E)<l>(v + W(v, A, r), A, r). 

The generalities of Liapunov-Schmidt reduction imply that 

(dcp)o.o.o = O. 

(4.11) 

(4.12) 

Because of r x S1-irreducibility, the action of r x S1 on ker fE satisfies 
Fixker £p(r x S1) = O. Thus there is a "trivial solution" cp(O, A, r) == O. 

PROOF OF THEOREM 4.1. The assumptions of Theorem 4.1 let us apply 
the Liapunov-Schmidt procedure described earlier. In particular, small­
amplitude periodic solutions of (4.1), of period near 2n, correspond to zeros 
of the reduced equation cp = 0 in (4.11). Finding periodic solutions of (4.1) 
with symmetries I: is equivalent to finding zeros of qJ with isotropy subgroup 
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~. Such zeros are found by solving 

cpIFix(~) = 0. 

Since cp commutes with r x 8 1, and not just r, we know that cp maps Fix(~) 
into itself. The main point of this proof is that cp has zeros on the two­
dimensional subspace Fix(~) in precisely the same way that the Liapunov­
Schmidt reduced equation for standard Hopf bifurcation has zeros. See 
Theorem VIII, 3.1. 

We might say that the two-dimensional subspace has split off a pair of 
simple eigenvalues, to which the standard Hopf theorem applies, but this is 
slightly misleading since the original vector field f is equivariant only under 
r, not r x 81, so Fix(~) need not be invariant subspace for the dynamics. At 
the level of the reduced equation, which captures periodic behavior but not 
all the dynamics, there is full r x 8 1 symmetry and the idea works. 

We use the 8 1 symmetry to show that cpIFix(~) x 1R2 has the form 

cp(v,A., r) = p(lvI 2,A.,r)v + q(lvI 2,A.,r)Jv. (4.13) 

To do this we first observe that cpIFix(~) x IR x IR commutes with the stan­
dard action of8 1. This is a special case of Lemma XIII, 10.1, but can be seen 
directly as follows. If (J E ~, 0 E 8 1, and w E Fix(~), then 

o . W = O· (J • W = (J. Ow. 

Hence Ow E Fix(~), and cp I Fix(~) x IR x IR must commute with 0 since 0 E 

81 c r x 8 1. 

By Remark 3.3(b), IRn is a direct sum of m two-dimensional irreducible rep­
resentations of 81, all isomorphic to the standard representation of 8 1 on 1R2. 
By Theorem XII, 2.5, the action of 8 1 on any two-dimensional 8 1-invariant 
subspace of IRn, in particular Fix(~), is itself standard. 

Let (0:, /3) be coordinates on Fix(~), so that 8 1 acts in these coordinates as 
multiplication by 

[
cosO 

R9= 
sinO 

-SinO]. 
cosO 

Let ip be cplFix(~) x 1R2, written in the (0:,/3) coordinates. Since cpIFix(~) 
commutes with 81, Lemma VIII, 2.5, implies that ip has the form 

ip(o:,/3,A., r) = p(0:2 + /32, A., r{;] + Q(0:2 + /32,A.,r{ ~/31 
In the (0:,/3) coordinates Ivl2 = 0:2 + /32, the identity map is [p], and JIFix(~) 
is [-;.P]. Thus (4.13) follows from the form of ip. 

Moreover, since the linear terms vanish in the reduced equation (see (4.12», 
we know that 

p(O, 0, 0) = q(O, 0, 0) = 0. 

We claim the following: 
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Lemma 4.3. 

(a) Pr(O,O,O) = 0, qr(O, 0, 0) = -1, 
(4.14) 

(b) p.dO, 0, 0) = a'(O) of- 0. 

The remainder of the proof of Theorem 4.1 then proceeds exactly as in 
Theorem VIII, 2.1 (Volume I, p. 344). 0 

Before proving Lemma 4.3 we state and prove the following: 

Lemma 4.4. Let A be an n x n matrix and let v E ker 5l'. Then 
(a) If A commutes with J, then Av E ker 5l'. 
(b) (1 - E): ~2lt ...... ker 5l' is orthogonal projection. 
(c) (1- E)Av = Av 
where 

A = ~ e tJ Ae-rJ dt. - 1 f21t 
2n: 0 

PROOF. 

(4.15) 

(a) Recall that 5l' = (djds) + J. Hence 5l' Av = «djds) + J)Av = A «djds) + 
J)v = A5l'v = 0. 
(b) (J - E): ~21t ...... ker 5l' is a projection since E: ~21t ...... range 5l' is projection 
with kernel ker !fl. To show that I - E is orthogonal projection we must show 
that ker 5l' and range 5l' are orthogonal with respect to the inner product 

<u,v) = 21n: f1t v(sfu(s)ds, 

where we use T for transpose to avoid confusion with time. This follows since 
the formal adjoint 5l'* = - 5l' by (4.8), so if v E ker 5l' 

° = - <5l'v, u) = - <v, 5l'*u) = <v,5l'u) 

whence v is orthogonal to range 5l'. 
(c) Clearly A commutes with the Sl-action, hence with J, so AV E ker 5l'. Since 
(1 - E) is orthogonal projection, in order to show that Av = (1 - E)Av it 
suffices to show that, for all x E ker 5l', 

<x, Av) = <x, Av). 

We compute: 

<x, Av) = ~ X(S)T Av(s) ds 1 f2" 
2n: s=0 

= ~ X(S)T ~ e'J Av(s)e-'J dt v(s) ds 1 f21t (1 J,21t ) 
2n: s=O 2n: ,=0 

1 f2" 121t = -2 (e-'J x(sW A(e-tJ v(s» ds dt. 
4n: 5=0 t=O 

(4.16) 
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If z(s) E ker 2 then z(s) = e-·J z(O) and z(s + t) = e-1J z(s). Therefore, (4.16) 
becomes 

1 e" e" 4n2 J .=0 J 1=0 x(s + t)T Av(s + t) ds dt. (4.17) 

Let s' = s + t, t' = t. Write (4.17) as 

1 f2" (1 f2" ) (x, Av) = -2 -2 x(s'f Av(s') ds' dt' 
n 1'=0 n .'=0 

1 f2" = -2 (x,Av)dt' 
n 1'=0 

= (x,Av) 

as required. o 

PROOF OF LEMMA 4.3. It remains to verify (4.14). The computation of Pt' qt' 
and P). at (0,0,0) involves only linear terms in cpo By r x Sl-equivariance we 
have 

cp(v,A,.) = a(A,.)v + b(A,.)Jv + O(lIvI1 2 ), 

where v E ker 2, and a(A, .), b(A,.) E IR. Here 

a(A,.) = p(O, A, .), 

We will find explicit formulas for a, b. 
Define 

b(A,.) = q(O, A, .). 

A(A.) = ((If)o,).' 

(4.18) 

This has eigenvalues 0"(..1) ± ip(A) of multiplicity n/2, and A(O) = J. We have 
0"(0) = 0, p(O) = I, 0"'(0) =F o. By Taylor expansion with respect to U E IR", 

f(u, A) = A(A)u + O(lIuII 2 ). 

Thus 

<I>(u, A,.) = (0 +.) :s + A(A))U + O(lluI1 2 ). (4.19) 

By generalities of the Liapunov-Schmidt procedure, the implicitly defined 
function W(v, A.,.) vanishes through first order in v. Hence 

<I>(v + W(v,A,.), A,.) = <I> (v, A,.) + O(lIvIl 2 ). 

By Taylor expansion 

<I>(v, A., r) = <1>(0, A., r) + (dv<l»(o,).,t)v + O( Ilv112) 

= (dv<l»(o,).,t)v + O(llvI1 2) 

since <1>(0, A., r) = O. Now 
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Since v E ker 2 we have (dv/ds) + Jv = 0, so (4.20) becomes 

(dv<l»(o,).,t) = [-(1 + r)J + A(..1.)]v, 

and 
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(4.20) 

<I>(v,..1.,r) = [-(1 + r)J + A{}.)]v + 0(lIvI12). (4.21) 

By (4.11) 

q> = (J - E)<I>, (4.22) 

where (J - E): ~21t -+ ker 2 is orthogonal projection. By Lemma 4.4 and 
(4.22), 

q>(v,..1.,r) = [-(1 + r)J + A().)] v + 0(lIvIl 2 ) 

where 

A(..1.} = - ell A (..1.)e- ll dt. - 1 12
" 

2n 1=0 

Now A(..1.) commutes with r x Sl so is of the form 

A(..1.) = a()')J + b{}.)J 

for functions a, b: IR -+ IR; see Lemma 3.4. By (4.18) 

a(..1., r) = a(..1.) 

b(..1., r) = -(1 + r) + b(..1.). 

Thus we have the identities 

at = 0 

bt = -1 

and in particular these equations hold at (0,0). 
Finally we claim that at (0,0) 

a). = 0"(0). 

To see why, observe that tr J = 0 so a(..1.) = ~ tr A{}.). By (4.23), 

tr A(..1.) = tr A (}.). 

But the eigenvalues of A (A) are 0'(..1.) ± ip().) of multiplicity n/2, so 

tr A (A) = nO'(,1,) 

Thus 

a(..1.) = 0'(..1.), 

(4.23) 



282 XVI. Symmetry-Breaking in Hopf Bifurcation 

so 

and 

a;, (0,0) = (I' (0). 

But a(A, r) = p(O, A, r) and b(A, r) = q(O, A, r). Since no v-derivatives are involved, 
Lemma 4.3 follows. 0 

The hypothesis of Theorem 4.1, that dim Fix(L) = 2, is analogous to 
that of the equivariant branching lemma, where dim Fix(L) = 1. However, 
Fiedler [1987] has shown, using equivariant index theory, that the condition 
"dim Fix(L) = 2" can be weakened to "L is a maximal isotropy subgroup of 
r x S1." The proof is beyond the scope of this book, but we state the result 
for reference: 

Theorem 4.5 (Fiedler [1987]). Let the system of ODEs (4.1) satisfy (4.2) and 
(4.3). Suppose that L is a maximal isotropy subgroup of r x S1. Then there exist 
small-amplitude periodic solutions to (4.1) with period near 2n, having L as their 
group of symmetries. 

EXERCISES 

4.1. Let r = 0(2) with its standard action on [R2. Let 0(2) x SI act on [R2 EB [R2 as in 
Remark 3.3(b); that is, 

(y, 0)' [xly] = y[xly] R8 

where [xly] is the 2 x 2 matrix with columns x, y. Define 

80(2) = {(O, - 0) E 0(2) X 5'}. 

Show that Fix(So(2» = {[~ '~/]}. Thus dim Fix(So(2» = 2. Apply Theorem 
4.1 to conclude that there is a branch of periodic solutions u whose symmetries 
include 

that is, 

(4.24) 

Abstract solutions satisfying (4.24) are usually called rotating waves. Indeed, in the 
hosepipe example of XI, §1 (c), this solution corresponds to the rotating wave 
mode. 

4.2. Let the groups SU(2) of unit quaternions act on [R4 == IHl by left multiplication and 
let g: [R4 x [R -> [R4 be SU(2)-equivariant. Consider the ODE x + g(x,2) = o. 
(a) Show that Hopf bifurcation can occur and that the corresponding action of 

o E SI can be assumed to be multiplication on the right by cos 0 + i sin 0, i E 1Hl. 
(b) Show that the isotropy lattice is then 
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SU(2) X SI 

i 
50(2) 

i 
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where 80(2) = {(cosO - isinO,cosO + isinO): 0 ~ 0 < 2n}. Find the fixed­
point subspace of8O(2). 

(c) Apply the equivariant Hopf theorem to conclude that generically, in such an 
SU(2) Hopf bifurcation, there exists a branch of periodic solutions with 50(2) 
isotropy. 

(d) Show that the orbit of such a solution under SU(2) fibers a 3-sphere according 
to the Hopf fibration. [Compare Exercise XIII, 1O.8(f).J 

4.3. (See Cicogna and Gaeta [1987].) Considerthe ODE x + f(x,),) = 0 where x E [R4. 

Suppose that (dno.o has the form 

r -~ ~ J ] 
and that f commutes with the action of Z2 on [R4 generated by a linear transfor­
mation with matrix 

where S is any nonsingular 2 x 2 matrix. Show that Z2 has a two-dimensional 
fixed-point subspace and deduce the occurrence of a periodic solution branch with 
spatial isotropy Z2' [Note that the Zz action here is reducible.J 

4.4. Let H: [R" --> [R be a smooth function. Consider the Hamiltonian system x + 
J dH(x) = 0 where 

Suppose this ODE has an equilibrium at x = O. The Liapunov center theorem 
states that if the Hessian d 2 H 10 has a pair of simple purely imaginary eigenvalues 
± iw then there is a smooth two-dimensional submanifold of [R", passing through 
the equilibrium point, foliated by periodic solutions of period near 2n/w. It is well 
known that the Liapunov center theorem can be derived from the Hopfbifurcation 
theorem by the following trick. Consider the system .x + (J + ).)dH(x) = 0, and 
show that: 
(a) The Hopf bifurcation theorem implies that this has a branch of periodic 

solutions bifurcating from }, = 0, 
(b) If }, "# 0 then H either increases strictly or decreases strictly along a solution, 

hence there are no periodic solutions unless ). = O. 
Use the same method, applied to the equivariant Hopf theorem, to prove an 
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equivariant analogue ofthe Liapunov center theorem. For an improved result­
an equivariant Weinstein-Moser theorem-see Montaldi, Roberts, and Stewart 
[1988]. 

§5. Birkhoff Normal Form and Symmetry 

The idea of Birkhoff normal form is to simplify a system of ODEs 

x + f(x) = 0, f(O) = 0, X E IR" (5.1) 

by using successive polynomial changes of coordinates to set to zero many 
terms in the Taylor expansion of f at degree k. More precisely, let 

f(x) = .i,.(x) + hk(x) + ... (5.2) 

where .i,. is a polynomial mapping of degree < k, hk is a homogeneous poly­
nomial mapping of degree k, and, .. indicates terms of degree k + 1 or higher. 
The main question is, How can we simplify hk by changing coordinates in (5.1) 
while leaving .i,. unchanged? Since the terms of degree > k impose no con­
straint, the process of putting a system of ODEs into Birkhoff normal form is 
a recursive one. Rather than launching directly into the statement of the 
theorem, we present a calculation that both motivates and proves it. 

The idea is straightforward. Consider coordinate changes of the form 

(5.3) 

where Pk is a homogeneous polynomial of degree k. Then x = Y + (dPk)yY. In 
the new coordinates (5.1) becomes 

Y = (1 + (dPk)yflf(y + Pk(y»· 

Modulo higher order terms (5.4) is 

Y = (1 - (dPk)y)f(y + Pk(y» + .... 

(5.4) 

(5.5) 

Our object is to put the right-hand side of(5.5) in the form (5.2) by calculating 
(5.5) modulo higher order terms. This is easier if we set 

(5.6) 

where L is the linear part of f, and J;. consists of terms of degree between 2 
and k - 1. Since Pk contains only terms of degree k, it follows that 

(a) J;.(y + Pk(y» = J;.(y) + .. . 
(b) hk(y + Pk(y» = hk(y) + ... . 

(5.7) 

Substituting (5.6 and 5.7) into (5.5) yields 

y = (1- (dPk)y) [L(y + Pk(y» + J;.(y) + hk(y)] + .. . 

= Ly + J;.(y) + hk(y) + LPk(y) - (dPk)yLy + ... . 
(5.8) 



§5. BirkhofT Normal Form and Symmetry 

Thus any homogeneous term of degree k in f of the form 

LPk(y) - (dPdyLy 
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(5.9) 

may be eliminated from (S.1) by a change of coordinates of the type (S.3). 
Moreover, this change of coordinates does not disturb terms of degree < k. 

This conclusion may be abstracted as follows. Let ,qj>k be the space of 
homogeneous polynomial mappings of degree k on jRm. Then adL, defined by 

adL(Pd(y) = LPk(y) - (dPdyLy 

as in (5.9), is a linear map,qj>k --+ .9'k' Thus the terms in the Taylor expansion of 
f that can be eliminated by this process are precisely those in the subspace 
adL(&>d c &>k' For each k we choose a complementary subspace rlk C &>k' so 
that 

(S.10) 

Then we have proved the following: 

Theorem 5.1 (Poincare-BirkhoffNormal Form Theorem). Let L = (df)o and 
choose a value of k. Then there exists a polynomial change of coordinates of 
degree k such that in the new coordinates the system (5.1) has the form 

y = Ly + g2(y) + ... + gk(y) + .. , 

where gj E ~, and, .. indicates terms of degree at least k + 1. 

We call the system 

(5.11) 

the (kth order) trullcated Birkhoff normal form of (S.1). 
The dynamics of the truncated Birkhoff normal form are related to, but not 

identical with, the local dynamics of the system (S.1) around the equilibrium 
point x = O. The question of determining precisely which qualitative features 
of the dynamics are preserved in the kth order truncated Birkhoffnormal form 
for some k, is still open. One technical problem is that the process of putting 
a vector field f into Birkhoff normal form is a formal one. Suppose that f is 
analytic. Although there exists a change of coordinates that puts f in normal 
form for each k, it is not possible to find a single change of coordinates that 
puts f into normal form to all orders. The problem is one of "small divisors." 
The power series defined by successive coordinate changes may have zero 
radius of convergence; see, for example, Siegel and Moser [19S6]. Iff is C'L' 
(and the successive coordinate changes are invertible on a common domain) 
then there exists a COO change of coordinates putting f in Birkhoff normal 
form to all orders. Then, however, one must deal explicitly with the flat "tail." 
Despite this truncation problem, the Birkhoff normal form is an important 
tool for discussing Hopf bifurcation, as we show below. 
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There are many possible.choices for the complement ~k in (5.10). However, 
it has been proved by Cushman and Sanders [1986] and Elphick et al. [1986] 
that there exists a canonical choice in which the elements of ~k commute with 
a one-parameter group S of mappings defined in terms of the linear part L of 
f The main objectives of this section are to prove this result and to show that 
it has a simple generalization to the equivariant setting. The group S effectively 
introduces extra symmetry into the mathematical analysis, with important 
consequences. Recall that E; is the real eigenspace associated with the eigen­
values ± i. In §7 we show that for Hopf bifurcation the action of S, restricted 
to E;, may be interpreted as the symmetries induced by phase shifts already 
discussed in the context of Liapunov-Schmidt reduction. However, it is (an 
approximation to) the vector field in the original space IRn, rather than the 
reduced bifurcation equation on E;, that inherits the new symmetries. This 
will turn out to be useful in stability calculations. 

We now define the group S and present the proof of the theorem by Elphick 
et al. [1986]. The linear part L = (df)o acts on IRn, and we have a one­
parameter group of transformations 

R = {exp(sL'): s E IR}. 

This is a group since 

exp(s1L')exp(s2L') = exp((s1 + S2)L'), 

but it may not be a Lie subgroup since it may not be closed; see Remark (b). 
We let S be the closure of this group in GL(n), 

S = R = {exp(sL')}. 

Then S, being closed, is a Lie subgroup of GL (n). 

Remark 5.2. 
(a) R is an abelian group since the exponentials commute. Hence its closure 
S is also an abelian group. 
(b) A skew line on a torus provides an example where R is not closed. For 
instance, let 

L~[~ 
-1 0 

-~J 0 0 
0 0 
0 fi 

Then 

[Rs 0 ] exp(sL') = 0 R 
,fis 

which is dense on the torus T2 = S1 X S1 C 1R2 X 1R2 = 1R4, where S1 is the 
unit circle in 1R2. Thus R is not closed. In this case we have S = T2. 
(c) S need not in general be compact. For example, suppose that 
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L = [~ ~J 
Then 

exp(sV) = [! ~J 
which is unbounded for s E IR. 
(d) The general form of S is either Tk or Tk x ~ as we show in Proposition 
S.7(a). 

Having made these preliminary remarks, we can now state the first main 
result: 

Theorem 5.3 (Elphick et al. [1986]). Let S be as earlier. Defille 

.'J'k(S) = {p E .'J'k: p commutes with S}. 

Theil for k ;::::: 2, 

(S.12) 

The proof of Theorem S.3 depends on two lemmas, and we state these first. 

Lemma 5.4. 

(a) (S.13) 

(b) adLP = ° if alld ollly if P commutes with S. That is, .'J'k(S) = ker adL . 

PROOF. 

(a) Compute 

d 
ds e-SLp(eSLx) = e-SL[Lp(esLx) + (dp)eslxLesLx] 

= e-SL[adLP] (esLx). (S.14) 

Evaluate (S.14) at s = ° to get (S.13(a». 
(b) By (S.13(a», if P commutes with S, then adLP = 0. Conversely, (S.14) 
implies that if adLP == 0, then e-sL p(eSL x) is a constant function of s, hence 
equals its value at s = 0, which is p(x). Thus p commutes with S. 0 

The second and most interesting point is as follows: 

Lemma 5.5. There exists all illller product« , »OIl.'J'k such that 

(S.1S) 

for all P, Q E [9lk' 
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We postpone the proof of Lemma 5.5 and first show how the main result 
follows: 

PROOF OF THEOREM 5.3. By the Fredholm alternative 

1m A = (ker At)-L 

for any linear mapping of a vector space V into itself. Therefore, 

1m adL = [ker(addJ-L 

= [ker aduJ\ 

the second equality following from Proposition 5.5. Hence 

1m adL EB ker adu = 9I'k' 

Now apply Lemma 5.4(b) to conclude that ker adu = 9I'k(S), o 

In order to prove Lemma 5.5, we first define the scalar product to be used. 
Let a, f3 be multi-indices and let xa, xll be the associated monomials. Define 

( all> _ ~ , X,X -uapa .. (5.16) 

Use (5.16) and linearity to define an inner product on the space of real-valued 
polynomials. Finally, let P = (Pl, ... ,Pn) and Q = (ql, ... ,qn) be in 9I'k, and 
define 

n 

«P, Q» = L (Pi' q). (5.17) 
i=i 

There is a slightly different way to define the inner product ( , >. and hence 
« , ». Rewrite (5.16) as 

alai 
( a p> _ III x,x - -;;--aX x=o' 

uX 

Linearity now implies that 

and that 

(p(x),q(x» = p(a/ax1, ... ,a/axn)q(O). (5.18) 

PROOF OF LEMMA 5.5. We let « , »be defined as in (5.17). Let A: /Rn ~ /Rn be 
linear. We claim that 

(a) «AP(x), Q(x)>> = «P(x), AtQ(x)>> 

(b) «P(Ax), Q(x)>> = «P(x), Q(At x)>> 

for all P, Q E .'J'k' It follows that 

(5.19) 
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(c) «e-sL P(eSL x), Q(x») = «P(x), e-sL' Q(esL' x»). 

Differentiating (5.20) with respect to s, evaluating at s = 0, and applying 
Lemma 5.4(b) yield (5.15). 

To verify (5.19(a» we may assume, using linearity, that P(x) = xaej and 
Q(x) = xPem where IIXI = IPI = k and ei is the unit vector in the ith direction. 
Let A = (aiJ and compute using (5.17) 

«A(xaej),xPem» = ((xa~aljel,xPem)) 

Similarly 

Thus (5.19(a» holds. 

= L alj(xa,xfJ)b1m 
m 

«xaej,A'(xPem») = ajm(x1i,xa) 

= am/xa,x P). 

By linearity and (5.17), (5.19(b» is verified if we can show that 

(p(Ax), q(x) > = (p(x), q(A' x» (5.20) 

where p and q are homogeneous polynomials of degree k. Consider now the 
change of coordinates x = AI y. By the chain rule a/ox = A -1 (%y). Using 
(5.18), (5.20) becomes 

p(:y)q(A'Y)ly=o = p(:x)q(A'X)lx=o, 

which is trivially true. o 

EXAMPLES 5.6. 
(a) Suppose f(x) = Lx + ... where 

L= [ 0 1J 
-1 O· 

Then exp(sV) = Rs' a rotation in the plane; and S = Sl. In Lemma VIII, 2.5, 
we showed that .'?i'k(Sl) = 0 if k is even and is generated by 

(xi + xn1 [::J and (xi + xn{ ~:2 J 
if k = 21 + 1. 

(b) Suppose that f(x) = Lx + ... where 

L = [~ 1J o . 
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As in Remark S.2(c), S consists of all mappings 

so 3IHS) consists of polynomial mappings P = (PI' P2) satisfying 

(a) PI(X I ,X 2) = PI(X I ,X2 + sxd 

(b) P2(X I ,X 2) = Pl(XI,X l + sxd - SPI(XI,Xl + sxd. 
(5.21) 

Since s is arbitrary, (S.21(a» holds only when PI is independent of Xl' Since 
PI is homogeneous of degree k it must equal cx~. Identity (5.21(b» now takes 
the form 

(S.22) 

Differentiating (5.22) with respect to s we see that Pl.X2 = CX~-I. Therefore, 

Pl = CX~-I Xl + dx~. 
Thus glik(S) is two-dimensional, being generated by 

The general form of S may be deduced from an observation of Van der 
Meer [1985]. By linear algebra (cf. Hoffman and Kunze [1971J) we may 
decompose 

L=D+N 

where D is semisimple, N is nilpotent, and DN = ND. Since D is semisimple 
and all its eigenvalues are imaginary we may choose coordinates so that D 
has block diagonal form with each block Dj being either w or [_Ow ~J for 
some wEIR. In these coordinates exp(sD) is a k-torus where k is the number 
of algebraically independent eigenvalues (or frequencies) in D. 

Proposition 5.7. 

(a) 

where Tk = exp(sD) and IR = exp(sN'). 

if N = 0 

if N -:f. 0 

(b) The truncated Birkhoff normal form commutes with Tk. 

PROOF. Statement (b) follows from (a) since the linear part L of the BirkhotT 
normal form commutes with Tk (but not with N' if N -:f. 0). 

To prove (a), we claim that 

ker L = ker D n ker N. (5.23) 

Since L = D + N, clearly ker L ~ ker D n ker N. If we show that ker L c 

ker D, then ker L c ker N as well since N = L - D, and (S.23) is proved. To 
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show that ker L c ker D, let v E ker L. Then Dlv = (L - N)IV = ( - N)IV since 
Land N commute and Lv = O. Since N is nilpotent, NI = 0 for some I, so 
Dlv = O. But D is semisimple, so Dv = 0, as required. 

Now we claim that 

(5.24) 

is the semisimple/nilpotent decomposition of adv when viewed as a linear 
map on 9'k' Direct calculation shows that 

(a) adA adB = adB adA 

whenever A and B commute, and (5.25) 

(b) adA' = (adA)I. 

By (5.25(a)) adD' and adN , commute, and by (5.25(b)) adN, is nilpotent and adD' 
is semisimple. This proves (5.24). 

Apply (5.23) to (5.24) to obtain 

ker adv = ker adD' n ker adN,. 

But Dr = - D, so ker adD' = ker adD' Lemma 5.4(b) now proves Proposition 
5.7(a). [J 

The next main result in this section is the equivariant version of Theorem 
5.3. Suppose that f(x) is r-equivariant. Write 

f(x) = Lx + f2(x) + ... + j~(x) + ... (5.26) 

and observe that each .fj is also r -equivariant. The Birkhoff normal form for 
(5.26) is obtained using near-identity changes of coordinates (5.3), which 
themselves are r-equivariant; that is, we may assume Pdy) in (5.3) is r­
equivariant. As in the proof of Theorem 5.1, we can eliminate any term in 
(5.26) in the image of adL . Since adL(Pk)(y) = LPk(y) - (dPk)yLy it is easy to 
see that adL(Pd is also r-equivariant. Thus we have proved the following: 

Theorem 5.8. Let f be r-equivariant, let L = (4f)o, and choose a value of k. 
Then there exists a r-equivariant change of coordinates of degree k such that 
in the new coordinates the system (5.1) has the form 

Y = Ly + g2(y) + ... + gk(Y) + h 

where gj E ~, h is of order k + 1, and 

9'k(r) = ~ EB adL(&Hr))· 

The equivariant version of Theorem 5.3 is as follows: 

Theorem 5.9. Let S be as defined before Remark 5.2. Then for k ;::.: 2, 

9'k(1) = 9'k(r x S) EB adL(9'k(r)). 

(5.27) 

(5.28) 
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Remark. The actions of rand S on IR" commute, thus yielding an action of 
r x S. To see this recall that r is assumed to act orthogonally and commutes 
with L. Now'lL = Ly implies Vy' = y'L' for all "I E r. But "I' = "1-1 andy is 
arbitrary. Hence Vy = "IV for all "I E r. Therefore, r commutes with exp(sV), 
hence with S. 

Before proving Theorem 5.9 we present a preliminary result. Let A, Y: IRn -+ 

IRn and assume that A is linear. Define 

A* Y(x) = A-1 Y(Ax). (5.29) 

For a compact group r we can define 

p(Y) = L y*(Y)dy (5.30) 

using the normalized invariant Haar measure. 

Lemma 5.10. p: .9'k -+ &lHr) is a linear projection. 

PROOF. The mapping p is clearly linear. Note that if Y is a homogeneous 
polynomial of degree k, then so is "I * Y. Since p just averages these polynomials, 
we see that p(Y) is also in .'?Pk • Moreover, for t E r we have 

t*p(Y) = L t*y*(y)dy 

= L (ty)*(y)dy 

= L (ty)*(y)d(ty) 

= p(Y), 

showing that p(Y) E .9'k(r).1f Y E .9'k(r) then "1* Y = Y so that p(Y) = Y. There­
fore, p(p(Y)) = p(Y), and p is a projection. D 

PROOF OF THEOREM 5.8. Since p commutes with the action of S, the proof of 
Lemma 5.10 adapts to prove that 

p: .9'k(S) -+ .9'k(r x S) 

is a projection. By Theorem 5.2 

.9'k = rJk Ef) 1m adL· 

Applying p to this we get 

.9'k(r) = p[&HS)] Ef) p(lm add 

= .9'k(r x S) Ef) p(lm adL ). 
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But y* adL(Y) = adL(y* Y) since 

y* adL(Y)(x) = y*(LY(x) - (dY)xLx) 

= y-l[Ly(yx) - (dY)yxLyx] 

= Ly* Y(x) - y-l(dY)yxyLx 

= Ly* Y(x) - (d(y* Y))xLx 

= adL(y* Y)(x). 
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Therefore p(adL Y) = adL(p Y), so p(Im add = adL({!.Pk(r)), as desired. 0 

EXERCISES 

5.1. Show that the proof of the "easy" equivariant Hopf theorem 2.2 yields the "hard" 
equivariant Hopftheorem 4.1 if the vector field f is in BirkholT normal form. (Note: 
The problem is then to show that the periodic solutions so obtained survive 
breaking the normal form.) 

5.2. Let 0(2) act standardly on C EEl C, and let (df)a be 

[ffiJ 
Find the equivariant normal form. See Dangelmayr and Knobloch [1987a]. 

§6. Floquet Theory and Asymptotic Stability 

In this section we take the first steps towards computing the asymptotic 
stability of the periodic solutions u(s) to 

dw 
(1 + r)dS" + f(w, )-) = 0 (6.1) 

obtained in Theorem 4.1. (Recall that r is the period-scaling parameter, and 
s = (1/1 + r)t is rescaled time.) We do this by using an equivariant version of 
Floquet theory. A heuristic description of Floquet theory was given in VIII, 
§4(b). 

In this section we address three issues: 

(a) The number of Floquet multipliers that are forced by symmetry to equal 1; 
(b) The explicit solution of the Floquet equation when f in (6.1) is in Birkhoff 

normal form, and the implications for stability; 
(c) The effect of symmetry on this explicit solution. 

A more delicate analysis, developed in §§1O and 11, exploits these symmetry 
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restrictions on the Floquet multipliers to obtain information on the stability 
of the periodic solution u(s), even when f is not in Birkhoff normal form. 

(a) Floquet Theory 

Let u(s) be a 2n:-periodic solution to (6.1). The Floquet equation for u(s) is the 
linearization of (6.1) about u(s); that is, 

dz 1 
ds + 1 + , (df)u(s),;.z = O. (6.2) 

The Floquet operator (or monodromy operator) Mu: [Rn ~ [Rn is defined as 
follows. Let Zo E [R" and let z(s) be a solution to (6.2) such that z(O) = zoo Define 

(6.3) 

Since (6.2) is linear, Mu is linear. The eigenvalues of Mu are the Floquet 
multipliers of u(s). 

Because the periodic solution u(s) is "neutrally stable" to phase shift, at least 
one Floquet multiplier is always forced to be 1. The standard Floquet theorem, 
Proposition VIII, 4.4, states that if the remaining eigenvalues of Mu lie strictly 
inside the unit circle, then u(s) is an asymptotically stable periodic solution to 
(5.1 ). 

As in the case of steady-state bifurcation (XIII, 4.4) symmetry may force 
many eigenvalues of Mu to 1. More precisely, let I: c r x SI be the isotropy 
subgroup of u(s), and define 

dr. = dim r + 1 - dim I:. (6.4) 

Then we have the following: 

Proposition 6.1. The Floquet operator Mu has dr. eigenvalues equal to 1. 

Before proving this, we state-without proof-the basic result of equi­
variant Floquet theory. 

Theorem 6.2. A small-amplitude 2n:-periodic solution u(s) to (6.1) is orbitally 
asymptotically stable if the n - dr. eigenvalues of Mu, not forced to 1 by 
symmetry have modulus less than 1. The solution u(s) is unstable if an eigenvalue 
of Mu has modulus greater than 1. 0 

PROOF OF PROPOSITION 6.1. Recall from standard Floquet theory that there is 
one eigenvalue of Mu, with eigenvector u(O), that is forced to 1 by phase shifts. 
To see this evaluate (6.1) at u(s + lJ) obtaining 

1 
u(s + lJ) + -1 -f(u(s + lJ),).) = O. +, 

(6.5) 
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Differentiate (6.5) with respect to e and let e = 0, to obtain 

1 
ii(s) + 1 + r (df)u(s).;'u(s) = o. 

Since u is 2n-periodic, so is U. By (6.6) Muu(O) = u(O) as claimed. 
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(6.6) 

This argument can be adapted for any smooth arc Yr in r with Yo = 1. The 
r -equivariance of f implies that 

1 
yru(s) + 1 + r f(Yru(s), A) = O. 

Differentiate (6.7) with respect to t and set t = 0: 

d 1 
ds[You(s)] + ~(4f)u(s).;.[You(s)] = o. 

Since You(s) is 2n-periodic, (6.8) implies that 

Mu[You(O)] = You(O). 

(6.7) 

(6.8) 

If You(O) #- 0 we have another eigenvector of Mu with eigenvalue equal to 1. 
We claim that these constructions yield dr. independent eigenvectors of Mu' 

First, the two preceding constructions may be incorporated into one: let (Yr' er) 

be a smooth arc in r x SI with (Yo, eo) = (1,0). Then 

d 
dt [(Yr' e,)' u(s)] 1,=0 (6.9) 

is an eigenvector of Mu with eigenvalue 1. 
Define a: r x 8 1 --+ IR n by a(y, e) = yu(e). The number of independent eigen­

vectors in (6.9) is 

dim Im(dalo.o) = dim r x SI - dim ker(da)(1.o), (6.10) 

Since a- l (u(O)) = 1:, the isotropy subgroup of u, we have 

dim ker(da)(1,o) = dim 1:. 

Thus the right-hand side of (6.10) is dr.. o 
Remark. Proposition 6.2 may also be proved by using the methods of Mon­
taldi, Roberts, and Stewart [1988]. They show that the Floquet operator 
commutes with an action of 1: that is isomorphic to the action obtained by 
restriction from r x S 1. 

(b) Floquet Theory in Birkhoff Normal Form 

F or the rest of this section we assume that IR" is r -simple and f in (6.1) is in 
Birkhoff normal form. Subsection (b) establishes two main points. When f is 
in Birkhoff normal form all periodic solutions u(s) to (6.1) are SI-orbits, hence 
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geometric circles. The Floquet equation can then be solved exactly by using 
the Sl symmetry of BirkhotT normal form, and the Floquet operator can be 
found. 

The first point is established in the following theorem; see Renardy [1982]: 

Theorem 6.3. Suppose that ~n is r-simple, and that f in (6.1) commutes with 
r x S1, where s E Sl acts by s· x = e-sJ x, J = (dno.o' Then every solution is 
of the form 

u(s) = e-sJ u(O), u(O) E ~n. 

Moreover, u(O) must satisfy the steady-state equation 

1 
1 + r f(u(O), A) - Ju(O) = O. 

(6.11) 

(6.12) 

PROOF. In the Liapunov-Schmidt reduction the Sl-action on a solution u(s) 
is identified with phase shift. Hence u(s) = e-sJu(O) and (6.11) holds. To prove 
(6.12) substitute (6.11) in (6.1). Then 

1 o = du/ds + -1 -f(u, A) 
+r 

1 = -Je-sJu(O) + --J(e-sJu(O),A) 
1 + t 

1 
= e-sJ( -Ju(O) + --J(U(O),A». 

1 + t 
Multiplying by e"J we obtain (6.12). D 

Note that u(O), and hence u(s), depends on A and r. The theorem implies 
that when f is in BirkhotT normal form, the periodic orbits u(s) occurring via 
Hopf bifurcation are geometric circles. The second point is that we can write 
down the Floquet operator Mu explicitly: 

Proposition 6.4. For a periodic solution (u(s), AO' ro) to (6.1) of the form (6.11), 
the Floquet operator is 

(6.13) 

PROOF. Recall from (6.2) that the Floquet equation is 

1 
dz/ds + --(dnu(s) ;.z = O. 

1 + r . 
(6.14) 

We use the group action to rewrite (6.14) as a constant coefficient equation. 
In particular, let 

z(s) = e-sJ w(s). (6.15) 
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Observe that e21tJ = In- This follows by direct calculation, or by using the fact 
that the 8 1 phase shift action by esJ is 2n-periodic. It follows that 

Z(O) = w(O) and z(2n) = w(2n). 

Now compute (6.14) as follows: 

1 
0= dz/ds + 1 + to (df)u(s),Aoz(s) 

-sJ -sJ 1 -sJ 
= -Je w + e dw/ds + --(df)rsJu(o) Aoe W 

1 + to ' 

= e-sJ [ -Jw + dw/ds + 1 ~ to (dfL(o),Ao W 1 
Thus z(s) satisfies the Floquet equation precisely when 

dw/ds + [1 ~ to (df)u(o),).o - J J w = 0, 
This linear equation has the explicit solution 

(6.16) 

w(s) = exp [ - s C ~ to (df)u(o).Ao - J) ] w(O). (6.17) 

By (6.16, 6.17) and the definition (6,3) of Mu we obtain (6,13), D 

We can use Proposition 6.4 to give a criterion for stability in Birkhoff 
normal form: 

Theorem 6.5. Assume that (6,1) is in Birkhoff normal form. Then a small­
amplitude 2n-periodic solution u(s) to (6.1) is orbitally asymptotically stable if 
the n - dI; eigenvalues of 

(df)uO,Ao,to - (1 + to)) 

that are not forced to zero by the group action have positive real parts, The 
solution is unstable if one of these eigenvalues has negative real part, 

PROOF, By (6.13), if the n - dI; eigenvalues of df - (l + t)J that are not 
constrained by the group to be zero have positive real parts, then the corre­
sponding Floquet multipliers lie inside the unit circle and Theorem 6,1 implies 
that u(s) is orbitally asymptotically stable, D 

(c) Isotropy Subgroups and Eigenvalues of df 

This subsection explains how the r x 8 1 symmetry simplifies finding the 
eigenvalues of the Floquet operator in Birkhoff normal form, However, the 
title could have been "Reread XIII, §4(b)." We have reduced finding periodic 
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solutions u(s) of (6.1) to finding static equilibria Uo of a map cp: IRn x IR -+ IRn 
given by (6.12), namely 

, 1 
cp(u, A) == 1~ f(u, A) - Ju, 

that commutes with r x SI. We have also shown that when (6.1) is in Birkhoff 
normal form the (orbital) asymptotic stability of u(s) is given by the (orbital) 
asymptotic stability of uo, in relation to the ODE 

du 
ds + cp(u, A) = O. 

Moreover, when properly interpreted, the isotropy subgroups of u(s) and Uo 
are identical. In XIII, §4(b), we described the restrictions placed on dcp at 
(tlo, ,10' '0) by the isotropy subgroup L of tlo. For emphasis, we repeat those 
restrictions here. 

Form the isotypic decomposition IRn = WI EB ... EB ~. In particular the 
fixed-point subspace Fix(L) consists of all subspaces on which L acts trivially, 
so Fix(L) = H-j for somej. For definiteness set 

WI = Fix(L). 

Using this notation, Theorem XII, 3.5, implies 

j = 1, ... , t. (6.18) 

The block diagonal form induced on dcp by (6.18) is often helpful when 
computing the eigenvalues of dcp. 

When dim Fix(L) = 2, the assumption of Birkhoff normal form implies that 
we can apply the standard Hopftheorem to (6.1) restricted to Fix(l:) x IR. In 
this case exchange of stability holds, so that if the steady-state solution is stable 
subcritically, then a subcritical branch of periodic solutions with isotropy 
subgroup l: is unstable. As stated earlier, supercritical branches may be either 
stable or unstable depending on the signs of the real parts of the eigenvalues 
on Fix(l:)1-. 

EXERCISE 

6.1. Let r = 0(2) in its standard action on 1R2, with 0(2) x S' acting on 1R2 EB 1R2 as 
in Exercise 4.1. There are two subgroups Zz = <K), where K is the flip, and 
80(2) = {(O, - O)}, that have two-dimensional fixed-point subspaces. In fact 

Fix(Zz) = {[~ ~J} [standing waves] 

Fix(So(2)) = {[: ~b]} [rotating waves]. 

Using the methods of subsections (b, c) find the eigenvalues of (df)uo.;.o.'o at such 
periodic solutions of (6.1). 
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(Hints: In more detail: show the following: 
(a) In the isotypic decomposition of [R4 we have 

(b) Two eigenvalues of df are zero for standing waves, and one eigenvalue is zero 
for rotating waves. 

(c) When dim Fix(~) = 2, precisely one eigenvalue of(df)IFix(~) is zero. Conclude 
that for standing waves the two (possibly) nonzero eigenvalues of df are 
tr dflFix(~) and tr dfl W2 • 

(d) The action of (8, - 8) on W2 is rotation through 28. For rotating waves, dfl W2 

is a rotation matrix, hence the sign of the real part of its complex conjugate 
pair of eigenvalues is also tr dfl W2 .) 

Remark. By using the invariant theory of r x SI, the asymptotic stability of 
the standing and rotating waves can be determined from the third order terms 
in!; see, e.g., Golubitsky and Stewart [1985]. We will present this information 
in Chapter XVII in more convenient coordinates. 

§7. Isotropy Subgroups of r x S1 

In order to apply the equivariant Hopf theorem we require information on 
what form isotropy subgroups ~ of r x SI can take, and which of them have 
two-dimensional fixed-point subspaces. In this section we discuss the form of 
the isotropy subgroups, and in the next we discuss general methods for 
determining the dimensions of their fixed-point subspaces. Both of these 
sections require more familiarity with group-theoretic techniques than has 
been demanded before. 

We obtain two simple but useful results. We characterize isotropy sub­
groups of r x SI as "twisted" subgroups, and we present a method for 
determining the conjugacy classes of (closed) twisted subgroups of r x SI 
using only group-theoretic information about r. 

Definition 7.1. Let Her be a subgroup and let 8: H --. SI be a group homo­
morphism. We call 

HO = {(h,8(h)) E r x SI: h E H} 

a twisted subgroup of r x SI. 

Our first proposition states that all proper isotropy subgroups of r x SI 
are twisted subgroups. Let n: r x SI --. r be projection. 
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Proposition 7.2. Let L be an isotropy subgroup of r x SI acting on a r -simple 
space ~n, with L "# r x SI. Let H = n(L). Then 
(a) n: L -+ H is an isomorphism, 
(b) There is a homomorphism e: H -+ 8 1 such that L = HB. 

PROOF. 

(a) By Remark 3.3, or direct calculation, when ~n is r-simple the only vector 
in ~n fixed by some e "# 0 in 8 1 is the zero vector. (Technically, we say that 
the action of 8 1 on ~n is fixed-point-fi"ee.) Thus L (\ 8 1 = ~. Since 8 1 = ker n, 
we have L (\ ker n = ~ and thus n: L -+ H is an isomorphism. 
(b) Part (a) implies that every (J E L may be written uniquely as (h, e(h)) for a 
map e: H -+ L, where hE n(L) = H. We must show that e is a group homo­
morphism. Since L is a subgroup of r x 8 1, we must have 

(h, e(h))(k, e(k)) = (hk, e(h)(}(k)). 

Therefore, 

e(h)(}(k) = e(hk), and e is a homomorphism. o 

Remark. In representation theory a homomorphism e: H -+ SI is sometimes 
called a character of H. To each character there corresponds an orthogonal 
representation of H on ~2 == C defined by h H eiB(h), and conversely. However, 
this terminology more properly refers to abelian (or commutative) groups H. 
In the next section we shall use the term character in its usual sense in the 
representation theory of nonabelian groups, which is more general, so we 
prefer the term twist here. 

Intuitively we think of elements of r as spatial symmetries (acting on ~n), 
and elements of 8 1 as temporal symmetries, acting on periodic solutions by 
phase shift. In this sense, an element (J = (h, e(h)) E r x 8 1 is a spatial symme­
try of e(h) = 0 and a combined spatiotemporal symmetry if e(h) "# O. For a 
given isotropy subgroup HB c r x S1, the spatial symmetries form a normal 
subgroup 

K = kere. (7.1) 

To apply Theorem 4.1 it is necessary to enumerate the conjugacy classes of 
isotropy subgroups and then compute the dimensions of the corresponding 
fixed-point subspaces. Since the isotropy subgroups of r x 8 1 are twisted 
subgroups, it is possible to reduce the problem of finding all twisted subgroups 
of r x 8 1 to a problem about subgroups of r. A key step is to answer the 
question, When are two twisted subgroups conjugate in r x 8 1? This is a 
slightly delicate question. We have two sufficient conditions, one stronger than 
the other: 

Lemma 7.3. 
(a) Let H8 and L'" be conjugate twisted subgroups in r x 8 1• Then Hand L are 
conjugate subgroups of r. 
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(b) Let HB and H'" be twisted subgroups of r x 8 1 with spatial subgroups 
KB = ker Band K", = ker 1/1. If HB and H'" are conjugate in r x 8 1 then there 
exists Y E Nr(H) such that KIjI = yKoy-l. 

PROOF. 
(a) Suppose HB and H'" are conjugate in r x 8 1. Then there exists (y,<p) E 

r x SI such that 

Let (h, B(h)) E HB. Then 

(y, <p)-I(h, 8(h))(y, <p) = h,-1 hy, B(h)) (7.2) 

since SI commutes with all of r x 8 1. So (y-l hy, (J(h)) E L"', whence y-l hy E L. 
Reversing the roles of Hand L we obtain y-l Hy = L, and Hand L are 
conjugate in r. 
(b) Suppose that He and H'" are conjugate twisted subgroups ofr x 8 1• Then 
there exists (y, <p) E r x 8 1 that conjugates HB to H"'. By (7.2), y-l Hy = H, 
whence y E Nr(H). Moreover, (7.2) implies that 

(y-l hy, 8(h)) = (h', I/I(h'». 

Thus (J(h) = I/I(y- l hy) and ker8 = y(kerl/l)y-1; that is, Ke = yK",y-l, as 
claimed. D 

However, the converse to (b) is false. Before giving an example to show this, 
we introduce some terminology. Let HB be a twisted subgroup of r x 8 1 , with 
K = .ker 8 as earlier. Since K is the kernel of a homomorphism, it is a normal 
subgroup of H, and H/K is isomorphic to a closed subgroup of 81, namely 
1m 8. Now the only closed subgroups of 8 1 are 

(7.3) 

We say that a twist 8 is trivial, Zn, or 8 1, according as 1m 8 = 1, Zn, or 8 1 . 

Now we prove the falsity of the converse to part (b) of Lemma 7.3. Suppose 
that r = Z3 = <w>. Let H = Z3 and define 8, 1/1: H -> SI by 8(w) = 2rr/3, 
I/I(w) = - 2rr/3. Since Z3 x 8 1 is abelian, He is conjugate to H'" only if HB = 
H"', i.e., if 8 = 1/1, which is false. But ker 8 = ker 1/1 = 1, so the condition in (b) 
is trivially true. 

The source ofthe difficulty is that effectively the condition in (b) determines 
the conjugacy class of the pair (H, K), K = ker 8, in r x 8 1 . But (H, K) does 
not determine He uniquely, because it does not determine 8 uniquely. How­
ever, the source of non uniqueness can be controlled. A brief description 
follows: the reader may wish to expand it. Suppose 8 is some homomorphism 
H -> 8 1 with kernel K. Then all others are of the form a 08 where a is an auto­
morphism of 1m B. Nonidentity a mayor may not define a twisted group that 
is not conjugate to He. It depends on whether a can be "induced" by conjuga­
tion in r. For example, if we apply the preceding construction with r = 0(2) 
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rather than Z3, but still take H = Z3' then He and H'" are now conjugate, 
because conjugation by I( E 0(2) induces the automorphism IX(Y) = - Y of 
Im8 = Z3' More precisely, K- 1WK = -W, so 

8(K-1 WI() = 8( - w) = - 2n/3 = "'(w). 

The conjugacy classes of (closed) twisted subgroups of r x SI can be 
eQumerated as follows: First, find the conjugacy classes of closed subgroups 
of r. For each conjugacy class choose a representative H. Second, find all 
closed normal subgroups K c H such that H/K is isomorphic to~, Zn, or SI. 
(Any such K must contain the commutator subgroup 

H' = <h- 1 k- 1 hk: h, k E H) 

and hence can be found from the structure of H / H'. Here < ) indicates "group 
generated by.") Choose one representative of each conjugacy class of Ks under 
the action of Nr(H)/H. This gives a list of all pairs (H, K). Find the possible 8 
for each pair by listing the automorphisms of H/K, modulo those that are 
induced by conjugation by elements Y E Nr{H}. (Since SI is central its elements 
act trivially by conjugation and hence can be ignored.) This procedure gives 
a complete list. Two simplifications are often useful: 

For twist types ~ and Zz there are no such automorphisms. 
If, as in the case of 0(2), there exists an element K which acts by conjugation 

to invert each element of H, then for twists of type Z3 and SI the only non­
trivial automorphism of H/K is inversion, but this is induced by conjugation 
by I( and hence can be eliminated. 

EXERCISE 

7.1. Let u: SI -> [Rn be a periodic solution with isotropy subgroup :E c r x SI. Let 
n: r x SI -> r be projection. Let T" = {u(t): t E SI } be the trajectory of u. Show 
that 

n(:E) = {y E r: yT" = Tu}' 

§8. * Dimensions of Fixed-Point Subspaces 

In this section we derive criteria for determining the dimension of the fixed­
point subspace of a twisted subgroup He of r x SI acting on a r -simple space 
~n. We do this in two different ways. For twist types ~, Zz, Z3, Z4, and Z6 
(which appear frequently in specific examples) we can find this dimension in 
terms of the dimensions of fixed-point subspaces of subgroups of r acting on 
V See Proposition 8.4. The method is peculiar to these types of twist. The 
second method expresses the dimension in terms of the number of times a 
certain representation of H, related to the twist, appears in the given represen­
tation of H on V EEl V See Proposition 8.5. 
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We begin by making a distinction between "spatial" and "temporal" iso­
tropy subgroups. An isotropy subgroup HO c r x 8 1 is spatial if 

Fix(HO) = Fix(K) 

where K = ker e c H. Otherwise it is temporal. 
This classification into spatial and temporal depends on the representation 

of r x 8 1, and not just on HO. At first sight the sensible definition of a spatial 
isotropy subgroup would be one containing only spatial symmetries (that is, 
contained in r). However, this leads to certain technical difficulties in the 
implementation of Theorem 4.1. In particular it may happen that a subgroup 
K ofr has dim Fix(K) = 2, but K is not an isotropy subgroup because a larger 
twisted group HO also fixes Fix(~). An example is K = Zz in §7c, where 
HO = Z2 EB Z~. It is, therefore, convenient to consider HO as being spatial, even 
though the periodic solutions associated with it do have some additional 
spatiotemporal symmetry. 

We prove two main criteria for dim Fix(Ho) to equal 2: 

Theorem 8.1. Let HO be a twisted subgroup of r x 8 1 acting on V EB Vand 
let K = ker e. Then dim Fix(Ho) = 2 if any of the following holds: 
(a) e(H) = ~ and dim Fix(H) = 1. 
(b) 8(H) = Zz and dim Fix(K) - dim Fix(H) = 1. 
(c) 8(H) = Z3 and dim Fix(K) - dim Fix(H) = 2. 
(d) 8(H) = Z4 and dim Fix(K) - dim Fix(L) = 2 where L is the unique sub­
group such that K c L cHand IHILI = 2. 
(e) e(H) = Z6 and dim Fix(H) + dim Fix(K) - dim Fix(L) - dim Fix(M) = 2 
where L, M are the unique subgroups between K and H such that IHILI = 3, 
IHIMI = 2. 

We postpone the proof in order to state the second criterion. For each twist 
8: H ...... 8 1 we define an irreducible representation Po as follows. If 8(H) = ~ or 
Z2 then H acts on IR by 

Po(h)·x = (cose(h))x, 

If 8(H) =I=~, Zl' then H acts on C by 

Po(h)· z = eiO(h) z, 

X E IR. (8.1 ) 

Z E C. (8.2) 

Theorem 8.2. dim Fix(Ho) = 2 precisely when Po occurs exactly once in the 
action of H on V. 

Before proving Theorem 8.2 we make the statement more precise by defin­
ing the multiplicity of an irreducible representation. Let G be a Lie group 
acting on a vector space W over IR. Decompose W into irreducible subspaces 
for G: 
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Let p be an irreducible representation of G. Then the multiplicity of p in the 
action of G on W, written /1(p), is the number of ~ on which the representation 
of G is equivalent to p. 

Theorem 8.1 is an immediate consequence of the following formulas, which 
use the same notation: 

Proposition 8.3. 
(a) If 8(H) = ~ then dim Fix(HO) = 2 dim Fix(H). 
(b) If 8(H) = Z2 then dim Fix(H9) = 2(dim Fix(K) - dim Fix(H». 
(c) If 8(H) = Z3 then dim Fix(Ho) = dim Fix(K) - dim Fix(H). 
(d) If 8(H) = Z4 then dim Fix(Ho) = dim Fix(K) - dim Fix(L). 
(e) If 8(H) = Z6 then dim Fix(H9) = dim Fix(H) + dim Fix(K) - dim Fix(L) -
dim Fix(M). 

Theorem 8.2 is an equally direct consequence of the following: 

Proposition 8.4. dim Fix(Ho) is equal to twice the multiplicity of Po in the action 
of H on V. 

Both these propositions follow from the trace formula, which we recall from 
XIII, §2(b). See Theorem XIII, 2.3. Let H be a closed subgroup of a group G 
acting on the vector space W. The trace formula is 

dim Fix(H) = L Tr(h) (8.3) 

where the integral is with respect to normalized Haar measure on H. 
We apply the trace formula as follows: Instead of considering the action of 

HO on [R" we consider the corresponding "twisted" action of Her on [R" in 
which 

h· (v, w) = (h' v, 8(h)' w). (8.4) 

Then Fix(HO) for the original action is the same as Fix(H) for the twisted 
action, so they have the same dimensions. We show that the trace formula 
yields 

dim Fix(H9) = 2 L Tr(h) cos 8(h). (8.5) 

To check this we use (8.4). We can write the action of h alone in block diagonal 
form 

since r acts diagonally on [R". The action of 8 on [R" can be written in block 
form as 
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[
COS 8 I -sin 8 I] . 
sin e I cos 8 I 

305 

Since (h,8(h)) = (h,0)·(1,8(h» we can find the action of (h,8(1I)) by matrix 
multiplication, obtaining 

[
COS 8(h)h 

sin 8(h)h 
-sin 8(h)h]. 
cos e(IJ)h 

The trace of this matrix is clearly 2 cos O(h) Tr(IJ), and (8.5) follows from (8.3). 

PROOF OF PROPOSITION 8.3. Let S denote the normalized Haar integral on H. 
If Pc H and the index IHIPI = p then S is lip times the normalized Haar 
integral on P. 
(a) This is trivial since He = Her. 
(b) By (8.5) 

dim Fix(He) = 2[t Tr(h) - L-K Tr(h)] 

since cos O(IJ) = I when h E K and cos 8(h) = -1 when IJ E H ~ K. 
On the other hand, 

dim Fix(H) = t Tr(IJ) + L-K Tr(h), 

and 

dim Fix(K) = 2 t Tr(IJ) 

since [H: K] = 2. Putting all these together we obtain the required formula 

dim Fix(He) = 2 dim Fix(K) - 2 dim Fix(H). 

The other cases are similar but more elaborate. 
(c) When 8(H) = Z3 we have cos 8(h) = 1 on K, but -1 on H ~ K. Now 

dim Fix(HB) = 2 [t Tr(h) -1 L -K Tr(h)], 

dim Fix(H) = f Tr(IJ) + f Tr(IJ), 
K H-K 

dim Fix(K) = 3 t Tr(h), 

since [H: K] = 3. Eliminate the integrals to obtain the stated result. 
(d) Denote the elements of Z4 by (k where k = 0, 1, 2, 3. The cosets of K in 
H correspond to these four elements: let Hk = 0-1 ((k). Then 
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H = HouHl uH2 UH3 

K= Ho 

and the unique subgroup L between Hand K is 

L = HouH2. 

On Ho we have cos 8(h) = 1; on HI and H3 it is 0; and on H2 it is -1. Let Ik = 
JHk Tr(h). Then 

Eliminate the Ik • 

dim Fix(HII) = 2[10 - 12], 

dim Fix(H) = 10 + 11 + 12 + 13, 

dim Fix(L) = 2[10 + 12], 

dim Fix(K) = 4/0, 

(e) Denote the elements of Z6 by (k where k = 0, 1,2, 3,4, 5. The cosets of K 
in H correspond to these six elements: let Hk = e-1«(k). Then 

H = HouHl uH2 UH3 UH4U Hs, 

K=Ho· 

The unique subgroup L between Hand K with IHILI = 3 is 

L=Ho uH3 · 

The unique subgroup M such that IHIMI = 2 is 

M=HouH2uH4· 

On Ho we have cos8(h) = 1; on HI and Hs it is t; on H2 and H4 it is -t, 
and on H3 it is -1. Let Ik = JHk Tr(h). Then 

dim Fix(HII) = 2[10 + t(ll + 15) - t(l2 + 14) - 13]' 

dim Fix(H) = [10 + 11 + 12 + 13 + 14 + 15], 

dim Fix(L) = 3[10 + 13]' 

dim Fix(M) = 2[10 + 12 + 14]' 

dim Fix(K) = 6[1ol 

Eliminate the I k • o 

Remark. The method of proof used earlier works for Zk only when k = 1, 2, 
3, 4, 6; see Exercise 8.1. Presumably no similar formulas exist for the other 
values of k. 

The proof of Proposition 8.4 uses orthogonality of characters. We sum­
marize the required results first. Let a compact Lie group G act on W, so that 
y E G acts on W by a linear mapping p(y). In representation theory the function 
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x: G --+ IR 

X(y) = Tr p(y) 

is called the character of p, and it determines P uniquely up to equivalence. 
Let Xl and X2 be the characters of irreducible representations PI' P2 of G. Then 
the orthogonality relations (see Adams [1969]) for real representations state 
that: 

(PI' P2 inequivalent) 
(PI'" P2' absolutely irreducible) (8.6) 

(PI'" P2' non-absolutely irreducible). 

Here'" denotes equivalence of representations, that is, isomorphism of the 
corresponding actions. 

PROOF OF PROPOSITION 8.4. Let X6 be the character of P6' and X the charac­
ter of piH. Let j1(0) be the multiplicity of P6 in piH. We must show that 
dim Fix(H6) = 2j1(0). 

Now 

By (8.4), 

{
COSo 

X6 = TrO = 
2cosO 

if 10(H)1 ~ 2, 
otherwise. 

dim Fix(H6) = 2 L X(h) cos O(h). 

If 10(H)1 ~ 2 then (8.7) equals 

2 L X(h)X6(h). 

(8.7) 

By the orthogonality relations (8.6) this is 2j1(0) since P6 is absolutely irreduc­
ible. If on the other hand, 10(H)1 > 2, then (8.7) is equal to 

L X(h)X6(h). 

But P6 is now non-absolutely irreducible, so this is also 2j1(O). o 

EXERCISE 

8.1. Show that the method used to prove Proposition 8.3 will not work for Zk twists 
unless k = 1,2,3,4, or 6. (Hint: Identify H/K with Zk and for each subgroup L 
with K c L c H define CPL: Zk -+ {O, I} by cpdr) = 1 if r E L, cpdr) = 0 if r ¢ L. Let 
x: Zk -+ IR be defined by x(r) = cos(2nr/k). Define integrals analogous to the Ik in 
part (e), and show that a formula of the type derived in Proposition 8.3 holds if 
and only if X is a linear combination of the CPL' Show that this is impossible if there 
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are two distinct numbers prime to k lying between k and k/4 (k even) or k and k/2 
(k odd), and that this rules out all k except 1,2,3,4,6.) 

§9. Invariant Theory for r x 8 1 

There is a general approach which sometimes simplifies the calculation of 
r x 8 1-invariants and -equivariants. The idea is to compute the 8 1-invariants 
first (easy with Lemma 9.2) and then use these to compute the r x 8 1_ 

invariants. T-he theoretical basis for the second step is given in Lemma 9.1. 

Lemma 9.1. Let r x S be a Lie group acting on V. Let f: V -+ IR be an 
S-invariant function and let y E r. Then 

(y. fHx) == f(y-l x) 

is also S-invariant. Similarly if g: V -+ V is S-equivariant, then so is 

(y. g)(x) == g(y-I x). 

PROOF. Use routine computations, and note that S commutes with r. D 

We apply this in particular to Hopf bifurcation, taking S = 8 1• We have 
r x 8 1 acting on a r-simple space V = IRO. By Lemma 1.5 we can assume that 
e E 8 1 acts as e-8J where 

m = n12. Let the corresponding basis be {x I' ... , xm; y I, ... , Ym} and set Zj = 

Xj + iYj. This identifies V with Cm in such a way that e E 8 1 acts on Z = 

(ZI, ... ,Zm) E cm by 

(9.1) 

(Alternatively this follows abstractly since the 8 1-action is fixed-point-free.) 
For z = (z I' ... ' zm) define Z = (ZI, . .. , zm). The next lemma reduces the 

problem of finding IR-valued invariants to that of finding C-valued ones: 

Lemma 9.2. Let r act on cm. Suppose that N1 , •.. , Ns generate (over q the 
~>valued invariants in z, z. Then Re(Nd, ... , Re(N.), Im(N1 ), ... , Im(Ns ) 

generate (over IR) the IR-valued invariants. 

PROOF. The IR-valued invariants are those C-valued invariants whose values 
happen to lie in IR. Hence they are generated by the real and imaginary parts 
of monomials Nfl, ... , Nsa •• But if p and q are polynomials in z, z over C then 

Re(pq) = Re(p)Re(q) - Im(p)Im(q) 
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Im(pq) = Re(p)lm(q) + Im(p)Re(q), 

and an induction completes the proof. o 

We now compute the invariants and equivariants for the action (9.1) ofS l : 

Lemma 9.3. 
(a) A Hilbert basis for the SI-invariant functions is given by the m2 quadratics 

uj = z/Zj 

Re Vij' 1m Vij 

Relations are given by 

(l::;;j::;;m) 

(l::;;i<j::;;m) 

(b) Let g = (g" . .. , gm): Cm --+ Cm be SI-equivariant. Then each qj satisfies 

(9.2) 

The module of such g/ Cm --+ C is generated over the invariants by the 2m 
mappings 

Xj(Z) = Zj 

lj(z) = iZj 

for 1 ::;; j ::;; m. Thus the module ofSl-equivariants cm --+ I[:m has 2m2 generators 
of the form (0, ... ,0, Xj' 0, ... ,0) and (0, ... ,0, lj, 0, ... ,0). 

PROOF. As usual, by the theorems of Schwarz and Poenaru we may restrict at­
tention to polynomials. The rest is routine, but we give details for completeness. 
(a) Let f be invariant. Using multi-indices write 

Since f(8· z) = f(z) we have aap = 0 unless IIXI = 1111. By pairing the ZiS with 
zjs we can always write zazp as a monomial in the Uj and vij' Now use Lemma 
9.2 and note that 1m uj = 0 is superfluous. 
(b) Let g/ I[:m --+ I[: satisfy (9.2). Then 

By (9.2) bap = ° unless 

IIXI = IPI + 1. (9.3) 

In particular IIXI > O. We can thus divide out a Zj from each monomial zJp, 
and the quotient is a I[:-valued SI-invariant. 0 

We now describe an approach to finding the r x SI-invariants f: I[:m --+ ~. 
By Lemma 9.3 
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(9.4) 

for some polynomial k: [Rm x e(1/2 )m(m-l) -+ [R. 

By Lemma 9.1, y' uj , Y' Re(vij ), and y' Im(vi) are also quadratic, 8 1-invariant 
polynomials, hence can be expressed as real linear combinations of the genera­
tors uj , Re(vij)' Im(vij ). This calculation yields an action ofr on [Rm2. A Hilbert 
basis for the r -invariants of this action, when written in the original z­
coordinates and after eliminating redundancies, yields a Hilbert basis for the 
r x 8 1-invariants on em. 

Similarly we can use Lemmas 9.1 and 9.3(b) to compute the r x 8 1 _ 

equivariants. We use these ideas in later chapters. 

§10. Relationship Between Liapunov-Schmidt 
Reduction and Birkhoff Normal Form 

Consider as usual the system of ODEs 

v + J(v,2) = 0 (10.1 ) 

where v E [R", J: [R" x [R -+ [R" commutes with the action of a compact Lie 
group r on [R", and (df)o.o = J as in (1.7). 

Both the Liapunov-Schmidt and the Birkhoff normal form procedure 
introduce 8 1 symmetry into the analysis, but in different ways. The Liapunov­
Schmidt method introduces the 8 1 symmetries in a rigorous way as phase 
shifts on periodic solutions. This allows us to describe symmetries of periodic 
solutions using subgroups ofr x 8 1 and to detect periodic solutions by using 
their symmetries. The Birkhoff normal form method lets us gain control not 
just of periodic solutions, but of the entire vector field J, by providing a change 
of coordinates to a vector field j that commutes with r x 8 1 . This would 
obviously be superior, were it not for one technical problem: the Birkhoff 
normal form procedure is valid only to any finite order. 

The main advantage of Birkhoff normal form is that (to any finite order) 
we control, in theory, all of the dynamics of( 1 0.1), not just periodic trajectories. 
The main disadvantage is the formal nature of the process. The occurrence of 
certain dynamics in the normal form equation does not immediately imply 
that the same dynamics persist when the 8 1 symmetry is broken. With the 
Liapunov-Schmidt procedure we gain rigor when discussing periodic solu­
tions but lose control over the rest of the dynamics. This rigor lets us discuss 
degenerate Hopf bifurcation in Chapter VIII. However, in this situation the 
dominant feature of the dynamics is the periodic orbit, and the technique 
matches the problem. 

In later chapters we shall see a number of instances in which a Birkhoff 
normal form analysis yields information about invariant tori, and not just 
periodic trajectories. This happens, for example, in degenerate 0(2) Hopf 
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bifurcation and in mode interactions. On the whole, our use of Birkhoff 
normal form will be formal: we discuss the dynamics of the system, ignoring 
terms of high order. Questions concerning the effect of these high order 
SI-symmetry-breaking terms in f lie outside the scope of this volume. 

In this section we show that there is an intimate connection between the 
Birkhoff normal form of f and the Liapunov-Schmidt reduced equation of f, 
both of which commute with r x SI. In the discussion we shaH assume that 
f is already in Birkhoff normal form and derive the reduced equation. That 
is, we assume 

f commutes with r x SI. (10.2) 

Theorem 10.1. Suppose that the vector field f in (10.1) is in BirkhofJ normal 
form. Then it is possible to perform a Liapunov-Schmidt reduction on (10.1) 
such that the reduced equation cp has the form 

cp(v, 2, r) = f(v,2) - (1 + r)Jv (10.3) 

where r is the period-scaling parameter. 

Remark. Theorem 10.1 shows that in general (aside from the way renters) 
there are no additional restrictions on the form of the reduced mapping cp 
obtained by a Liapunov-Schmidt reduction, other than those required by 
r x SI symmetry and the occurrence of purely imaginary eigenvalues in 
(df)o,o· 

Corollary 10.2. Suppose that the vector field fin (10.1) is in BirkhofJ normal 
form and that cp(v, 2, r) is the mapping obtained by using the Liapunov-Schmidt 
procedure. Let (vo, Ao, ro) be a solution to cp = 0, and let v(s) be the corresponding 
periodic solution of (10.1). Then v(s) is orbitally asymptotically stable if the 
n - dr. eigenvalues of (dcp)vo,;'o,to which are not forced to zero by the group 
action have positive real parts. 

PROOF. Apply Theorems 6.5 and 10.1. o 

The basic observation needed in the proof of Theorem 10.1 is that when f 
is in Birkhoff normal form all small-amplitude periodic solutions to (10.1) are 
also solutions to the linearized system w + Jw = 0, as long as a rescaling of 
time is made so that the solutions to (10.1) become 2n-periodic. This is the 
content of Theorem 6.1. 

PROOF OF THEOREM 10.1. We begin by reviewing the Liapunov-Schmidt 
procedure as described in §2. First, we rescale time as s = (1 + r)t to obtain 

du 
(1 + r) ds + f(u,).) = o. (lOA) 

This lets us assume the periodic solutions have period 2n. Then we form the 
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operator <1>: ~11[ x IR x IR -+ ~21[ defined by 

du 
<I>(u, A, r) = (1 + r) ds + f(u, A) (10.5) 

and seek zeros of <1>. The Liapunov-Schmidt procedure finds zeros of <I> by 
looking at the reduced equation 

<p: ker 2! x IR x IR -+ ker 2! 

where 2! = (d/ds) + J is the linearization of (10.1). To define <p we use the 
splitting ((621[ = range!l' EEl ker 2! in §4 and decouple the equation <I> = 0 into 
the pair of equations (4.10) 

(a) E<I>(u, A, r) = 0 

(b) (I - E)<I>(u,A,r) = 0, 
(10.6) 

where E: ~21[ -+ range 2! is projection with kernel ker 2!. Write u = v + w 
where v E ker 2!, WE range 2!, and solve (1O.6(a)) by the implicit function 
theorem to express was W(v, A, r). Then 

<p = (I - E)<I>(v + W(v,).,r),A,r). (10.7) 

We claim that: 

when f is in Birkhoff normal form, the implicitly defined 
function W is identically zero. (10.8) 

Since 1- E is the identity on ker 2? it follows from (10.5) and (10.7) that 

<p = (1 + r)~~ + f(V,A). (10.9) 

Note also that v(s) E ker 2! satisfies, by definition, the linearized equation 

dv - + Jv = O. 
ds 

(10.10) 

Now (10.9 and 10.10) show that <p has the form claimed in (10.3). 
It remains to show that W == O. By Theorem 6.3 v E ker 2! if and only if 

v(s) = e-sJ Va 

for some fixed vector Va' Now (10.11) implies that 

(a) dv/ds = e-sJ JVa 

(b) f(v, A) = e-sJf(va, A) 

are both in ker 2!. 

(10.11) 

(10.12) 

To see that W == 0 is a solution, calculate (10.6(a)) when v(s) E ker 2!: 

E<I>(v,}.,r) = E[(1 + r)~~ + f(v, A)] = 0, 
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since E = 0 on ker 2. The uniqueness of implicitly defined functions shows 
that W == 0 is the only possible solution. 0 

Corollary 10.3. Ij: with the preceding notation, f = l + ./ where l is in Birkhoff 
normal form and ./(v, ),) = O( II vll k ), then the implicitly defined function W in the 
Liapunov-Schmidt reduction satisfies 

W(v, A, r) = O( II vllk). 

PROOF. To order k - 1, the function W depends only on the terms of f of order 
k - 1. But these are the corresponding terms of j, for which W == 0 by (10.8). 

D 

We use Corollaries 10.2 and 10.3 in the next section to determine the 
asymptotic stability of periodic solutions to (10.1), even when .r is not in 
Birkhoff normal form. 

§11.* Stability in Truncated BirkhoffNormal Form 

In §6 we showed how to compute stabilities of bifurcating branches in sym­
metric Hopf bifurcations for ODEs 

x + f(x,A) = 0 (11.1) 

when the r-equivariant vector field f is in Birkhoff normal form to all orders, 
that is, commutes with 8 1 as well as r. In this section we show that the results 
remain true if f(x, A) is of the form l(x, A) + o( IIxllk), where l commutes with 
r x 8 1 but the perturbation o( Ilxllk) commutes only with r, provided k is 
large enough. Here, as usual, g(x) = o(llxllk) means that g(x)/llxll k -> 0 as 
Ilxll -> o. 

The precise theorem requires a technical hypothesis, referred to later as 
finitely determined stability, that holds in all the examples so far studied. We 
suspect that this hypothesis, or some similar condition under which the 
following proof still works, holds for all compact r. 

By Theorem 5.9 there always exists a polynomial coordinate change putting 
f into such a form, so in principle this result completes the stability analysis 
of Hopf bifurcation for general r -equivariant vector fields f in (11.1). 

The basic strategy, motivated and outlined in subsection (a), is to compare 
(1Ll) with its order k truncated Birkhoff normal form 

x + l(x, A) = o. (11.2) 

We show that the relevant mathematical objects for (11.1) are small pertur­
bations of the coo responding objects for (11.2). Thus in subsection (b) we 
investigate the way the Floquet operator Mu behaves under such perturba­
tions. In (c) we describe the way its eigenvalues change under perturbation. 
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In (d) we compare the ODEs (11.1) and (11.2) and show that we have enough 
control of the movement of eigenvalues to compute the stability when f is not 
in Birkhoff normal form. 

(a) Outline of the Ideas 

We begin with a motivating example. The group 0(2) is perhaps a little too 
well-behaved for comfort, so we consider Dn Hopf bifurcation on ~2 EB ~2. 
This will be studied in XVIII, §§1-3, but here we require only an anticipatory 
sketch of the results. For simplicity we assume n is odd and;?: 3. 

There are three branches of solutions corresponding to isotropy subgroups 
~ c Dn x Sl with dim Fix(~) = 2. To quadratic order the branching equa­
tions are 

( 11.3) 

where K depends on ~. (Here ~ means "is approximately equal to.") Further, 
K can be written in terms of Taylor coefficients of f at 0 and is generically 
nonzero. By the implicit function theorem, on each solution branch A is a 
smooth function of a, and a '" .jX, in the sense that a/.jX tends to a nonzero 
constant as A -+ O. 

The Floquet exponents Ilj along a given branch either are forced to 0 by 
symmetry or can be expressed in the form 

Ilj = !Xja Pj + o(a Pj ). 

Here Pj is the leading order of Ilj in a, and the complex-valued coefficient !Xj 
depends on a finite number of coefficients of the Taylor expansion of f 
Therefore, the sign of Re(!X) determines the sign of Re(ll) when A, hence a, is 
near O. We must, of course, assume that Re(!X) "# 0: this, by definition, is a 
non degeneracy condition. 

For example, consider the isotropy subgroup ~ = Z2(K) in Dn Hopfbifur-
cation. One eigenvalue is forced to zero by symmetry. The other three are 

ILl = !Xla2 + o(a2) 

112 = !X2a2 + o(a2) 

113 = !X3a2n-2 + o(a2n - 2) 

for certain coefficients !Xj • 

Our hypotheses for the general theorem that follows are based on such 
examples. It is no accident that the branching equations take the form (11.3): 
this follows from our observation that when dim Fix(~) = 2 we effectively 
have standard nondegenerate Hopf bifurcation on Fix(~), for which the 
branching is parabolic. In subsection (d) we show that when dim Fix(~) = 2, 
the periodic solutions to (11.2) given by the equivariant Hopf theorem are 
circles of radius a '" .jX. These considerations motivate the following: 



§11. Stability in Truncated Birkhoff Normal Form 315 

Definitions 11.1. 
(a) Suppose dim Fix(L) = 2. Then L has p-determined stability if all eigen­
values of dj - (1 + '0)1, other than those forced to zero by L, have the form 

Ilj = (J-ja mj + o(a mj ) 

on a periodic solution u(s) of(11.2) such that Ilu(s)11 = a, where (J.j is a il:>valued 
function of the Taylor coefficients of terms of degree::; pin J 
(b) If the exact value of p is unimportant we say that L has has finitely 
determined stability. 
(c) We say that j is nondegenerate for L if all (J.j have nonzero real parts. 

Since the (J.j are expressions in Taylor coefficients of j at the origin, we expect 
their real parts to be generically nonzero (though we do not claim a general 
proof of this). The conditions for (c) are the natural nondegeneracy conditions 
obtained when computing stabilities along branches. 

For example, the preceding sketch shows that in standard Dn Hopf bifurca­
tion (n odd), the isotropy subgroup Z2(K) has (2n - l)-determined stability. 
The other two maximal isotropy subgroups for On' and those for 0(2), also 
have finitely determined stability. Note also that the number of eigenvalues 
forced to zero is dr. = dim r - dim L + 1, by Proposition 6.4, and this number 
is derived without assuming f to be in Birkhoff normal form. 

The main result is as follows: 

Theorem 11.2. Suppose that the hypotheses of Theorem 4.1 hold, and the iso­
tropy subgroup L c r x 8 1 has p-determined stability. Let k 2: P and assume 
that j is nondegenerate for L. Then for A sufficiently near 0, the stabilities of 
a periodic solution of (11.1) with isotropy subgroup L are given by the same 
expressions in the coefficients off as those that define the stability of a solution 
of the truncated Birkhoff normal form (11.2) with isotropy subgroup L. 

We sketch the proof of Theorem 11.2; details follow in subsections (b, c, d). 
For given ), near 0 let u)J~), u)Js) be 2n-periodic solutions to (11.1, 11.2), 
respectively, having the same isotropy subgroup L. Suppose that the period­
scaling parameters are, A and i A' respectively. The corresponding Floquet 
equations are 

dv 
ds + (1 + 'A)(df)u)(s)v = 0, (11.4) 

dl' -
ds + (1 + iA)(df);;,(s)v = 0. (11.5) 

Let M u , M" be the corresponding Floquet operators. 
Suppose we can show that there exist choices of phase in uA(s), iiA(S) such 

that for A near 0, and all s E [0,2n), 

( 11.6) 
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where a = 1111,\(s)11 = 1111,\(0)11 and /-+ 00 as k -+ 00. Then (11.4) is "close" to 
(11.5). Hence Mu is "close" to Mii. Therefore, the eigenvalues of Mu are "close" 
to those of Mii . But the latter can be computed by Proposition 6.4. Now :2: 
has p-determined stability. Suppose that "close to" means o(aq ) where q -+ 00 

as /-+ 00. Then for large enough k (and in any case making sure that k ~ p) 
the eigenvalues of Mu are determined, to leading order in a, by the expres­
sions !Y.j in coefficients of j But f and 1 agree to order k, so the stability of 
u,\(s) is determined by the same expression !Y.j in the Taylor coefficients of f. 
Since only terms of degree ::; p occur in the !Y.j , and the process of putting f 
into Birkhoff normal form to degree j + 1 does not alter the coefficients up to 
degree j, it in fact suffices to take k = p. 

Thus it remains to prove, with a suitably precise interpretation of "close," 
that: 

(a) If (11.6) holds then Mu is "close" to Mii, 

(b) If Mu is "close" to Mii then the eigenvalues of Mu are "close to" those of Mii, 

(c) (11.6) holds. 

These three points are dealt with in turn in subsections (b, c, d), culminating 
in a proof of Theorem 11.2 in (d). 

(b) Perturbing the Floquet Operator 

In this section we study how the F10quet operator Mu varies as we make small 
changes to the vector field f in (11.1) and to the periodic solution u(s) (= u,\(s» 
being studied. In fact, we look at a general 2n-periodic linear system 

dx 
ds + A(s)x = 0 (11. 7) 

and consider the effect of perturbing A(s) slightly. (The general T-periodic case 
can be obtained by scaling time suitably.) We are most interested in the case 
when A(s) = (d!)u(s» which lies in the space 

~n = {2n-periodic e" maps IR -+ GL(n)}. 

However, our proofs will require A(s) to lie in a Banach space, and there are 
well-known difficulties in giving spaces of Coo mappings a Banach space 
structure. Instead we work with C mappings for some r and define 

~: = {2n-periodic C maps IR -+ GL(n)}. 

A suitable norm on ~: is introduced as follows: For any matrix C = (cij ) E 

GL(n) define its norm to be 

IICII = maxijlcijl, 

with a similar definition for multilinear maps. Then for A = A(s) E ~: define 

IIAII = maxk suPselRlld;A(s)lI. 
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The sup exists since all derivatives d; A (s) are 2n-periodic and continuous, 
hence bounded. 

Associated with each A E ct'; is its Floquet operator MA defined by 

MAX(O) = x(2n) 

where x(s) satisfies (11.7). 
We wish to appeal to a general result about vector fields on a Banach space, 

which makes precise the idea of "smooth dependence on initial conditions and 
parameters." Suppose that fJB is a Banach space, and F is a vector field on fJB 
defining a flow x satisfying the ODE 

dx 
ds + F(x) = O. (11.8) 

Let <l>s(xo) denote the integral curve of (11.8) passing through Xo at s = O. 

Lemma 11.3. Suppose that the vector field F in (11.8) is of class C (1 s r S r:f)). 
Then the map <l>s(x) is class C in x and C+ 1 in s. 

PROOF. See Abraham, Marsden, and Ratiu [1983], Lemma 4.1.9, p. 190. 0 

Proposition 11.4. As A runs through ct';, the Floquet operator MA depends in C 
fashion on A. 

PROOF. We "suspend" the ODE (11.7) in order to obtain a differential equation 
to which Lemma 11.3 may be applied. Consider the Banach space 

fJB = [Rn Ef> [R Ef> ct'; 
with variables (x, u, B), subject to the ODE 

(a) dx/ds = - B(u)x 

(b) du/ds = 1 

(c) dB/ds = O. 

( 11.9) 

We claim that (11.9) defines a C vector field on fJB. This follows by considering 
the variables separately. The right-hand side of (a) is continuous and linear, 
hence Coo, in B when u and s are held constant. It is C in u, when Band s 
are held constant, since by assumption B is C. It is continuous and linear, 
hence Coo, in x if Band u are held constant. By Dieudonne [1960], p. 167, 
Theorem (8.9.1) the vector field (- B(u)x, 1,0) is C. 

Consider a solution x(s) to (11.9) with the following initial conditions at 
s = 0: 

x(O) = X o, 

u(O) = 0, 

B(O) = A. 
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By (11.9(b» u(s) = s for all s, hence by (11.9(c» B(s) = A for all s. Thus (11.9(a» 
becomes 

dx/dt + A(s)x = 0 

with x(O) = Xo. This is the same as equation (11.7). 
This step in the argument may appear confusing, because (11.9(c» appears 

to say that B is constant. In fact B is "constant" as an element of ~:. Indeed 
B is the single element A of ~:. But since elements of ~: are matrices of 
functions, we can still evaluate B at times s, which is what (11.9(a» does. In 
other words, in the first stage of the argument s is not the variable in IR that 
defines B as a function in ~:, and B(s) is just some path of Bs parametrized 
by s. However, at the next stage (11.9(b» identifies the dummy variable u with 
s, and then (11.9(a» produces the desired equation. 

By Lemma 11.3 the flow map <l>s(x, u, B) for (11.9) is cr in (x, u, B). Hence 
the flow map xes) for (11.7) is cr in the parameter A, locally in x and s. 
Therefore, the time 2lt flow MA is cr in A, for x near 0, but since MA is linear 
in x, MA depends in cr fashion on A. 0 

Let ~2" be the Banach space of periodic mappings w: IR -+ IR" with the cr 
topology 

Ilwllr = maxr{ Ildrwll}· 

We may consider u as a member of~~" since, in fact, u is Coo. Then (df)u belongs 
to ~:, and we have the following: 

Corollary 11.5. Let r ~ 0 and let M: ~~" -+~: be the map sending u to the 
Floquet operator Mu for the equation 

dx 
ds + (df)u(s)x = O. 

Then M is cr. 

Note that the Banach spaces involved in Corollary 11.5 depend on r, so we 
are not asserting that the dependence is Coo. Later we need only the case r = 1 
of Corollary 11.5: Mu depends continuously-ditTerentiably on f and u. 

(c) Estimates on the Movement of Eigenvalues 

In this section we state estimates on the extent to which the eigenvalues of a 
matrix A move when A is subjected to a small perturbation. This estimate is 
valid even when A has multiple eigenvalues and is given in Lemma 11.6. For 
a geometric interpretation see Figure 11.1. 
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Figure 11.1. Behavior of (possibly multiple) eigenvalues of a matrix under small 
perturbations. 

Lemma 11.6. Let A be an n x n matrix having distinct eigenvalues (1.1 , ••• , (l.a E C 
of multiplicities m 1 , ••• , mao Then there exist constants K, € > 0 such that, for 
all n x n matrices B with IIA - BII < €, the eigenvalues of B can be divided into 
subsets 

{!3jk:j = l, ... ,u,k = l, ... ,mj } 

such that for all j, k in these ranges 

l!3jk - (l.jl < K IIA - Bili/n. 

PROOF. See Chatelin [1983J or Wilkinson [1965]. 

(d) Perturbing Periodic Orbits 

D 

In this section we study how (1 + iA)(dj)",(s) perturbs into (1 + r)(~f)u,(S) and 
complete the proof of Theorem 11.2. 

First consider the result of applying Liapunov-Schmidt reduction to an 
arbitrary r-equivariant vector field at a point of non degenerate Hopfbifurca­
tion. This yields a reduced bifurcation equation 

",(u, A, r) = 0 

where 

"': IRn x IR x IR -+ IRn 

is r x Sl-equivariant. Suppose that l: c r x Sl is an isotropy subgroup with 
dim Fix(l:) = 2. Now SI normalizes l:, hence by Lemma XIII, 10.2, it leaves 
Fix(l:) invariant. But the action ofSl is fixed-point-free. Hence we can identify 
Fix(l:) with C in such a way that the Sl-action on Z E Fix(l:) is 

(J. z = e i8 z. 

If an inner product is chosen on IR" to make r x SI act orthogonally, then 
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the norm induced on Fix(L) is identified with the usual norm in C. Now t/J is 
r x Sl-equivariant, so t/JlFix(L) is Sl-equivariant. Therefore, its zeros are 
geometric circles 1 u 1 = a, where a depends on A. 

The standard Hopf bifurcation obtained by restriction on Fix(L) is non­
degenerate, hence has parabolic branching of the form 

(11.10) 

for nonzero K. Thus in particular a'" jI. 
Having established these facts, let us return to the ODEs (Il.l and 11.2). 

We find periodic solutions by considering the operators 

dv 
<l>(v, A, r) = (1 + r) ds + f(u, A) 

$(v,).,r) = (1 + i)~~ + j(V,A), 

and these have the same linearization !E. By Liapunov-Schmidt reduction, 
with the same choice of splitting (4.6), we obtain two reduced bifurcation 
equations 

cp(u, A, r) = 0 

cp(lI, A, r) = O. 

(11.11) 

(11.12) 

Now f and j agree up to and including order k. By inspection of the Liapunov­
Schmidt reduction process, we see that terms of degree I in cp are determined 
by those of degree :s; I in f, and similarly for cpo Therefore, 

(11.13) 

for all ,.t, r near O. 
By §4 the solutions to (11.4 and 11.5) are given, respectively, by v(t) = 

lI(t) + w(t) and v(t) = u(t) + w(t), where 11 satisfies (11.11), and u satisfies 
(11.12). See Figure 11.2. By (10.8) w(t) is identically zero because j is in BirkhofT 
normal form. By Corollary 10.3, w(t) = o(llull k ). 

Because zeros of cp and cp are circles, we have 

u(t) = eit u(O), 

u(t) = eit u(O). 

To make lI(t) and u(t) agree in phase we choose u(O), u(O) E IR+ C IC == Fix(L). 
This ensures that if u(O) and u(O) are "close," then so are u(t) and u(t) for all t, 
since they are both circles in the plane Fix(L), described at uniform speed, and 
have the same period 2n. Let a = Ilu(O)11 '" 1111(0)11 = a. To establish (11.6) with 
I = k - 1 it is enough to show that 

r A = fA + o(a k ), 

u(O) = u(O) + o(a k ). 

(11.14) 

( 11.15) 
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Figure 11.2. Relation of the periodic mappings u, ii, v, and ii. 
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(Note that df and dJ agree only to order k - I if f and J agree to order k.) 
Equation (11.14) follows from the implicit function theorem and the way the 
equations (11.11 and 11.12) are solved for r in §4. To prove (11.15) we note 
(ignoring r as we may now do) that (11.11 and 11.12) lead to branching 
equations of the form 

A = w(a) 

Ie = w(a) 

(11.16) 

(11.17) 

where a = Ilu(O)II, a = 1111(0)11. The functions wand w agree to order k in a, 
are even (the result of Zz symmetry remaining from the Sl-equivariance; com­
pare standard Hopfbifurcation), and have the same nonzero quadratic terms. 
Hence 

and 

a/a ---> I as A ---> O. 

By nondegeneracy for 1: we can solve (11.16 and 11.17) in the form 

aZ = A(A) 

aZ = A(A) 

where, by the implicit function theorem, A and A agree to order k/2 in A (that 
is, to order k in a). Hence a and a agree to order k in a, as required. 

We can now complete the following: 

PROOF OF THEOREM 11.2. The preceding shows that (12.6) holds with I = k - 1. 
That is, for any s, 

(11.18) 
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But effectively (since the us are 2n-periodic) s runs through the circle ~/2nZ, 
which is compact, so (11.18) implies that, as matrices of periodic functions, 

(11.19) 

By Proposition 11.4 with r = 1 the FIoquet operator MA is a C l function of 
A. The appropriate norm here is the C l norm, II Ill, so we find that there are 
constants K l , 8 1 such that for IAI < 8 1 

11M. - Milill < K l ll(1 + r.d(df).,(s) - (1 + Tl)(dj)il,(s)lll' 

We claim that the CO norm 11M. - Mil II is o(a k - 2 ). Now 11M. - Mull ::;:; 
II M. - Mull l' Also, since du/ds + f(u, A) = 0 = du/ds + j(u, A), (11.19) easily 
implies that 

11(1 + rlHdf).,(.) - (1 + TlHdj)il,(.)lIl = o(a k - 2 ). 

This proves the claim. 
Let the eigenvalues of M. be J.Ll, ... , J.Ln, and those of Mil be fil, ... , fin. 

Choose the ordering of the indices j so that fij is deformed continuously into 
J.Lj when Mil is deformed continuously into M. (compare Corollary 11.7). By 
Corollary 11.7 

lfij - J.Ljl = o(a(k-l)/n) = O(A(k-l)/2n) 

since a '" .jX along the I: branch. 
Now I: has p-determined stability, so 

iij = IXja mj + o(amj ) = IX] A mj/2 + O(A mj/2) 

where IX} = IXjK- mj/2, with K as in (11.10). Here IXj, hence IX}, depends only on 
Taylor coefficients in j of degree ::;:; p. If we choose k large enough so that 

(k - 2)/2n > mi2, 

that is, k > nmj + 2, then 
Jlj = IX}Amj/2 + O(Amj/2), 

and hence the sign of Jlj is determined by IX}, that is, by IXj . If also k ~ p then 
the coefficients occurring in IXj are the same as the corresponding coefficients 
of f Thus k = max(n2 + 3, p) suffices. 

Since the process of putting f into Birkhoff normal form is an inductive 
one, and the coefficients of degree::;:; j are unchanged when the terms of degree 
j + 1 are put into Birkhoff normal form, the required coefficients may, in fact, 
be found by taking k = p. 0 

Remarks. 
(a) Instead of using expressions for the eigenvalues of dj themselves, we can 
use equivalent expressions that determine their signs (such as the traces and 
determinants that will be used in both 0(2) and On), provided these expres­
sions are finitely determined, that is, have nonzero leading terms in a. In 
practice the expressions in this form are often simpler. 
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(b) The final remark in §6(b) states that if the trivial branch is stable sub­
critically and f is in Birkhoff normal form, then subcritical branches of 
periodic solutions obtained by the equivariant Hopf theorem are asymptoti­
cally unstable. By Theorem 11.2 the same result holds even when f is not in 
Birkhoff normal form. 



CHAPTER XVII 

Hopf Bifurcation with 0(2) Symmetry 

§O. Introduction 

The object of this chapter is to study Hopf bifurcation with 0(2) symmetry 
in some depth, including a formal analysis-that is, assuming BirkhofTnormal 
form-of nonlinear degeneracies. The most important case, to which most 
others reduce, is the standard action of 0(2) on [R2. Since this representation 
is absolutely irreducible the corresponding Hopf bifurcation occurs on [R2 EB 
[R2. We repeat the calculations of XVI, §7(c), in a more convenient coordinate 
system and in greater detail. In §1 we find that there are two maximal isotropy 
subgroups, corresponding to standing and rotating waves, as in the example 
of a circular hosepipe. We also give a brief discussion of nonstandard actions 
of 0(2), for which the standing and rotating waves acquire extra spatial 
symmetry. In §2 we derive the generators for the invariants and equivariants 
of 0(2) x Sl acting on [R2 EB [R2. In §3 we apply these results to analyze the 
branching directions of these solutions in terms of the Taylor expansion of 
the vector field. 

In §4 we reformulate Hopf bifurcation with 0(2) symmetry in terms of 
phase/amplitude equations. To do this we assume that the vector field is in 
BirkhofT normal form to all orders and introduce suitable polar coordinates. 
Eliminating the phases leads to amplitude equations on [R2 which turn out to 
be the most general equations that commute with the standard action of the 
dihedral group D4 . We apply the results to obtain the stabilities of the rotating 
and standing wave solutions, showing that one of these two branches is stable 
only if both are supercritical, in which case (generically) precisely one branch 
is stable. Which branch is stable is determined by cubic terms in the vector 
field. 
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In §5 we show that these results generalize without difficulty to Hopf 
bifurcation for O(n) in its standard action on [Rn. 

We return to 0(2) Hopf bifurcation in §6 but now allow the bifurcation to 
be degenerate. The amplitude equation method reduces this problem to 
degenerate static bifurcation with D4 symmetry, and we use the methods of 
Chapters XIV and XV to classify such bifurcations in low codimension. An 
interesting feature is that modal parameters enter at topological codimension 
O. The corresponding bifurcation diagrams are described in §7. In codimension 
1 we find 2-tori with linear flow, and in codimension 2 we find 3-tori. 

Finally in §8 we consider the simpler cases of Hopf bifurcation with SO(2) 
or Zn symmetry, acting on [R2. These illustrate the way the analysis works for 
non-absolutely irreducible representations. Here the existence of solutions 
follows from the usual Hopf theorem, but the analysis of their symmetries is 
more naturally carried out within the framework set up in Chapter XVI. In 
particular we show that for nonstandard actions the generic branches are 
rotating waves with additional spatial symmetry. 

§1. The Action of 0(2) x 8 1 

We begin by investigating the group-theoretic and invariant-theoretic gener­
alities of 0(2) Hopf bifurcation. In subsection (a) we summarize the results 
of this section and §§2 and 3. In (b) we write the group action in convenient 
coordinates. In (c) we find the isotropy subgroups and related data, and in (d) 
we consider how to modify the results for nonstandard actions of 0(2). The 
results include the verification, in the new coordinate system, of the results 
described without proof in XVI, §7c. 

(a) The Main Results 

The first example we consider is the standard action of r = 0(2) on [R2 == C. 
The other actions (in which SO(2) acts by k-fold rotations, k > 1) reduce to 
this case, but some care is needed when interpreting the results; see subsection 
(d). In the philosophy of Chapter XVI, the first step in studying nondegenerate 
Hopf bifurcation is to find the conjugacy classes of isotropy subgroups of 
0(2) x Sl acting on IC EB C. We will show that the isotropy lattice consists of 
four conjugacy classes as in Figure 1.1. Since the fixed-point subspaces of 
80(2) and Zz EE> Z~ are each two-dimensional, Theorem 4.1 implies that 
there exist two distinct branches of periodic solutions corresponding to these 
isotropy subgroups, provided the usual transversality condition, that eigen­
values cross the imaginary axis with nonzero speed, holds. 

This group-theoretic structure has several implications for Hopf bifurcation 
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0(2) X 8 1 

/~ 
SO(2)~{(O'O)E~'} /~("'(X'XI) 

Z2 = «n, n» 
Figure 1.1. The isotropy lattice of 0(2) x 8 1• 

to periodic solutions in a system of ODEs with 0(2) symmetry, which we now 
list. 

Since the element (n, n) E 0(2) x 51 acts trivially on C EB C, every periodic 
solution x(t) obtained in this analysis has the following property: 

That is, 

Spatial rotation of x(t) through the angle n has the 
same effect as shifting the phase of x(t) by half a period. 

R"x(t) = x(t + n). (1.1) 

Periodic solutions x(t) with 80(2) symmetry have a more general property: 

That is, 

Spatial rotation of x(t) through any angle e has the 
same effect as shifting the phase of x(t) bye. 

Rox(t) = x(t + e). 

In particular, such solutions satisfy 

x(e) = Rox(O). (1.2) 

Periodic solutions satisfying (1.2) are called rotating waves. In rotating waves 
there is a coupling between spatial and temporal symmetries. There have been 
numerous studies of bifurcation to (and from) rotating waves. We mention 
Renardy [1982] and, in the context of reaction-diffusion equations, Erneux 
and Herschkowitz-Kaufman [1977] and Auchmuty [1979]. 

Solutions with Z2 EB Z~ isotropy possess a purely spatial symmetry in 
addition to (1.1). Let K E 0(2) be the flip, acting by complex conjugation on 
C. Then periodic solutions x(t) with isotropy subgroup Z2 EB Z~ satisfy 
KX(t) = x(t). We call this solution a standing wave. As we have already seen in 
XVI, §7, these solutions correspond to the two modes of an oscillating hosepipe 
mentioned in XI, § 1. 

The submaximal isotropy subgroup Z~ acts trivially and thus has a four-
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R~S 

S U PN(O) = r(O) 

r(O) =0 

Figure 1.2. Branching and stability in nondegenerate Hopf bifurcation with 0(2) 
symmetry. S = standing wave; R = rotating wave. 

dimensional fixed-point subspace. Solutions of this type occur only in de­
generate 0(2) Hopf bifurcation and correspond (for vector fields in Birkhoff 
normal form) to invariant tori with linear flow. We discuss such degeneracies 
in §6. 

Further, by using the invariant theory of 0(2) x 8 1, the stabilities of the 
two primary branches can be determined. The stabilities depend on the 
coefficients of two third order terms, which we call PN(O) and r(O), in the 
Birkhoff normal form. The possibilities are shown in Figure 1.2, on the 
assumption that the trivial state is stable subcritically and unstable super­
critically. Observe that for either branch to consist of (orbitally) asymptotically 
stable periodic solutions, both branches must be supercritical. If so, then one 
branch is stable and the other unstable. This relationship contrasts dramati­
cally with the usual exchange of stability in standard Hopf bifurcation, see 
XIII, §4. 

(b) The Group Action 

We start by rewriting the action of 0(2) x 8 1 in a more convenient form. We 
claim that there exist coordinates (ZI,Z2) on 1[2 for which the action is given 
by 
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(a) 0(ZI,Z2) = (eiOzl,eiOz2) 

(b) CP(ZI,Z2) = (e- i'l'zl, ei'l'ZZ) 

(/\ = flip in 0(2)). 

( 1.3) 

These coordinates were used by van Gils [1984] and pointed out to us by A. 
Vanderbauwhede. We derive them from those given by the general theory. 
There r = 0(2) acts diagonally on (; EB (;; that is, we have 

(a) cp(w1, w2) = (ei'l'W1, ei'l'wz) (cp E SO(2)) 

(b) K(W 1 , w2 ) = (i1\, "'2) 
(1.4) 

in the usual coordinates (WI' w2). We construct new coordinates (ZI'ZZ) by 
finding a two-dimensional subspace ZI c (;2 such that 

(a) SO(2) x SI leaves 21 invariant, 

(b) (;2 = ZI EB Z2 where Z2 = K21 • 

(1.5) 

Concretely, we have ZI = (;{ (1, i)}. However, it is instructive to deduce the 
existence of 21 abstractly: we "diagonalize" the action of SO(2) x SI. This is 
a torus group and it acts nontrivially. Theorem XII, 7.1, states that nontrivial 
irreducible representations of tori are two-dimensional. Let 21 be a two­
dimensional irreducible subspace; then 21 satisfies (1.5(a)). We claim that 
Z2 = /\ZI is also invariant under SO(2) x SI. Suppose that 0 E SI. Then 
OK = /\(8), whence OZ2 c Z2' Similarly for cp E SO(2) we have cpK = K( - cp), 
which implies that cpZ2 c 2 2 , Now ZI n Z2 = {O} since it is invariant under 
0(2) x SI and this acts irreducibly on (;2; recall Lemma XVI, 3.4(b). Thus 
(1.5(b)) holds. 

If we choose a complex coordinate zIon 21 and let Z2 = KZ 1 then (1.3(c)) 
holds. Since SI acts on (;2 without fixed points and commutes with K, we can 
choose ZI so that (1.3(a)) holds. Since cp E SO(2) acts standardly on (; and 
diagonally on (;2, it acts on 21 by e±i'l'. Since KcpK = -cp the action is by e+i'l' 

on Z2' Interchanging ZI and 22 if necessary, we have (1.3(b)). Alternatively, 
a concrete calculation yields the same result. Namely, in the coordinates 
Z 2 (1, i) + z d 1, - i), 

CP(ZI,Z2) = (e- i 'l'zl, e i 'l'Z2) 

K(ZI,Z2) = (Z2,ZI)' 

(c) The Isotropy Lattice 

(cp E SO(2)) 
(1.6) 

We can now compute the (conjugacy classes of) isotropy subgroups for the 
preceding action of 0(2) x S 1. 

Proposition 1.1. There are Jour conjugacy classes oJ isotropy subgroupsJor the 
standard action oj 0(2) x SI on (;2. They are listed, together with their orbit 
representatives and fixed-point subspaces, in Table 1.1. 
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Table 1.1. Group-Theoretic Data for the Standard Action of 0(2) x 8 1 on 
(;2 

Orbit Representative Isotropy Subgroup Fixed-Point Subspace Dimension 

(0,0) 0(2) x S\ {O} 0 
(a, 0), a> 0 80(2) = {(O, OJ) {(z\,O)} 2 
(a,a),a>O Zz0'J Z'2 = {(O,O), {(z\,z\)} 2 

K, (n, n), K(n, nl} 
(a,b),a>b>O Z'2 = {(O, 0), (n, n)} {(z \, Z z)} 4 

Remarks 1.2. 
(a) The manifold (0(2) x 8 1 )/50(2) has two connected components, each a 
circle (see Remark XIV, 1.3). The orbit representatives for these two com­
ponents are (a, 0) and (0, a). The isotropy subgroup for (0, a) is the conjugate 
{(O, - O)} of 80(2). Physically, the solutions corresponding to these points 
are both rotating waves; however, they correspond to the two possible senses 
of rotation-"clockwise" and "counterclockwise." 
(b) The manifold (0(2) x 8 1 )/(Zz EB Z~) is a connected 2-torus, foliated by 
circular trajectories. Each circle corresponds to a particular choice of axis for 
the reflectional "flip" symmetry, which can be any conjugate KO of K. That is, 
in the fixed-point subspace for each isotropy subgroup conjugate to Z2 EB Z~ 
we find a periodic solution. All such solutions lie in the same group orbit. They 
glue together to form the 2-torus. 
(c) We consider (a) and (b) for the "hosepipe" example of XI, §1. As already 
remarked, the rotating wave oscillations correspond to the isotropy subgroup 
Sa(2), as in Remark (a). There are two distinct senses of rotation, and there 
is a unique solution (up to choice of phase) in each sense. The standing wave 
solutions have isotropy subgroup Zz EB Z~. The first Zz, generated by the flip, 
imposes mirror symmetry in some axis (and confines the oscillation to a fixed 
vertical plane). The Z~ symmetry means that, just as for a pendulum, the 
oscillations to left and right are identical except for a phase shift of 1'[. The axis 
of reflection for a flip symmetry can be any radial line throught the origin: 
different radial lines correspond to different (conjugate) choices of flip. There 
is a circle's worth of radial lines corresponding to the circle's worth of (circular) 
trajectories foliating the 2-torus. 

PROOF OF PROPOSITION 1.1. Elements in the same orbit have conjugate isotropy 
subgroups. Hence by (1.2) we may assume that (z l' Z 2) = (a, h) where a, h ;:0: 0 
are real. By applying K we may assume that a ;:0: h ;:0: O. The computation of 
isotropy subgroups and fixed-point subspaces is now routine, but as an 
illustration we give details. 

Clearly (0, 0) is fixed by the whole of 0(2) x 8 1 and is the only point so fixed. 
If a > h > ° then (a, h) cannot be fixed by any group element not in 80(2) x 

8 1 (that is, involving K) since IZ11 and IZ21 must be preserved. Now 
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(cp, O)(a, b) = (e i(6-'P)a, ei(6+'P)b) 

so (cp, 0) fixes (a, b) if and only if 0 ± cp == 0 (mod 2n). Hence (cp,O) = (0,0) or 
(n, n). 

Similarly if a > 0, the point (a,O) can be fixed only by elements (cp,O) of 
SO(2) x SI, and now we need 0 - cp == 0 (mod 2n), that is, cp = O. 

Finally (a, a) is fixed by K. Hence its isotropy subgroup is generated by K, 

together with a subgroup ofSO(2) x SI. It can be fixed by (cp, 0) E SO(2) X SI 
only if 0 ± cp == 0 (mod 2n), which as earlier leads to {(O, 0), (n, n)}. Together 
with K these generate Z2 E!7 Z'2 as claimed. 0 

(d) Nonstandard Actions of 0(2) 

We now indicate how to modify the preceding calculations for a (nontrivial) 
nonstandard action of 0(2). Consider the representation p, for which 

(cp E SO(2)) 

K'Z =z, . 
where I> 1 is an integer. We can obtain this representation by composing the 
standard representation Po with the group homomorphism 

whose kernel is 

a; 0(2) --+ 0(2) 

cp 1-+ /cp 

KI-+K 

z, = {2mn/l: m = 0,00.,1- I} c 0(2). 

Then the (nonstandard) action p,(y) of y E 0(2) on I[ is the same as the 
standard action of a(y) on IC. Thus the representation p, behaves just as the 
standard representation Po does except that ZI acts trivially. 

The same is true of the corresponding action of 0(2) x SI on 1[2, in which 
0(2) acts diagonally by (WI' w2) H (e!i'Pw1 , e'i'Pw2 ). As in subsection (a) we can 
choose coordinates (ZI,Z2) so that this action takes the form 

O(ZI,Z2) = (ei6z1,ei6z2) 

CP(Zt> Z2) = (e-!i'Pz1 ,e!i'Pz2 ) 

K(ZI,Z2) = (z2,zd· 

Again this is just like the standard action, except that Z, acts trivially. The 
orbit data are the same as in Table 1.2, except that Z, must be added to every 
isotropy subgroup. Thus the rotating wave solutions have an additional cyclic 
symmetry Z, of order I, and the standing waves have dihedral group symmetry 
D, = <K, Z, > (plus the original kernel Z'2). 
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The invariants and equivariants for nonstandard actions of 0(2) are the 
same as those for the standard action (since the kernel Z/ acts trivially and 
hence does not change the invariance or equivariance conditions). The pre­
ceding considerations apply generally to nonstandard representations of 0(2) 
or 80(2), and similar ideas apply to nonstandard representations of On and Zn. 

§2. Invariant Theory for 0(2) x S1 

In order to determine the direction of branching (super- or subcritical) and 
the stability of the branches of periodic solutions, we must compute the 
0(2) x 8 1 invariants and equivariants for the preceding action. (As just noted, 
these are identical for all nontrivial actions of 0(2).) The results are as follows: 

Proposition 2.1. 
(a) Every 0(2) x 8 1-invariant germ f has the form 

f(ZI,Z2) = P(N,IJ.) 

where N = IZ112 + IZ212, IJ. = 62, and 6 = IZ212 -lzI12. 
(b) Every 0(2) x 8\-equivariant germ g has the form 

g(ZI,Z2) = (p + iq{::J + (r + is)6[ ~~J, 
where p, q, r, and s are 0(2) x 8 1-invariant germs. 

(2.1) 

PROOF. As usual Schwarz's theorem lets us assume that f and 9 are polynomial. 
First we consider the invariance of f under 80(2) x 8\, which implies that 

f(e i(8-cp)zl,ei(8+CP)z2) = f(ZI,Z2)' 

Define 1/11 = (1/1/2,1/1/2),1/12 = (-1/1/2,1/1/2) E 80(2) x 8 1. Then 

(2.2) 

Thus f = h(u, v) where u = IZ112, V = IZ212. By K-invariance h(u, v) = h(v, u), 
whence h(u, v) = k(u + v, uv). Then N = u + v and IJ. = (v - U)2 = N 2 - 4uv 
provide an alternative Hilbert basis. Note that 6 = v - u. 

Now suppose that g(ZI,Z2) = (gl(Z\,Z2),g2(Z\,Z2)) is equivariant under 
0(2) x 8 1 . Then (again using 1/11 and 1/12) 

(a) g\(Z\,Z2) = e- il/!'g\(e il/l'z\,Z2) 

(b) gl(ZI,Z2) = gl(zl,e iI/!2z 2) (2.3) 

(c) g2(Z\,Z2) = gl(Z2,zd. 

Identity (2.3(b)) implies that gl = h(z\, IZ212), and (2.3(a)) implies that 
h(zl' IZ212) = k(lzI12, IZ212)zl' 
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Recall that u = IZlI2, V = IZ2Iz. Using the coordinate change (u,v) ...... 
(u + v, u - v) we can write 

k(u, v) = /(u + v, v - u) 

and decompose / into an even and an odd function in the second coordinate. 
Thus 

Summarizing the preceding results we have 

gl(Zl,Z2) = P(N,!l)Zl + R(N,!l)(5Z1' 

Then (2.3(c)) just specifies g2 in terms of gl: 

g2(Zl,ZZ) = P(N,!l)Z2 - R(N,!l)(5Z2' 

Finally, note that P and R are complex-valued invariant functions. T.hus we 
complete the proof of (2.1) by setting P = P + iq and R = r + is. 0 

§3. The Branching Equations 

Suppose that we have a system of ODEs on 1R4, 

X + X(X,A) = ° 
where X is smooth and 0(2)-invariant. Suppose also that 

(dX)o.o = [~I ~J 

(3.1) 

and that the eigenvalues of (dX)O,A cross the imaginary axis with nonzero 
speed. Then XVI, §4 implies that there is a Liapunov-Schmidt reduction to 
a mapping g(z l' Z2, A, r) of 1[;2 x IR x IR ---> 1[;2 commuting with 0(2) x Sl, 

whose zeros are in one-to-one correspondence with periodic solutions of (3.1) 
of period near 2n. Here r is the period-perturbing parameter. 

By Proposition 2.1, g has the form 

g = (p + iq)[~lJ + (r + is) (5 [ Zl ] (3.2) 
"z -zz 

where p, q, r, s are functions of N, !l, A, and r. The Liapunov-Schmidt 
reduction shows that 

(a) p(o) = 0, 

(b) q(O) = 0, 

(c) PA(O) # ° 

Pt(O) = 0, 

qt(O) = -1, 

(eigenvalue crossing condition). 

(3.3) 

To find the zeros of g, it suffices to look at representative points on 0(2) x Sl_ 
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Table 3.1. Branching Equations for 0(2) x 8 1 Hopf 
Bifurcation 

Orbit Representative Isotropy Subgroup Branching Equations 

(a) (0,0) 0(2) x 8 1 ,.......,. 
P - a2r = 0 (b) {a, 0), a>O 80(2) 
q - a2s = 0 

(c) (a, a), a>O Z2 EB Zz p=O 
q=O 

(d) (a, b), a>b>O Zz p=q=r=s=O 

Table 3.2. Branches of Periodic Solutions for 0(2) Hopf 
Bifurcation 

Name 

Trivial solution 

Rotating wave 

Standing wave 

Isotropy Subgroup 

O(2) X 8 1 

So(2) 

Branching Equation 

z=O 
. (- PN(O) + r(O)) 2 
). = a + ... 

p ).(O) 
. - 2PN(0) 2 ). = a + ... 

PArOl 
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orbits. That is, when solving g = 0 we may assume that z 1 = a and Z2 = bare 
real. It is now easy to check that the equation g = 0 reduces to the entries of 
Table 3.1. 

By (3.3(b)) we can always use the equation involving q to solve for T. This 
is a specific instance of general arguments in the proof by Liapunov-Schmidt 
reduction. Generically r(O) and s(o) are nonzero; thus generically there are no 
solutions with isotropy subgroup Z2' 

It is now easy to solve for the leading terms of the branching equations for 
rotating waves (80(2)) and standing waves (Z2 EB Z2)' These are given in 
Table 3.2. Assuming that p .. (0) < 0, or equivalently that the trivial solution is 
stable subcritically, it is now possible to establish the directions of branching 
for rotating and standing waves shown in Figure 1.2 earlier. 

§4. Amplitude Equations, D4 Symmetry, and Stability 

Return now to the system of ODEs (3.1) and assume that it is in BirkhotT 
normal form. As we saw in XVI, §6, this means that X commutes with 
0(2) x 8 1 rather than just 0(2). By Proposition 2.1, 

X = (p + iQ)[ZI] + (r + is)c5[ ZI ] (4.1) 
Z2 -Z2 
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where p, q, r, s are functions of N, ,:1, A, and p(O) = 0, q(O) = 1. By Theorem 
XVI, 10.1, the Liapunov~Schmidt reduced function g of (3.2) for this X has 
the explicit form 

(4.2) 

Thus the branching equations for X are precisely those given in Tables 3.1 
and 3.2, since the !-dependence enters in a simple way in those equations. 

(a) Amplitude Equations 

One of the remarkable facts about the Birkhoff normal form (4.1) is that it lets 
us separate the 4 x 4 system of ODEs into amplitude and phase equations, 
which in turn permit a simple analysis of the stability of the rotating and 
standing waves. Write 

ZI = xeil/l l 

Z2 = yeil/l2. 

Then (4.1) implies that the system (3.1) becomes 

il + (p + iq + (r + is)b)ZI = 0 

i2 + (p + iq - (r + is)b)Z2 = O. 

In the amplitude/phase variables (4.3) these become 

(a) x + (p + rb)x = 0 

Y + (p - rb)y = 0 

(b) ~1 + (q + sb) = 0 

~2 + (q - sb) = 0 

(4.3) 

(4.4) 

(4.5) 

where p, q, r, s are functions of N = x2 + y2, ,:1 = (y2 - X 2)2, and A; and 
b = y2 - x 2 • (This calculation may be performed by differentiating the identity 
x 2 = 2121 to obtain 

xx = Re(zl ·2d = -(p + rb)zI21· 

Similarly one uses the identity y2 = Z222.) 
Nontrivial zeros of the amplitude equations correspond to invariant circles 

and invariant tori. In particular when y = 0 (the rotating waves branch) zeros 
correspond to circles; when x = y (the standing waves branch) zeros corre­
spond to invariant 2-tori in the original four-dimensional system. On such a 
torus we see from (4.3(b)) that 1~1 = ~2 since b = O. Therefore, trajectories on 
this 2-torus are all circles. Compare this observation with the group-theoretic 
Remark 1.2(b). In particular, this qualitative feature of the flow persists even 
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when the vector field is not in Birkhoffnormal form. Finally, a zero x > y > ° 
of the amplitude equations corresponds to an invariant 2-torus with linear 
flow (~1 and ~2 constant). This linear flow is in general quasiperiodic. As 
remarked earlier, however, generically r(O) "# 0, so there are (locally) no zeros 
of the amplitude equations with x > y > O. So such tori do not occur in 
nondegenerate O(2)-symmetric Hopf bifurcation. It is not surprising, how­
ever, that when considering degenerate cases such as r(O) = 0, such tori do 
occur. This observation of Erneux and Matkowsky [1984] will be discussed 
in more detail later. 

Lemma 4.1. A zero of the amplitude equations is asymptotically stable if and 
only if the corresponding steady-state, periodic trajectory, or invariant 2-torus 
is (orbitally) asymptotically stable in the four-dimensional system. 

PROOF. A zero (xo,Yo) of the amplitude equations (4.S(a» is asymptotically 
stable if every trajectory (x(t), y(t» with initial point sufficiently close to (xo, Yo) 
stays near (xo, Yo) for all t > 0, and limr_cD (x(t), y(t)) = (xo, Yo). Let M be 
the connected component of the orbit of 0(2) x SI that contains (xo, Yo): 
this consists of points (ZI,Z2) with absolute values xo, Yo. By definition this 
means that any trajectory (z 1 (t), Z2(t» of the four-dimensional system, with 
(ZI(0),Z2(0)) sufficiently close to M, converges in norm to M. On M, ~1 and 
~2 are constant, so the trajectory (z 1 (t), Z2(t» converges to a single trajectory 
on M. This is what is meant by orbital asymptotic stability. 0 

(b) I>4-Syrnrnetry 

Let the dihedral group D4 act on IC as symmetries of the square. That is, the 
action is generated by 

(a) Zl--+Z 

(b) ZI--+ iz. 
(4.6) 

By Examples XII, 4.1 (c), the general D4-equivariant mapping has the form 
PZ + qz3 where p and q are functions of u = zz and v = Re(z4). If we let 
Z = x + iy, then we have u = x 2 + y2 = N and v = X4 _ 6x2y2 + y4 = 

-(x2 + y2)2 + 2(y2 _ X 2)2 = 2L1- N 2. Moreover, as mappings [R2 -+ [R2, the 
mappings 

Z 1--+ Z and z 1--+ Z3 

correspond to 

[ Xy] 1--+ [·~I] and [x] [X3 - 3xy2 ] [x] [ x ] 
.J Y 1--+ y3 _ 3x2 Y = - N Y - 26 _ y . 

It follows that the general form of the amplitude equations is exactly the same 
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as the general form of the D4 -equivariant mappings from [R2 into [R2. The D4 
symmetry may be thought of as what remains of the original 0(2) x S1 
symmetry after reduction to the amplitude equations. 

This has two consequences: one mildly useful and one extremely important. 
Suppose we let 

h(x,y,2) = P(N,.1,2)[:J + r(N,.1,2)<5[ ~J. (4.7) 

Then the amplitude equations (4.5) have the form 

GJ + h(x,y,A) = o. (4.8) 

The mildly useful observation is that the D4 symmetries restrict the form of 
dh at solutions, so that the asymptotic stability of steady states can easily be 
computed. This we do later; however, these results can also be obtained by 
direct calculation without knowledge of the underlying D4 symmetry. 

The important observation is that it is now possible to classify the degener­
ate 0(2)-equivariant Hopf bifurcations, by classifying the D4-equivariant 
germs h up to D4-equivalence. We do this in §6. Moreover, the solutions so 
obtained include not only the periodic solutions of rotating and standing 
waves, but also the invariant 2-tori with linear flow. 

Remark. This situation has already occurred in our study of degenerate Hopf 
bifurcation in Chapter VIII. There we had a simple conjugate pair of purely 
imaginary eigenvalues, with no spatial symmetry. The Birkhoff normal form 
commutes only with S1 acting on IC and has the form 

i + p(zz, A)Z + q(zz, A)iz = O. 

This equation splits into amplitude and phase equations on setting z = xeil/l, 

giving 
x + p(X2 ,A)X = 0 

~ + q(X2,A) = O. 

The form of the amplitude equation is just that of the general Zrequivariant 
mapping. Indeed we studied degenerate Hopf bifurcation in Chapter VIII by 
using the classification of Z2-equivariant mappings under Z2-equivalence 
given in Chapter VI. 

This kind of reduction (r-equivariant Hopf bifurcation -> r x S1 Birkhoff 
normal form -> L-equivariant amplitude equations) seldom happens in such 
a nice way, but when it does, we have a method for studying the degenerate 
r-equivariant Hopf bifurcations. For an invariant-theoretic interpretation, 
see Exercise 4.1. 

We end this section with a discussion of the asymptotic stability of rotating 
and standing waves. These results are summarized in Table 4.1. 



§4. Amplitude Equations, 0 4 Symmetry, and Stability 

Table 4.1. Stabilities of Rotating and Standing Waves in 0(2) Hopf 
Bifurcation 

Orbit Isotropy 
Name Representative Subgroup Signs of Eigenvalues 

Trivial solution ° 0 4 p(O, 0, X) [twice] 
Rotating wave y=O (X,Y)H(X, - y) r 
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PN - r + x 2 (2Ptl - rN) - 2x4rtl 

Standing wave X=Y (X,Y)H(Y,X) -r 

PN 

A rotating wave (y = 0) has isotropy subgroup in D4 generated by the 
reflection (x, y) r--+ (x, - y). At a rotating wave solution the Jacobian dh must 
commute with the matrix [6 -n Thus dh is diagonal and the eigenvalues 
of dh are just (p + br)x and p - br. Since b = - x 2 and p + br = 0 on this 
branch, we obtain the information in Table 4.1. 

A standing wave (x = y) has isotropy subgroup generated by (x, y) r--+ (y, x). 
Thus dh commutes with the matrix [? 6] and so has the form [~ ~], which 
has eigenvalues a ± b. Now 

a = [{p + br)x]x 

b = (p + br)yX 

and p = b = 0 along the standing waves branch. This information lets us 
compute the signs of eigenvalues of dh at the standing wave solution, also 
listed in Table 4.l. 

Table 4.1 leads to the stability assignments given in Figure 1.2, since in 
nondegenerate O(2)-equivariant Hopf bifurcation we assume that 

r{O) #- 0, PN{O) - r{O) #- O. (4.9) 

As we shall see, these are precisely the nondegeneracy conditions needed to 
classify the least degenerate D4-equivariant bifurcation problems. 

EXERCISES 

4.1. This exercise provides an alternative viewpoint on the introduction of amplitude/ 
phase variables. Consider the system (3.1), .X + X(x, X) = 0, where X is as in (4.1). 
Obtain expressions for dN /dt and dl!./dt as functions of Nand t!, where Nand t! 
are the invariant generators of Proposition 2.1 (a). Note that orbits of 0(2) x SI 
are parametrized by the values of invariants, so these expressions may be intepreted 
as the dynamics of orbits. Show that the resulting equations are equivalent to the 
amplitude equations (4.3(a)). Interpret the 04-equivariance of the amplitude 
equations in terms of the geometry of the image of the mapping (z I' Z2) H (N, t!). 

4.2. More generally, suppose that x + Xix, A) is a i-equivariant ODE, and let 
{I I' ... , Ir } be a system of invariant generators for i. Show that dlj/dt is i-
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invariant, and deduce that the dynamics of the orbits of r can be described by a 
system of equations 

dlj/dt = I/I)I 1'··· ,1,) 

defined on the image of the mapping x f--> (II' ... , I,), that is, the discriminant 
variety of r. Note that this image usually has singularities. 

§5. t Hopf Bifurcation with O(n)-Symmetry 

We now prove that the analysis of Hopf bifurcation for 0(2) acting on [R2 

generalizes to O(n) acting on [R0 by its standard representation, with essentially 
identical results. The argument is group-theoretic and uses only some results 
from classical invariant theory. 

For n ~ 2 let O(n) act on [R0 by matrix multiplication, and on [R0 Ei3 [R0 by 
the diagonal action. Let ( , ) be the standard inner product on [R0. Define 
coordinates (x, y) on [R0 Ei3 [R0. 

Proposition 5.1. 
(a) Let f: [R0 Ei3 [R0 ~ [R be O(n)-invariant. Then 

f(x,y) = p(lxI 2, lyl2, (x,y»). 

(b) Let g: [R0 EB [R0 ~ [R0 EB [R0 be O(n)-equivariant. Then 

(S.1) 

where PI' pz, ql' and q2 are O(n)-invariant. 

PROOF. The main theoretical point in this proof is that the result for general 
n follows directly from that for n = 2. Moreover, this is "the reason" why the 
O(n) Hopf theory mimics the 0(2) theory. 

Let 

(a) W={XE[R°:X3 =···=xo =O}, 

(b) V = WEB W 

We make three claims. 

(a) Every group orbit of O(n) on [R0 EB [R0 intersects V. 

(S.2) 

(b) V is the fixed-point subspace of a subgroup L of O(n). 
(c) Let T be the subgroup of O(n) which leaves V invariant. Then (S.3) 

TIL;;: 0(2). 

Assume that these claims are valid and that g: [R0 EB [R0 ~ [R0 Ei3 [R0 is O(n)­
equivariant. By (S.3(b)) 9 maps V into V, and by (S.3(c)) gl V commutes with 
0(2). Assuming the proposition holds for n = 2 we see that gl V has the form 
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(S.1). Further, (S.3(a» implies that g is determined uniquely by gl v. However, 
the form (S.l) for n = 2 has an obvious O(n)-equivariant extension to [R" EB [R", 

namely (S.1) itself. Hence by uniqueness g has the form (S.1), proving the 
proposition for general n. 

To conclude the proof we must establish the claims (S.3) and then prove the 
proposition when n = 2. 

We verify (S.3(a». Let (x,y) E [R" EB [R", and let W' c [R" be the subspace 
spanned by {x,y}. For simplicity we assume that W' is two-dimensional, 
augmenting it by an independent vector if necessary. There exists y E O(n) 
mapping W to W': just choose an orthonormal basis {wi, ... , w~} for [R" with 
w;, w~ E W' and let y be the matrix with columns 11';, ... , w~. Thus 1'-1 (x, y) E 

WEB W = V, proving (S.3(a». 
To verify (S.3(b» note that the group L which fixes We [R" pointwise 

consists of matrices of the form 

where (J E O(n - 2). Moreover, the only vectors in [R" fixed by L are those in 
W Therefore, FiXlRneJlRn(L) = V. 

To verify (S.3(c» note that the only matrices in O(n) that, in the diagonal 
action of O(n) on [R" EB [R", map V into itself are those that map W into Win 
the standard action on [R". These matrices have the form 

where r E 0(2) and (J E O(n - 2). Therefore, TIL ~ 0(2) as claimed. 
Finally we let n = 2 and show that (S.l) holds. Identify [R2 with IC. Let 

!: (;2 ...... [R be an 0(2)-invariant polynomial, so that 

(a) !(ei6z1,ei6z2) = !(ZI,Z2) 

(b) !(ZI,22) = !(ZI,Z2)' 

We can write any polynomial!: (;2 ...... [R in the form 

!(ZI,Z2) = L: aapybz~zfzizg 
where aapyb = apaby since! is real-valued. The identities (S.4) imply 

(a) (J. - P = b - 1', 

(b) aapyb = apaby ' 

(S.4) 

(S.S) 

Eliminating factors z 1 =1 and Z2=2 yields possible generators for the invariants: 

A simple induction argument shows that only k = 1 is needed in the Hilbert 
basis, since 
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Thus a Hilbert basis for 0(2)-invariant functions is 

IZ112, IZ212, Re(z1z2). 

In real coordinates, these are the desired generators. 
Let g: 1[2 -> 1[2 be an 0(2)-equivariant polynomial with g = (g1,g2) in 

coordinates. Each gj satisfies 

(a) gj(ei8z1,ei8z2) = ei8gj (z1,Z2) 

(b) gj(Z1,Z2) = 91(Z1,Z2)· 

Since g is a polynomial we may write 

Identities (5.6) imply 

g1(Z1,Z2) = L bapYdzlzfz~z1-

(a) IX - f3 + ')' - J = 1, 

(b) ba/lYd = ba/lYd ' 

(5.6) 

(5.7) 

so the coefficients b are real. Eliminating factors Z1Z1 and Z2Z2 yields module 
generators 

The identities 

(a) rk = Re(z1z2)k-1z1 -lz112sk_1 

(b) Sk = Re(z1z2)kz2 -lz212rk-1 
(5.8) 

show by induction that Z1 and Z2 are the only module generators required for 
g1. Hence (Zl'O), (Z2,0), (O,zd and (0,Z2) are the module generators for the 
equivariants, as claimed. 0 

Corollary 5.2. The O(n) x S1-equivariant mappings on ~n EEl ~n are the unique 
extensions of the 0(2) x S1-equivariant mappings on V 

PROOF. The S1-action leaves V = WEt> W invariant. The O(n) x Sl-equi­
variants comprise that subset of the O(n) x S1-equivariants that are also 
S1-equivariant; similarly for 0(2) x S1. The rest is easy. D 

Corollary 5.2 implies that the branches of periodic solutions in the O(n) 
Hopftheory are identical to those in the 0(2) Hopftheory. The n-dimensional 
analogues of rotating and standing waves have the isotropy subgroups indi­
cated in Figure 5.1. 

Finally we discuss the asymptotic stability of these periodic solutions in the 
O(n) Hopftheory. Each periodic solution for an O(n)-equivariant vector field 
can be conjugated to a periodic orbit in V by an element of O(n). Clearly the 
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O(n) x 8' 

~ /~ 
SO(2) x O(n - 2) Zz x O(n - 1) 

~/ Zz x 0(11 - 2) 

Figure 5.1. Lattice of isotropy subgroups of 0(11) x SI. 

stability to perturbation within V, of a periodic solution in V, is accounted for 
by the 0(2) theory. The only question concerns perturbations in the 2n - 4 
directions transverse to V. However, these are all accounted for by the group 
action, since 

dim O(n)/T = dim O(n) - dim O(n - 2) - dim 0(2) = 211 - 4, 

because dim O(n) = 11(11 - 1)/2. Here T = O(n - 2) x 0(2) is the subgroup of 
O(n) that leaves V invariant. 

Thus a periodic solution is orbitally asymptotically stable in the 0(11) theory 
if and only if it is stable in the 0(2) theory, and the two theories correspond 
exactly. 

§6.t Bifurcation with D 4 -Symmetry 

In §4 we showed that the classification of degenerate Hopf bifurcations with 
0(2) symmetry can be reduced to that of degenerate steady-state bifurcations 
with D4 symmetry. This reduction is made by writing the Birkhoff normal 
form equations in amplitude-phase variables and studying the zeros of the 
amplitude equations. 

Recall from §4(b) that the general D 4-equivariant bifurcation problem may 
be written as 

h(X,y,A) = p(N,~, A)[~ ] + r(N,~,A)b [~y ] (6.1) 

where N = x 2 + y2, b = y2 - x 2 , and ~ = b2 . We assume A = ° is a bifurca­
tion point, so p(O, 0, 0) = 0. For simplicity of notation we identify h in (6.1) 
with the pair of D 4-invariant functions [p, r]. 

Table 6.1 lists the degenerate D 4 -singularities up to topological D 4 -

codimension two, where by topological D 4 -codimension we mean the stan­
dard D 4-codimension minus the number of modal parameters. The simplest 
of these singularities has D 4 -codimension one and one modal parameter. In 



T
ab

le
 6

.1
. 

C
la

ss
if

ic
at

io
n 

of
 D

4 
B

if
ur

ca
ti

on
 P

ro
bl

em
s 

up
 t

o 
T

op
ol

og
ic

al
 C

od
im

en
si

on
 T

w
o 

w
 
~
 

IV
 

D
ef

in
in

g 
N

on
de

ge
ne

ra
cy

 
N

or
m

al
 

C
oe

ff
ic

ie
nt

s 
U

ni
ve

rs
al

 
C

on
di

ti
on

s 
C

on
di

ti
on

s 
F

or
m

 
in

 N
or

m
al

 F
or

m
 

U
nf

ol
di

ng
 

co
di

m
 

PN
 ¥

-
0,

 
r¥

-O
 

(e
oA

 +
 m

N
,£

tl
 

£0
 =

 s
g

n
p

.,
 

El
 =

 s
gn

r 
0 

PN
 ¥

-
ro 

P
. 

¥-
0 

m
 ¥

-
0,

 £
1 

m
 =

 P
N

/lr
l 

II
 

PN
 =

 0
 

r 
¥-

0,
 

P
. 

¥-
0 

(£
oA

 +
 E

1N
2 ,

f.
2)

 
6 0

 =
 s

g
n

p
.,

 
6 1

 =
 s

gn
pN

N
 

IX
(N

oO
) 

PN
N 

¥-
0 

6 2
 =

 s
gn

 r 

II
I 

PN
 =

 r
 

PN
 ¥

-
0,

 
P

. 
¥-

0 
(6

0A
 +

 E
l N

 +
 f.

2~
' 

6t
l 

6 0
 =

 s
g

n
p

.,
 

El
 =

 s
gn

pN
 

IX
(N

,O
) 

PN
N 

+
 2

p
" 

-
2r

N
 ¥

-
0 

E2
 =

 s
gn

(P
N

N
 +

 2
p

" 
-

2r
N)

 

IV
 

r=
O

 
PN

 ¥
-

0,
 

P
. 

¥-
0 

(6
0A

 +
 E

IN
 +

 m
~
,
E
2
N
)
 

60
 =

 s
g

n
p

.,
 

6 1
 =

 s
gn

pN
 

IX
(O

, 1
) 

P
N

r"
 -

p"
rN

 ¥
-

0 
m

 ¥
-

0 
£2

 =
 6

0 
sg

n
(p

.r
N

 -
PN

r .
) 

p.
rN

 -
P

N
r.

 ¥
-

0 
2 

PN
r "

 -
p

"r
N

 
~
 

m
 =

 6
2P

. 
2 

(p
.r

N
 -

PN
r .

) 
:5 !"

"' 
V

 
P)

. 
=

0
 

PN
 ¥

-
0,

 
PN

 ¥
-

r 
(6

0A
2 

+
 m

N
 +

 6
1)

.N
,E

2)
 

Eo
 =

 s
g

n
p

 ..
 , 

6 2
 =

 s
gn

r 
IX

(1
,O

) 
::c 

r 
¥-

0,
 

P
 ..

 ¥
-

0 
m

 ¥
-

0,
 6

2 
6 1

 =
 6

2 
sg

n(
p)

.r
N

 -
P

N
r,)

 
0 "0

 
P

)'N
r 

-
PN

r).
 ¥

-
0 

m
 =

 P
N

lr
 

....,
 

='
 

V
I 

PN
 =

0
 

r 
¥-

0,
 

P
. 

¥-
0 

(6
0A

 +
 E

l N
3

, 
e2

) 
Eo

 =
 s

g
n

p
.,

 
El

 =
 s

gn
pN

N
N

 
IX

(N
oO

) 
2 

? .., 
PN

N 
= 

0 
PN

NN
 ¥

-
0 

6 2
 =

 s
g

n
r 

+
 P

(N
2 ,

0
) 

("
) e 

V
II

 
PN

 =
0

 
PN

 ¥
-

0,
 

P)
. 

¥-
0 

(e
oA

 +
 o

lN
 +

 0
2N
~,
ot
l 

Eo
 =

 s
g

n
p

.,
 

01
 =

 s
gn

pN
 

IX
(N

,O
) 

2 
0'

 
::s 

PN
N 

+
 2

p
" 

-
2r

N
 =

 0
 

PN
NN

 +
 6

P
N

" 
-

6
r"

 -
3r

N
N

 ¥
-

0 
8

2
 =

 s
gn

(p
N

N
N

 +
 6

P
N

" 
-

6r
" 

+
P
(
~
,
O
)
 

§.
 

-
3

r N
N

) 
S-

(E
oA

 +
 0

1
N

 +
 m
~2

,0
2N

) 
0 

V
II

I 
r=

O
 

PN
 ¥

-
0,

 
P

. 
¥-

0 
Eo

 =
 s

g
n

p
.,

 
01

 =
 s

gn
pN

 
IX

(O
,I)

 
2 

.- ~ 
P

N
r"

 -
p

"r
N

 =
 0

 
p.

rN
 -

PN
r).

 ¥
-

0 
m

 ¥
-

0 
02

 =
 6

0 
sg

n(
p)

.r
N

 -
PN

r .
) 

+
P
(
~
o
O
)
 

en
 

~1
 ¥

-O
* 

m
 =

 6
2~

2*
 

'<
 3 

IX
 

r=
O

 
PN

 ¥
-

0,
 

P
. 

¥-
0 

(6
0A

 +
 E
I
N
,
6
2
~
 +

 m
A

2)
 

IX
(N

,O
) 

2 
3 

6 0
=

sg
n

p
).

, 
El

 =
 s

gn
pN

 
~
 

p.
rN

 -
PN

r).
 =

 0
 

P
N

r"
 -

p
"r

N
 ¥

-
0 

m
 ¥

-
0 

6 2
 =

 s
gn

(P
N

r"
 -

p
"r

N
) 

+
P

(O
,N

) 
.., '<

 

~2
 ¥

-
0*

 



X
 

PN
 =

0
 

PA
 ¥

O
, 

PN
N 

¥ 
0,

 
p

" 
¥ 

0 
(e

OA
 +

 m
N

2 
+

 n
f>

,e
l N

 +
 e2

f»
 

eo
 =

 s
gn

pA
, 

01
 
= 

sg
n'

N
 

,=
0

 
'1'1

 ¥
 0

, 
PN

N 
+

 2
p

" 
-

2,1
'1 

¥ 
0 

m
¥

O
, 

n
¥

O
 

C
2
=
e
o
s
g
n
~
3
*
 

~3
 ¥

 0
, 

PN
N 

+
 2

p
" 

-
'1'1

 ¥
 0

 
m

 +
 n

 ¥
 e

l'
 e

d
2

 
m

 =
 P

N
N

/2
I'N

I, 
n 

= 
P

"./
I'N

I 

X
I 

PN
 =

 0
 

, 
¥ 

0,
 

PN
N 

¥ 
0,

 
P

u
 ¥

O
 

(e
oA

2 
+

 c
IN

2 
+

 m
A

N
,e

2)
 

eo
 =

 s
g

n
p

u
, 

C 2
 =

 s
g

n
, 

PA
 =

 0
 

P
IN

 ¥
 P

U
P

N
N

 
m

2 
¥ 

4e
O

ei
 

el
 =

 s
gn

pN
N

 

m
 =

 2
P

m
/J

IP
u

P
N

N
I 

X
II 

PN
 =

, 
PN

 ¥
 0

, 
P

u
 ¥

O
 

(e
oA

2 
+

 e
lN

 +
 e

2f
> 

+
 m

A
N

,e
l)

 
eo

 =
 s

g
n

p
u

, 
C I

 =
 s

gn
P

N
 

PA
 =

 0
 

PN
N 

+
 2

p
" 

-
2,1

'1 
¥ 

0 
m

2 
¥ 

4e
O

e2
 

c 2
 =

 s
gn

(p
N

N
 +

 2
p

" 
-

2,
1'1

) 
(P

AN
 -

'A
)2

 ¥
 

m
 =

 2
el

 (P
AN

 -
'A

ll 

P
U

(P
N

N
 +

 2
p

" 
-

2,
1'1

) 
JI

P
u

llp
N

N
 +

 2
p

" 
-

2'1
'11

 

X
III

 
,=

0
 

PN
 ¥

O
, 

P
u

¥
O

 
(e

o 
A

 2 
+

 e
l N

, e
2A

 +
 m

f»
 

Co
 =

 s
g

n
p

u
, 

e1
 =

 s
gn

P
N

 
PA

 =
 0

 
'A

 ¥
 0

, 
P

N
'"

 -
P

,,'
N

 ¥
 0

 
m

¥
O

 
C 2

 =
 s

g
n

'l
 

m
 =

 C
IP

I,
(P

N
'"

 -
P

"'
N

)/
';

 

X
IV

 
PA

 =
 0

 
PN

 ¥
 0

, 
PN

 ¥
',

 
,¥

O
 

(e
oA

3 
+

 m
N

 +
 e

lA
N

, e
2)

 
Co

 =
 s

gn
 P

U
1'

 
e2

 =
 s

g
n

, 
P

u
 =

0
 

P
U

l 
¥ 

0,
 

P
'N

' 
-

P
N

'A
 ¥

 0
 

m
 ¥

 0
, e

2 
el

 =
 e

2 
sg

n(
P

m
' -

P
N

'l)
 

m
 =

 P
N

/I,
I 

X
V

 
PA

 =
 0

 
PN

 ¥
 0

, 
PN

 ¥
, 

(e
oA

2 
+

 m
N

,e
l)

 
eo

 =
 s

g
n

p
u

, 
e
l=

s
g

n
' 

PA
N

' -
P

N
'l 

= 
0 

, 
¥ 

0,
 

P
u

¥
O

 
m

 ¥
O

,e
l 

m
 =

 P
N

/' 

* 
H

er
e 

~I
 =

 P
N

P
i{

p
i'"

P
l 
+

 P
1P

"(
',,

P
N

N
 -

P
"'N

N
) 
+

 2
P

N
(P

,,
'l'

N
" 

-
'"P

A
P

N
")

 +
 P

,P
N

('N
P

""
 -

P
N

,,,
,,)

}/
2(

P
l'N

 -
P

N
,,)

4 

~2
 =

 {
P

N
(P

N
'U

 -
'N

P
U

) 
+

 P
,(

P
"N

N
 -

',P
N

N
) 

-
2

p
,(

P
N

"N
 -

'N
P

'N
)}

/2
P

N
P

I(
'"

P
N

 -
P

"'N
) 

~3
 =

 
(p

""
 -

p
",

,)
 -

'N
{2

p,
P

N
N

N
(P

" 
-

'1'
1)

 +
 6

P
N

N
("

'N
 -

P
,P

N
J 

+
 3

P
N

N
(P

"N
N

 -
',P

N
N

)}
/6

P
N

N
(2

p"
 +

 P
NN

 -
'1'

1)
. 

O
(N

,O
) 

2 
+

 P
(O

, 1
) 

0(
1,

0)
 

2 
+

 P
(N

,O
) 

0(
\,

0)
 

2 
+

 P
(N

,O
) 

0(
1,

0)
 

2 
+

 P
(O

, 
\)

 

0(
(1

,0
) 

2 
+

 P
(A

,O
) 

0(
\,

0)
 

2 
+

 P
(.l

.N
,O

) 

W
'>

 

?
' 

t:I:
I ? ..., ('

) !:?
 o· ::l
 ~.
 

;.
 

I:
) .. ell
 

'<
 3 3 ~
 

..., '<
 

w
 
~
 

w
 



344 XVII. Hopf Bifurcation with 0(2) Symmetry 

the remainder of this section we sketch how this table is derived. More details 
are in Golubitsky and Roberts [1987], from which the results are taken. 
Buzano, Geymonat, and Poston [1985] study singularities I-IV in the context 
of buckling of a beam with square cross section. In addition to Table 6.1 we 
list the defining and nondegeneracy conditions and the universal unfolding 
for the various normal forms. The algebraic data needed for a singularity 
theory analysis are listed in Table 6.2. The generators for j(04) were given 
using different coordinates in Chapter XIV, Table 3.1. 

The higher order terms for each of the fifteen singularities listed in Table 
6.1 are given in Table 6.3. We have indicated explicitly those cases (XI-XIV) 
where equivalences other than strong equivalences are needed to compute 
these higher order terms. Knowing Itr Jf'(', 04) makes the calculation of 
Jf'(', 04), RT(', 04), and T(', 04) rather easy. Thus it is a relatively straight­
forward calculation, using Table 6.3, to verify the universal unfoldings in Table 
6.1. To compute the entries in Table 6.3, one needs to know the form of the 
intrinsic submodules for the action of04. This information is given in Propo­
sition 6.1. 

The logic needed to classify 0 4 singularities is represented as a flowchart 
in Table 6.4. To derive the normal forms and nondegeneracy conditions of 
Table 6.1 we must make explicit changes of coordinates, modulo terms in 
g'!(., 04)' of a type we now describe. 

Consider the 04-equivalence defined by 

(b) S = AS) + BS2 + CS3 + DS4 , 

(c) A = A(2), 

where a, b, A, B, C, D E @"u,;.(04) and a(O) > 0; S(O) = Sol; so> O. 
Composing N, b, and L\ with Z gives 

(a) N = No Z = a2N - 2abL\ + b2 NL\ 

(b) J = b 0 Z = (a 2 - 2abN + b2L\)b 

(c) li = L\ 0 Z = (a 2 - 2abN + b2L\)2L\. 

The result of applying the coordinate changes Z and A to f = [p, r] is 

(ap + b(a2 - 2abN + b2 MM, bp + a(a2 - 2abN + b2 L\)r) 

where p = p(N, li, A), f = r(N, fl, A). 
Finally, applying S to (6.4), using (6.2), yields (p, f) where 

p = {Aa + BaN - (Bb + Da)L\ + DaN 2 }p 

+ {[Ab - Ba + BbN + Db(N 2 - L\)][a 2 - 2abN + b2L\]}M 

f = {Ab + Ca - CbN - Db(N2 - L\)}p 

+ {[Aa - CaN + (Da + Cb)L\ - DaN 2 ] [a 2 - 2abN + B2 L\]}f. 

(6.2) 

(6.3) 

(6.4) 

(6.5) 



§6. Bifurcation with D 4 -Symmetry 

Table 6.2. Algebraic Data for D4 Singularities 

Object Generators 

j(D4 ) SI=[~ ~l sz=[=: :;1 
S3=[-XZ xy ] S4=[ 0 Xo3y] 

xy - y2 ' xy3 

RT([p,r],D4) a l = [p,r], az = [Np - M,O], 
a3 = [O,p - Nr], a4 = (N 2 - ~)[p, -r] 
bl = [p + 2NpN + 4~p~, 3r + 2NrN + 4M~] 
b2 = [-2~PN - 4N~p~ + ~r~,p - 2Nr - 2MN - 4N~r~J 

Jf"([p,rJ,D4) Na l , ~al' Aa l , az, a3 , a4, Nh l , ~bl' Ab l , bz 

.9l([p,r],D4) Itr(Jf"([p,r],D4) +@"),{).Z[p),r).J}) 

Table 6.3. Intrinsic Part of X, and &, for D4 Singularities 

(jiZ + <~>, A) 
II (A3 + A<A,~>,<4I) 
III (A(3 + JIt<A,~>,jIZ + <A,~» 
IV (jIZ, <I{Z) 

V «1{3 + <N, ~>Z + <~>, .lIZ + <N, ~» 
VI ( .. 114 + A<A> + <~>,Af) 
VII (j14 + jI2<~> + <~>z + .11<).>, 

.1t3 + jl <~> + <A» 
VIII (utlt3 + jl<A>,A3 + JIO.» 
IX (j13 + A<~>,jf3 + jl<~» 
X (A(4 + jlz<~> + <~>2 + jf<A>, 

jf3 + ,I{ (Ie, ~» 
XI (jf4 + <~>, jf2 + <N, ~» 
XII «414 + jt2<~> + <~>2,jf3 + jf<~» 
XIII (j(3 + <N,~>2,jf3 + jf<N,~» 

(jf3 + <~>, <If) 
(jf3 + jl<~>,uffz + <~> 
(j13 + jf<N,~),uffz) 

345 

XIV (A 4 + <N, ~i + <~>, jf3 + <N, ~» 
XV (A3 + <N, ~i + <~>, jf2 + <N, ~» 

(uft 4 + jt2<N,~> + <N,~>2".If2 + <N,~» 
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Table 6.4. Flowchart for Recognition and Classification of D4 Bifurcation Problems 

,.0 
• no bifurcation P 

1;0 
,.0 ,.0 

r • PN - r • PN 
.. 0 .. 0 

>I • PA 

1;0 
,.0 ,.0 .V PH • PANr T;~NrA 

1;0 xv 
,.0 ,.0 

• XIV PHA ' p~'r'" 1;0 

;0 

COcodim ~ 3 CO codim ~ 3 

=0 
.. 0 "0 

PNN ---'-----+. PA ----+>11 

;0 
1=° .. 0 1=0 "0 

PNNN. ---+ VI PHPNN - PIN. --.:..=--..... XI 
P. P •• 1 eilher=O 1 either =0 

CO codim ~ 3 CO codim ~ 3 

t PNN + PI>. - rN --~,,--=o--...... P. __ ":....°"--...... 11 

1=0 1=0 

iPNNN + PNI>. - !rNN • ~ VII (PAN - rA)2 - 2PH(tPNN + PI>. - rN). __ ":....0,--..... XII 
P. PH 

l.ither =0 1 eilher=O 

CO codim ~ 3 COcodim ~ 3 

"0 "0 "0 "0 ,IV PN ' P,'. F" 'P"'F" ' P. 

1=0 1=0 

P •• rN• PNN. PI>. p.rN - PNr •• PA' ~3 PH. r. 
2pl1 - rN• ~2' p" (, j 

I'" I., 2pl1 + rNN - 2rN• "0 
2pl1 + PNN - rN either =0 either=O 

1"° any=O 

j'" IX VIII X XIII =0 

CO codim ~ 3 CO codim ~ 3 CO codim ~ 3 CO codim ~ 3 



§6. Bifurcation with D4-Symmetry 

Table 6.5. Low Order Terms of Bifurcation Problems D4-Equivalent to 
[p, r]. 

Terms in [p, r J Corresponding Terms in [ft, rJ 

AaA,p, 
Aa 3pN 
-2Aa2bpN + Aa 5p", + (Aa 2 b - Ba 3 )r 

(Aa).A,p, + tAa(A),fpu 
«Aa)N + Ba)A).p, + (Aa))a 2 pN + Aa 3 A),P),N 

(Ba 3 + (Aa)Na 2 )pN + tAa 5pNN 
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[A,OJ 
[N,OJ 
[~,OJ 
[).2, OJ 
[AN, OJ 
[N 2 ,OJ 
[A~,OJ «Aa)", - (Bb + Da))A,P), - 2(Aa),abpN + (Aa),a4p", - 2Aa 2bA,Pm 

+ AasAlP,,,, + (Aa 2b - Ba 3 ))r + (Aa 2 b - Ba 3 )A)r), 
[N~,OJ 

[O,lJ 
[0,,1] 
[O,N] 
[O,~J 

(Aab 2 - 3Ba 2b - Da 3 - 2(Aa)Nab + (Aa)",a 2 )PN 

+ (-4Aa4b + Bas + (Aa)Na4)p", + Aa 7 PN'" 
+ ( - 2Aab 2 + 3Ba 2b + (Aa 2 )N)r + (Aa4b - Bas )rN 

Aa3 r 

(Ab + Ca)A,p, + (Aa 3 ),r + Aa 3 A,r, 
(Aa 2b + Ca 3 )PN - (2Aa 2b + Ca 3 )r + AasrN 
-2(Aab 2 + Ca 2b)pN + (Aa4b + CaS)p", 

+ (Aab 2 + Ca 2b + Da 3 )r - 2Aa4brN + Aa 7 r", 

That is, any germ D4-equivalent to [p, r J can be written as [ft,f] for some a, 
b, A, B, C, D, A. 

By taking the Taylor expansions of p and r we can extract from (6.5) the 
coefficients of low order terms of all bifurcation problems D4-equivalent 
to [p, r]. Those we need for the examples in Table 6.1 are given in Table 6.5. 
The expressions p l' rNI!' (Aa)N' etc., are partial derivatives with respect to the 
subscripts, evaluated at O. Given (6.1) we assume throughout that prO) = o. 

We can now solve the recognition problem up to topological D 4-
codimension two, as indicated in Table 6.1. As stated previously. the informa­
tion presented here constitutes only a sketch and details are in Golubitsky 
and Roberts [1987]. However, the calculations needed to reach codimension 
one (singularities I-IV) are relatively easy; see Exercise 6.1. 

We end this section with the promised discussion of intrinsic ideals and 
submodules for this action of D 4. 

Proposition 6.1. 
(a) Sums and products of the intrinsic ideals (A), (~), and (N,~) are D4 -

intrinsic. 
(b) A finite-codimension submodule [§, j] c J".:, l(D4 ) is intrinsic if and only if 

(i) § and)' are intrinsic ideals, 
(ii) § c)" 

(iii) <A) J' c J. 
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Remark. It follows that [Jf, Jf] and [(d)Jf, Jf] are intrinsic submodules 
whenever Jf is an intrinsic ideal. Moreover, every intrinsic submodule is a sum 
of intrinsic submodules of this form since 

[·j",f] = [Jf,Jf] + [(d)f,f]' 

PROOF. Using (6.3(a, c)) it is easy to check that the ideals (2), (d), and (N, d) 
are intrinsic, and it is easy to check that submodules [.j", f] satisfying (i-iii) 
are intrinsic. 

Conversely, suppose that AI C l.:.).(D4 ) is intrinsic. Then we may write 
% = [Jf,f] whereJf and fare ideals in gu.).(D4 ). We also know that iff E % 
then RT(j,D4 ) C % (see Proposition XIV, 6.2). Thus if f = [p,r] then we 
may use a3 of Table 6.2 to conclude that [0, p] E JV and hence that Jf c f. 
Similarly if f = [0, r] E % then we use a2 of Table 6.2 to conclude that 
[M,O] E % and hence that (d) f c Jf. Finally we use (6.4) to show that Jf 
and f are intrinsic ideals. In the notation of (6.4) we must show that if 
[p,O] E % then so is [p,O]. Now (6.4) with r = 0 shows that Cap, bp] E %. 
But we know from (ii) that bp E f, hence ap E Jf. But a(O) i= ° (by the definition 
of equivalence) and p E Jf, as desired. Similarly, if [0, r] E % then (6.4) shows 
that 

where rEf. D 

EXERCISES 

6.1. Using the tables in this section as a guide, give a complete proof of the classification 
of D4-equivariant bifurcation problems up to topological codimension one. 

6.2. Show that the ideal <N2 - ~> is intrinsic. (Hint: Use (6.2) to show that N 2 - ~ 
transforms to (N2 - ~)(a2 - b2~)2.) 

§7. The Bifurcation Diagrams 

We now exhibit the bifurcation diagrams, including stabilities, for the uni­
versal unfoldings of the degenerate D 4 singularities of Table 6.1. As noted in 
§4 these results have a direct interpretation for degenerate Hopf bifurcations 
with 0(2) symmetry. In that interpretation we find 2-tori with linear flow in 
codimension one, 3-tori in codimension two, and various possibilities for 
multiplicity of solutions and exchanges of stability between branches. The 
existence of the 2-torus was observed by Erneux and Matkowsky [1984]; the 
proof that the flow on the 2-torus is linear even when Birkhoff normal form 
is not assumed is due to Chossat [1986]; and the existence of the 3-torus was 
observed by Knobloch [1986]. 
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Table 7.1. Branching and Stability for D4-Equivariants 

Solution Branching Equations 

Trivial x = y = 0 
R Y =0 

P - x 2 r = 0 
S x = y 

p=o 
T P = 0 

r=O 

Signs of Eigenvalues 

P [twiceJ 
PN - r + x2(2p" - rN) - 2x4 r" 
r 

PN 
-r 

sgntrdh = NPN + 2/'lp" - /'lrN - 2N/'lr" 
sgn det dh = p"r", - PNr" 
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The computations needed to obtain the bifurcation diagrams of this section 
are extensive. Our aim here is to describe how the diagrams are derived; the 
details may be found in Golubitsky and Roberts [1987J, and we omit most 
of them here. 

By §4 nontrivial zeros of the D4-equivariant amplitude equations 

h(X,y,A) == P(N,f1,A{;] + r(N,f1,A)J[ ~y] = 0 (7.1) 

(where we may assume x ~ y ~ 0) correspond to rotating waves (y = 0), 
standing waves (x = y), and 2-tori (x # y, x # 0). We denote these equilibria 
of (7.1) by R, S, T, respectively. The equations for such solutions and the 
computations needed for the signs of the eigenvalues are given in Table 7.1. 
The information for Rand S was already given in Table 4.1. The branching 
equations for T follow from (7.1) since when x > y > 0 the vectors GJ and 
[~yJ are independent and J is nonzero. The calculation of det dh and tr dh is 
left to the reader. 

According to Lemma 4.11 the asymptotic stability of equilibria of (7.1) 
corresponds to the asymptotic stability of the periodic solutions Rand Sand 
the 2-tori T. We wish to use the normal forms in Table 6.1 to analyze stabilities, 
so we must discuss the effect of D4-equivalence on the asymptotic stability of 
equilibria. The signs of the eigenvalues of dh at solutions Rand S are invariants 
ofD4-equivalence. This follows from XIII, §4(b), since the isotropy subgroup 
for R, (x, y) H (x, - y), and that for S, (x, y) H (y, x), force dh to be diagonalizable 
at such solutions. Further, the sign of det dh is invariant under D 4 -eq uivalence. 
Thus only when det dh > 0 is there a possible ambiguity, and we discuss this 
point later. A similar situation with Zz EB Zz symmetry is examined in Lemma 
X,3.1. 

The number of normal forms in Table 6.1 is quite large. There are two 
reasons: each case has several choices of signs, and most cases have at least 
one modal parameter. To reduce the number of cases we will consider as 
equivalent normal forms related by time reversal h H - h and reversals of the 
bifurcation parameter A H - A. Usually this lets us specify two sign choices in 
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Table 7.2. Universal Unfoldings and Topological Codimension for D4 
Bifurcation Problems. Note the Sign Choices Specified 

Universal Unfolding [p, r] 
Topological 
Codimension 

[-A+mN,I] m#O,1 0 
II [-A+N 2 +exN,1:2 ] 

III [-A + (1 + ex)N + 1: 2 6, 1] 
IV [-A+I:IN+m6,N+ex] m#O 
V [A2 + mN + AN + lX,e 2] m '" 0, 82 

VI [-A + N 3 + 13N2 + exN,1: 2 ] 2 
VII [-A+N+e2N6+exN+/36,1] 2 
VIII [-A+N+m6 2 +/36,e2N+ex] m#O 2 
IX [-A+N,e 2 6+mAz +{3N+ex] m#O 2 
X [-A+mN z +n6+e<N,N+ez6+{3] mn#O, m+n#t 2 
XI [Az + el N 2 + mAN + ex + {3N,e z] m;::: 0, m2 # 41:1 2 
XII [Az + GIN + 1:2t. + mAN,GI] m;::: 0, mZ # 41:2 2 
XIII [A 2 +f. IN+ex,A+mt.+{3] m#O 2 
XIV [-A 3 +mN+I: IAN+ex+{3A,I] m#O,1 2 
XV [A 2 +mN+ex+/3AN,I:I] m#0,1: 1 2 

a<O 

~
+ +- S 

R --

-2= I ++ --

~+ ++ S 

+-

- I ++ ---2--

a=O 

~s 
Rfi== 

a>O 

R~?S 

~ 

~: 
~ 

Figure 7.1. Transition variety and bifurcation diagrams for normal form II: 
[-A + N Z + exN,1:2J. 

the normal forms. We have made these choices arbitrarily, except that we have 
required the trivial steady state x = y = 0 to be stable subcritically (A < 0). 
Table 7.2 lists the sign choices. 

Normal form I corresponds to the nondegenerate case; the possible bifurca­
tion diagrams have already been given in Figure 1.2. The simplest degenerate 
situations are those with topological D 4 -codimension one, cases II-V. The 
corresponding bifurcation diagrams are displayed in Figures 7.1-7.3. The 
bifurcation diagram for case III is simple to derive and is left as an exercise. 



a<O a~O 

~S ifs 
++ 

+:;=R 
++ 

++ R 

m>O + --

m<O ++ ++ 
t3fs ++ R 

R~ S --

++ 

R~:: __ 
S-- _ 

m <0 ";"+";"+ __ L... __ _ 

R~ S--

++ 

Figure 7.2. Transition variety and bifurcation diagrams for normal form IV: 
[-A + BIN + m~,N + IX]. 

a<O a~O 

++ 

m>, .... + .... +_L~--:~=~=--R~....;+:;.:+~ ++ 

R~' +-

o<m<''':''' ++ 

SUS +- -- --
R +- R 

m<O ++ -- ++ 

~~s +- R 
++ 

Figure 7.3. Transition variety and bifurcation diagrams for normal form V: 
[,1,2 + AN + mN + 1X,1]. 
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Table 7.3. Solutions and Stability for Normal Form IV 

Solution Type Branching Equations Stability 

R 

S 

T 

CD 

y=o 8 1 + ... [1] 
A = (8 1 - C()x2 + (m - 1)x4 (1. + x2 [1] 
y=x 8 1 [1] 
A = 28 1X2 -((1. + 2X2) [1] 
N= -(1. sgntrdh = 81N + ... 
A = 8 1 N + mt. 

\\ 
\\ '. , 

...... " 

sgn det dh = mt. 

CD 

@\ .. ~"'" '. ... H 
Sn D(SI,FS) s 

R -+ --~
+-s 

++ ....,--

R~+ __ +- S 

+-

++ --

R~~S 
~ 

~
+s 

+- R 

++ --

~
;s 

++ 
+- R 

++ --

~+ ++ S 

+- R 
++ 

++ --

Y+ S 

-+ +- R 

++ --

Figure 7.4. Transition variety and bifurcation diagrams for normal form VI: 
[-A + N 3 + flN 2 + C(N,82J. 
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® 

Is ---------:: .... CD ....... /. 
@ ..... ;' 

.. / i 
....... @! 1'2\ 

/ I ~ 

O(PR• Ps) IR SlY 

CD ~_ r++R 

+-
+ 5 

++ --

@ 1 ++ R 

+- +-
+- 5 

++ + --

@ 

++ 

Figure 7.5. Transition variety and bifurcation diagrams for normal form VIII: 
[-), + N + m6 2 + /36,N + IX]. 

The most interesting example is IV, where solutions corresponding to 2-tori 
can occur and be asymptotically stable. 

The branching and stability information for this case is given in Table 7.3. 
From this table we see that T solutions exist when <J. < 0 and are asymptotically 
stable when m > 0 (det dh > 0) and &1 = 1 (tr dh > 0). This information is 
recorded in Figure 7.2. 

Finding the bifurcation diagrams for topological D 4 -codimension two is 
harder. The main complication is in determining the sources of non persistence 
in D4 universal unfoldings. This is done (in an ad hoc way) in Golubitsky and 
Roberts [1987] and will not be reproduced here. Some of the transition 
varieties (a) and bifurcation diagrams (b) for normal forms VI-XIV are 
presented in Figures 7.4-7.10. Part (a) of these figures gives the transition 
varieties and part (b) the persistent bifurcation diagrams. The results are not 
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Figure 7.6. Transition variety and 
[-A + N,t. + mA 2 + f3N +:x]. 
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cs···· ... @ 
............ @ 

@ 
'. Ii 
, , , , 

CD 

® ............. C 
SIlL R 

-1<m<O 

~~ ++ R 

++ --

£~ +_ ++ R 
++ --

+ 

2' +- T 

+ _ :: R 

++ +-

bifurcation diagrams for normal form IX: 

complete, especially for case X, which has two modal parameters. See Table 
7.4 for the branching and stability data in case X. 

In X, Figure 7.7, we have drawn a subcase in which an exchange of stability 
is forced to occur along the T branch. Here we get a Hopf bifurcation in the 
amplitude equations, representing a bifurcation to an invariant 3-torus in the 
original O(2)-equivariant system. 

Suppose now that the R branch bifurcates supercritically whereas the S 
branch bifurcates subcritically. Thus 

0> C( > [3. (7.2) 
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Figure 7.7. Transition variety and bifurcation diagrams for normal form X: 
[ - A + mN 2 + n~ + aN, N + ~ + fJ], m + n - 1 > 0, m < O. Note the Hopf bifurca­
tion to a three-frequency torus. 
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Sll 
@ 

. ...... ·· .... 85 .......... 
.' 

CD 

O<m<2 

++ 

R-+ -+ 
~R 
++==+± 

-+ +- 5 ~R 
R fi==±+ 

R~R 
+±==++ 

+-5 

~Q _______ R 

++ 

Figure 7.8. Transition variety and bifurcation diagrams for normal form XI: 
[A 2 + N 2 + mAN + (J. + {3N, 1J, m > O. 

If (7.2) holds, then a T branch exists and the Jacobian dh has positive determi­
nant when 

n > 0, (7.3) 

which we now assume. At the intersection of the Sand T branches (x = yand 

hence Ll = 0) 

sgn tr dh = sgn( ex + 2mN). 

Along the T branch, however, N = - /3. Thus sgn tr dh < 0 when the Sand T 
branches intersect, if 
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@ 

•• =-1 

CD ~: 
++ ++ 

+- R 

++ ~ ++ 

++ ++ 

++ R 

f55A ++ ~ ++ 

Figure 7.9. Transition variety and bifurcation diagrams for normal form XIII: 
[,F + e.N + IX, A + rnA + PJ, rn < O. 

r:J. - 2mf3 < 0, (7.4) 

which we assume. Finally, at the intersection of the Rand T branches 

sgn tr dh = sgn(r:J. + (2m + 2n - l)x 2 - 2S2 X 4 ). 

Since at such an intersection y = ° and 13 + x 2 + S2X4 = 0, we can show that 
for 1131 small 

sgntrdh = sgn(r:J. - 4f3(m + n - 1)). 

Thus, if we assume 

r:J. - 4f3(m + n - 1) > 0 (7.5) 
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~L 
a 

m<O ++ 

s~. 
O<m<l;t+:: 

s~' 
+- -+ 

++ RS __ 

++ 

:~ 
m>l~ 

:~ --, 
~--~--

++ 

Figure 7.10. Transition variety and bifurcation diagrams for normal form XIV: 
[ - A 3 + mN + AN + IX + fJA, 1]. 

Table 7.4. Normal Form X 

Type Equations 

R y=O 
A = (IX - fJ)X2 + (m + n - I)X4 

- c1 X 6 

S x=y 
A = 2IXX2 + 4mx4 

T A = IXN + n~ + mN 2 = 0 
fJ + N + e2~ = 0 

Signs of Eigenvalues 

(IX - fJ) + 2(m + n - 1) - 3C2X4 [I] 
fJ + X2 + C2X4 [I] 

IX + 4mx2 [IJ 
-(fJ + 2X2) [IJ 
sgn trdh: 
IXN + (2n - 1)~ + 2mN2 - 2e2N~ 
sgndetdh: 
n - IXB2 - 2mc2N 
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then the Tbranch has two positive eigenvalues where it meets the R branch. 
The eigenvalues along the T branch must change sign and cannot go through 
0, so there is a Hopf bifurcation in the amplitude equations. This corresponds 
to the creation of an invariant 3-torus in the original ODEs. 

We leave it to the reader to verify that when 

n > 0 and m + n > 1 (7.6) 

there exists a nonempty open set of IX, f3 simultaneously satisfying (7.2, 7.4, and 
7.5). 

Any periodic solution ofthe amplitude equation created by a Hopfbifurca­
tion from the T branch can exist only for the bounded range of values for 
which the T branch itself exists. Of course, there may be more than one Hopf 
bifurcation from the T branch, but since there is a net change of stability 
during its existence there must also be a net production of periodic orbits. 
Thus there must be some other means whereby such a periodic orbit is 
destroyed. The only possibility for a planar system is some form of infinite 
period bifurcation involving the collision of the periodic orbit with one or 
more separatrices of the amplitude equations. The existence of this infi­
nite period bifurcation is preserved by D4-equivalence. A further study of 
the normal form X should reveal more details of its dynamics, but it 
seems probable that most of the dynamic behavior is not preserved by 
D 4-equivalence. 

§8. t Rotating Waves and 80(2) or Zn Symmetry 

In Proposition XVI, 1.4, we showed that for r-symmetric Hopf bifurcation 
there are two generic cases. In one, the group r acts absolutely irreducibly on 
a space V and diagonally on V $ V; the underlying ODE is posed on V $ V. 
In the other, r acts irreducibly but not absolutely irreducibly on W, and the 
ODE is posed on W The action of 0(2) discussed earlier exemplifies the first 
case. 

In this section we consider the second case, speciLcally, irreducible actions 
of the groups 80(2) and Zn- Because the irreducible representations of these 
groups occur on 1R2 (or exceptionally on IR) the only isotropy group with a 
two-dimensional fixed-point subspace is the kernel of the r x Sl-action. The 
application of the general theory is then trivial, but its implications are not. 
As we see later, the theory predicts Hopf bifurcation to a unique branch of 
rotating waves (having additional spatial symmetry when the representation 
is not standard), whose stability is determined by the usual exchange of 
stability rule in Hopf bifurcation. 

Of course, the standard Hopf theorem applies directly to this situation and 
predicts the occurrence of a unique periodic branch. It is easy to obtain the 
additional spatial symmetry, given by the kernel of the r-action. But the 
rotating wave nature of the solution cannot be obtained so trivially. 
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(a) SO(2) Symmetry 

Suppose that r is a circle group, which we denote by SO(2) to prevent 
confusion with the phase-shift group SI. For each integer m > 0 there is an 
irreducible SO(2)-action on C given by 

and all nontrivial irreducible representations are of this form. The algebra ~ 
of commuting linear mappings consists of all mappings 

ZHWZ 

for W E C. Hence these representations are not absolutely irreducible: they are 
of "complex" type. 

Since the phase-shift group SI commutes with r, the SI-action is by map­
pings in ~, hence by 

(8.1) 

Reversing the direction of time if necessary (or equivalently performing a 
reflection in q we may assume the sign is +. The full SO(2) x SI-action is 
thus given by 

(8.2) 

Modulo the kernel we have a standard circle group action, so the invariant 
functions are generated by N = IzI2 and the equivariants are generated as a 
module over the invariants by z H Z and Z H iz. A general equivariant is thus 
of the form 

p(N, A., r)z + q(N, A., r)iz. (8.3) 

This is exactly the form of the reduced equation for ordinary Hopfbifurcation, 
so the direction of branching and the stability calculations are identical to 
standard Hopf bifurcation. 

The space V = C is two-dimensional, so the only isotropy group :E with 
dim Fix(:E) = 2 is the kernel of the action, which by definition fixes all of C. 
From (8.2) this is 

:E = {(C -m():' E SO(2)}. 

Despite the triviality of these calculations, the results have important con­
sequences. The isotropy group :E represents a rotating wave having a spatial 
Zm symmetry. (In the standard action m = 1 and the spatial symmetry is 
trivial.) Such a wave takes the same form if its phase is shifted by 8 and it is 
spatially rotated by - 81m. For a mental picture, imagine an m-armed spiral, 
rotating uniformly. The spatial Zm symmetry occurs because the subgroup 

SO(2) (") :E = {(2knlm, 0) } 

is isomorphic to Zm. 
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Assume in (8.3) that PA(O) ::; 0, so that the trivial solution is stable sub­
critically. Then we have proved the following: 

Theorem S.l. For generic SO(2)-Hopf bifurcation corresponding to the action 
z H emiBz, there is a unique branch of periodic solutions consisting of rotating 
waves with Zm spatial symmetry. In terms of the reduced equation (8.3) this 
branch is super- or subcritical according to whether PN(O) < 0 or > O. It is 
orbitally asymptotically stable if and only if it is supercritical. 

Remark. The direction of rotation may be clockwise or counterclockwise, 
depending on the sign of the SI-action in (8.1). In the preceding discussion 
this sign was set to 1, the price being the possibility of a time reversal, or a 
reflection of C, either of which reverses the direction of rotation. 

However, unlike for the 0(2) rotating waves, only one direction of rotation 
will occur at any generic SO(2) Hopf bifurcation. 

(b) Zn Symmetry 

Next we consider the case r = Zn. Let' be a generator of Zn (and write the 
group multiplicatively, so that its elements are C), and let w = e21ti/n. The 
irreducible representations of Zn are either one- or two-dimensional. The 
one-dimensional irreducible representations are the trivial representation Po 
on IR, and when n is even the nontrivial representation Pnl2 given by 

,'x = -x. 

The two-dimensional irreducible representations Pm on C are of the form 

where 

m = {l, 2, ... , (n - 0/2 
1, 2, ... , n/2 - 1 

if n is odd, 
if n is even. 

(8.4) 

For Hopfbifurcation we must consider the diagonal action on IR EB IR = C for 
Po and Pn12' and the preceding action on C for all other Pm' Note that in all 
cases the relevant action of Zn on C is now given by (8.4). The corresponding 
action of Zn X SI on C is then 

((,8) = wmeiBz 

in all cases, even when m = 0 or n/2. (As earlier we may have to reverse time 
to obtain the positive sign on 8.) 

The equivariants are again given by (8.3), and the direction of criticality and 
the stability results are the same as for standard Hopf bifurcation. 

The only way for l: to have a two-dimensional fixed-point subspace is if l: 
is the kernel of the Zn X Sl-action. This kernel consists of the elements (C, 8) 
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such that wmte iO = 1; that is, 2mtn/n + () = O. Hence 

~ = {(C, -2mtn/n)}. 

This group is isomorphic to Z •. Its spatial part ~ n Z. consists of those 
elements for which mt is divisible by n, so that t is a multiple of n/d where 
d = gcd(m, n). That is, ~ n Z. ~ Zd. Therefore, (4) represents a rotating wave 
with spatial symmetry Zd' and we have proved the following: 

Theorem 8.2. For generic Z.-Hopf bifurcation corresponding to the action 
z H wmz, (n ~ 2, n > m ~ 1), there is a unique branch of periodic solutions 
consisting of rotating waves with Zd spatial symmetry, d = gcd(m, n). In terms 
of the reduced equation (8.3) this branch is super- or subcritical according to 
whether PN(O) < 0 or > O. Assuming p A(O) < 0 it is orbitally asymptotically 
stable if and only if it is supercritical. 

Again either sense of rotation is possible, but not both. 



CHAPTER XVIII 

Further Examples of Hopf Bifurcation 
with Symmetry 

§O. Introduction 

In this chapter we give three illustrations of the general theory of symmetric 
Hopf bifurcation developed in Chapter XVI. We study systems with dihedral 
group symmetry On, systems with 0(3) symmetry (corresponding to any 
irreducible representation), and systems with the symmetry T2 + 0 6 of the 
hexagonallattice. For On and T2 + 0 6 we consider the stability of bifurcating 
branches. These examples illustrate several features of specific applications 
that have not yet appeared in our discussions, and they show the different 
levels at which the methods can be used. 

The case of On is discussed in greater detail and is applied to equations 
modeling a ring of coupled cells. We study how the coupling of cells affects 
the type of oscillation that may be observed in the system. The analysis was 
inspired by work of Alexander and Auchmuty [1986] on coupled oscillators, 
in particular, three identical cells with symmetric coupling, shown schematically 
in Figure 0.1. 

We sketch the main ideas and results here. Suppose that the state of oscillator 
p (p = 0,1,2) may be described by two state variables (xp, yp). Let A be a 
bifurcation parameter. Suppose that there is a matrix 

of "coupling strengths" which depends only on A (or is constant). Let 

Then this system may be modeled by the following equations: 
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Figure 0.1. Schematic picture of three symmetrically coupled identical cells. 

The form of the coupling is chosen so that it vanishes if the oscillators are 
behaving identically and is linear in the xp and yp' 

It is easy to check that these equations are equivariant with respect to the 
action of the group D3 . The subgroup Z3 permutes the variables cyclically: 

(xo, Yo) H (Xl' yd H (X2' Y2)H(XO' Yo), 

whereas the flip interchanges 

(xl,yd~(X2'Y2) 

and leaves (xo, Yo) fixed. This behavior is to be expected on geometric grounds 
because of the "triangular" symmetry of the physical system, evident in 
Figure 0.1. 

More generally we consider nonlinear coupling, assuming only that the 
symmetry is maintained, and we allow the state of each oscillator to be 
described by k variables rather than two. The most general D3-equivariant 
system of this kind is 

dxo/dt = g(x 2 ,XO,X1;A) 

dx1/dt = g(xO,X1,X2 ;A) 

dx2/dt = g(X 1,X2,Xo;A) 

where xp E IRk; P = 0, 1, 2; A is a bifurcation parameter; and 

g(u, v, w; A) = g(w, v, u; A). 

(0.2) 

A similar system can be set up representing n oscillators, by taking p = 0, 
1, ... , n - 1. It is then Dn-equivariant. 

The first step in analyzing these systems is to consider generic Hopf bifurca-
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tion for a vector field commuting with the standard action of On on [R2 == C. 
Later we shall see that nonstandard actions also enter the analysis, but (as for 
nonstandard actions of 0(2) in XVII, §l(d) the behavior in those cases may 
be derived from that for the standard action by a simple group-theoretic trick. 

The general theory of XVI shows that generically in the case of On-symmetry, 
the purely imaginary eigenvalues associated with a Hopf bifurcation are either 
simple or double. When these eigenvalues are simple, the standard Hopf 
theorem implies the existence of a unique branch of periodic solutions; here 
this corresponds to all cells oscillating with the same waveform. The analysis 
in §§1-4 deals exclusively with the double eigenvalue case. We review these 
results here. 

In §1 we show that, for the standard action of On on IC, generically there are 
(at least) three branches of periodic solutions, bifurcating from the trivial 
solution at A = O. Similar results have been obtained independently by van 
Gils and Valkering [1986]. These solutions are found by using the equivariant 
Hopf theorem, Theorem XVI, 4.1. They thus correspond to three (conjugacy 
classes of) isotropy subgroups of Dn x Sl acting on IC EB IC, each having 
a two-dimensional fixed-point subspace. One subgroup is cyclic of order n, 
and the others are isomorphic to Z2 (or Z2 EB Z2 when n is even), but the 
detailed list is slightly different in the cases n odd, n == 2 (mod 4), and n == 0 
(mod 4). Interpreted for coupled oscillators, these isotropy subgroups lead to 
the oscillation patterns shown in Figure 0.2. 

n odd 
o 
t 
o 

o 

I • I o 
~ 
o 

o 

o o 

0-0 
-I '\ 

n!2(mod4) 0 0 

\ /' 0 __ 0 

o~ 0 "'0 

'" I\; niO(mod4) 0 0 
!c t-
o'" 0';' 0 

(a) 

- 2 "./n au! of phase 
- inphose 
- ". out of phase 

• half period 

Figure 0.2. Oscillation patterns for generic Hopf bifurcation in a system of n identical 
coupled cells. 
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These patterns are deduced from the form of the isotropy subgroup, and 
their interpretation depends on the fact that On acts by permutations of the 
variables. In other On-equivariant systems the same isotropy subgroups will 
occur, but the interpretation may be different. Here the isotropy subgroups 
describe various types of phase relationship between oscillators and in some 
cases show that a particular oscillator has half the period of the others. 

In §2 we describe the most general possible form of a On X Sl-equivariant 
mapping f. The ring of invariants has four generators, and the module of 
equivariants has eight. In §3(a) we apply the results of Chapter XVI, §7, and 
show how this restricted form of f lets us find some solutions of the bifurcation 
equations, by the standard method of prescribing in advance the required 
symmetries of solutions. In §3(b) we state conditions on appropriate coefficients 
in the general form of f which determine the direction of criticality and the 
asymptotic stability of these solutions. Coefficients of high order terms, not 
just those of degree 3, are involved here; certain terms of intermediate degree 
are irrelevant to the stability assignments. 

The results for n = 4 differ markedly from those for other n. Specifically, if 
n ~ 3 and n # 4 then (subject to certain nondegeneracy conditions stated in 
§3(b» in order for any of the three branches to be stable, all three must be 
supercritical; further, exactly one branch is then stable. When n = 4, however, 
some branches can be stable when others are subcritical; further, two distinct 
branches may be stable for the same values of the coefficients in f. The detailed 
situation is summarized in §3(b). Swift [1986] has investigated the dynamics 
:n the case /1 = 4 to obtain a more detailed understanding of what occurs. 

Also in §3(b) we relate our results for On symmetry, as n becomes large, 
to the standard results for 0(2) symmetry-the "limiting case" as n .... 00. 

In particular, we explain how the three distinct types of oscillation occurring 
for On merge to give only two distinct types for 0(2). 

We apply these results in §4 to a system of /1 nonlinear cells coupled together 
in a ring, with symmetric nearest-neighbor coupling, as described previously. 
This section is divided into five parts, as follows. 

In §4(a) we introduce the general equations corresponding to an /1-ceU 
system and observe their equivariance under On" In §4(b) we specialize tem­
porarily to the case of three oscillators, to avoid combinatorial complications 
and illustrate the basic ideas. We give conditions on the Jacobian df that 
guarantee the existence of the branches of symmetry-breaking oscillations 
predicted by the general theory and describe the corresponding oscillation 
patterns. 

When n = 3 there are two types of generic behavior, depending on the 
eigenspace corresponding to the purely imaginary eigenvalues that produce 
the Hopfbifurcation. One is that there is a unique branch of periodic (orbits of) 
solutions, on which all three oscillators have identical waveforms, in phase. 
The other is that there are three branches of symmetry-breaking oscillations. 
On one branch the oscillations have the same waveform for each cell but are 
phase-shifted by 21[/3. On the second, two cells undergo oscillations that are 
identical and in phase, the third behaving differently. On the third branch, 



§l. The Action of Dn x SI 367 

two cells have identical waveforms but are out of phase by n, and the third 
has double the frequency. We also support these conclusions with numerical 
simulations, in §4(c). 

In §4(d) we discuss the case of general n, and in §4(e) we consider particular 
examples when n = 2, 4, 5. Again the case n = 4 has several peculiarities of 
its own. 

The oscillator problem raises one important issue that we have largely 
ignored hitherto. Suppose that a vector field on [R", with symmetry group r, 
undergoes a Hopf bifurcation. Then the corresponding purely imaginary 
eigenspace E is invariant under r and generically is r -simple. If, as is often 
the case, E is a proper subspace of [R", then there may be several different 
possibilities for this generic r-action, depending on the precise eigenspace 
and the accompanying representation of r x Sl. These represent different 
"modes" of behavior. (This situation is responsible for the two types of generic 
Hopf bifurcation with D3 symmetry, mentioned previously.) The generic 
behavior in each case depends on an analysis of the nonlinear system (reduced 
to the appropriate eigenspace), but which eigenspace occurs in a given applica­
tion depends on the linear analysis of the Jacobian df. 

We might add that in practice, ifthere are several modes, there will probably 
be interactions between them, leading to complicated dynamics. We do not 
pursue this problem here, but emphasize that our theorems assert the exis­
tence of certain types of periodic solution, not the nonexistence of any other 
dynamics. 

The remaining sections of the chapter are less detailed. In §5 we sketch the 
case of 0(3) symmetry. The main aim is to classify all possible isotropy 
subgroups of 0(3) x Sl having two-dimensional fixed-point subspaces, and 
we do this for all possible irreducible representations of 0(3) (on spherical 
harmonics JII). The results of XIII, §§7 and 9, are combined with the methods 
developed in XVI, §§8, 9, to compute the dimensions of fixed-point subspaces 
of twisted subgroups. The stability of the solutions found by this method is 
not discussed. 

Finally in §6 we reproduce some results of Roberts, Swift, and Wagner 
[1986J on periodic solutions of doubly diffusive convection on the hexagonal 
lattice. This applies our methods for studying symmetric Hopf bifurcation, in 
conjunction with results on the static Benard problem, Case Study 4. Eleven 
classes of time-periodic solution for problems posed on the hexagonal lattice 
are obtained. The major result here is the existence of time-periodic solutions 
whose spatial patterns change periodically in time. 

§1. The Action of Dn x S1 

In this section we do two things. We choose coordinates that make the action 
of D" x Sl on [R4 easy to compute with, and we classify the isotropy subgroups 
that occur, together with their fixed-point subs paces. 
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(a) Definition of the Group Action 

We begin by assuming that Dn (n ~ 3) acts on I[: in the standard way as 
symmetries of the regular n-gon, and on 1[:2 by the diagonal action 

Y(ZI,Z2) = (YZ1,YZZ)' 

Although Dn will in general have many distinct irreducible representations 
(there are (n + 3)/2 when n is odd, (n + 6)/2 when n is even, all of dimension 1 
or 2) there is no real loss of generality in making this assumption. Essentially 
it is possible to arrange for a standard action by relabeling the group elements 
and dividing by the kernel of the action. See §4 for further discussion. 

We recall notation for the elements of Dn. Its cyclic subgroup Zn consists 
of rotations of the plane through 0, (, 2(, ... , (n - 1)( where ( = 2n/n. The j7ip 
II: is reflection in the x-axis. In complex notation Dn acts on I[: as follows: 

(m()' Z = eim'z, 

K'Z = Z. 

We denote a typical element of SI by 8. 
To make it easier to analyze Dn-equivariant Hopf bifurcation we choose 

a simple form for the action of Dn x SI on C 2 . In fact, we use the action of 
0(2) x SI on [R4 == 1[:2 obtained in XVII, §1, and restrict it to On X SI. This 
is permissible since the standard action of On on [R2 is the restriction of that 
of 0(2), so the action of On X SI on [R2 EE> [R2 is the restriction of that of 
0(2) x SI. Then the elements of Dn x SI act on (z l' Z 2) E 1[:2 as follows: 

(a) Y(Zl,Z2) = (eiYZ1,e-iYZ2) 

(b) K(ZI,Z2) = (z2,zd 

(c) 8(ZI,Z2) = (ei9z1,eiOz2) 

(b) Isotropy Subgroups of Dn x Sl 

(1.1) 

We compute, up to conjugacy, the isotropy subgroups of On X SI. There are 
three distinct cases, depending on whether n is odd, n == 2 (mod 4), or n == ° 
(mod 4). The results are given in Tables 1.1-1.3. 

Table 1.1. Isotropy Subgroups of On X SI Acting on 1[:2, When n Is Odd 

Orbit Type Isotropy Subgroup Fixed-Point Space Dimension 

(0,0) Dn x SI {(O, O)} ° (a, 0) '/,. = {(I', -1')11' E Zn} {(ZI'O)} 2 
(a, a) Z2(K) {(z l' Z tl} 2 
(a, -a) Z2(K,11:) {(Z l' - Z tl} 2 
(a,zz) ~ (:2 4 

Z2 #- ±a, ° 
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Table 1.2. Isotropy Subgroups of Dn x SI Acting on 1[2, When n ;: 2 
(mod 4). Note That Z~ = {(O, 0), (n, n)} 
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Orbit Type Isotropy Subgroup Fixed-Point Space Dimension 

(0,0) Dn x SI {(O, O)} 0 
(a, 0) 'In = {(1', -y)ly E Zn} {(ZI'O)} 2 
(a,a) Z2(K) E8 Z2 {(ZI,ZJl} 2 
(a, -a) Z2(K, n) E8 Z2 {(ZI' -zJl} 2 
(a,z2) Z2 (:2 4 
Z2 # ia, 0 

Table 1.3. Isotropy Subgroups of Dn x SI Acting on 1[2, When n ;: ° 
(mod 4). Note That Z~ = {(O, 0), (n, n)} 

Orbit Type Isotropy Subgroup Fixed-Point Space Dimension 

(0,0) Dn x SI {(O, OJ) 0 
(a,O) 'In = {(y, -y)ly E Zn} {(ZI'O)} 2 
(a,a) Z2(K) E8 Z'z {(ZI,ZJl} 2 
(a, e2ni/na) Z2(KC) EB Z2 {(z I' e2ni/n z 1) } 2 
(a,z2) zc 

2 
(:2 4 

Z2 # ia,O 

We have also listed the fixed-point subspaces for the isotropy subgroups. 
Since three ofthese fixed-point subspaces are two-dimensional, it follows from 
the equivariant Hopftheorem, Theorem XVI, 4.1, that there are (at least) three 
branches of periodic solutions occurring generically in Hopf bifurcation with 
Dn symmetry. 

We now verify the entries in Table 1.1. If (ZjJZ2) = (0,0) then trivially the 
isotropy subgroup is Dn x SI, so we may assume (z 1, z 2) #- (0,0). By use of 8 and 
K, if necessary, we may assume that ZI = a > 0, and that (ZI,Z2) = (a,re iljl ). 

We claim that we may assume ° ::; t{I ::; (/2 = n/n [n odd]; ° ::; t{I < ( = 2n/n 
[n even]. This is trivial if r = 0, so assume r > 0. The group elements in 
Dn x SI have the form (mC 8) and (K(m(), 8) where m = 0, 1, ... , n - I. These 
group elements transform (a, re iljl ) to: 

(a) (aei[m~+81, rei[ljI-m~+81) 

(b) (rei[ljI-m~+81, aei[m~+81), 
( 1.2) 

respectively. For these group elements to preserve the form (a,z2) we must 
assume in (1.2(a» that 

m( + 8 = 2nk 

and in (1.2(b» that 

t{I- m( + 8 = 2nk 
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for some integer k. In addition, in (1.2(b» it is convenient to interchange the 
labels on rand a. In this way we obtain 

(a) (a, re i[I/!-2m(1) 

(b) (a, re i[2m(-1/!1). 
(1.3) 

Using (1.3) we can translate IjJ by 2( and flip IjJ to -1jJ. Now when n is odd, 
rotations by 2( generate the whole group Zn- Hence we may actually translate 
IjJ by (, not just 2(. It is now easy to show that every IjJ may be assumed in 
the interval ° ~ IjJ ~ (/2 as claimed. On the other hand, when n is even we can 
only assume IjJ is in the interval ° ~ IjJ ~ (. 

We now consider the three cases: n odd, n == 2 (mod 4), n == ° (mod 4). 

(i) n odd. We first show that if r i= a, ° and ° < IjJ < (/2, then the isotropy 
subgroup of (a, reiI/!) is ~. If r i= a, then (1.2(b» shows that no element 
of the form (K(m(),8) can be in the isotropy subgroup. If r i= 0, then 
our previous calculations showed that the form (a, reiI/!) is fixed only 
by 8 == - m( (mod 2n). Thus (a, reiI/!) is fixed only when 8 = m = 0, or 
8 = - n, m = n/2 when n is even. Since n is odd here, the isotropy 
subgroup is ~. 

It also follows from these calculations that (a, 0) is fixed precisely by 
(me ~mO E Zn X SI. We have now reduced to the case r = a and IjJ = 0, 
(/2. When i/J = ° we have a point (a, a) and its isotropy subgroup is 
Z2 (K) = {(O, 0), K}. Similarly, since n is odd, (a, ae i(f2) is in the same orbit as 
(a, - a) and the isotropy subgroup is Z2(K, n) = {(O, 0), (K, n)} c 0" X SI. 

Finally, the fixed-point subspaces are easily computed once the isotropy 
subgroups are known. 

(ii) n == 2 (mod 4). This is similar. In fact Z~ = {(O, 0), (n, n)} acts trivially 
on 1[:2 and hence is contained in every isotropy subgroup. Now (Dn x SI)/ 
Z~ ~ Dn/2 x SI since 0n/2 x SI C On X SI and (On/2 x SI) (\ Z~ = ~. 
There is one subtle point: the induced action of SI (when Z~ is thus 
factored out) is by e2i6 , not e i6 . The same arguments work (with 8 replaced 
by 8/2), but all isotropy subgroups are augmented by Z~. 

(iii) n == 0 (mod 4). Again (n, n) fixes 1[:2, so every isotropy subgroup contains 
Z~. The previous analysis shows that we may assume 

(1.4) 

If r = 0 then we have (a,O) and the isotropy subgroup is 2n as before. 
Otherwise r i= 0. We claim that the only elements (1.4) with r i= 0 that 
have isotropy subgroup larger than Z~ are (a, a) and (a, ae21ti /n ). 

It follows from (1.3) that for such elements any isotropy subgroup 
larger than Z2 must contain an element of the form (K(m(), 8) and hence 
interchange the coordinates. Therefore, r = a. From (1.3) we must have 

2m( - IjJ = i/J + 2kn 

so that 



§1. The Action of Dn x SI 371 

I/J = m( - kn. 

But n E Dn when n is even, so I/J = m(. Therefore, from (1.4) I/J = 0 or 
I/J = (. This leads to the two cases (a, a) and (a, eZ1ti /na). It is easy to check 
that the isotropy subgroups are as stated in Table 1.3, and that since n == 0 
(mod 4) the two isotropy subgroups Zz(K) (j1 Z'2 and Zz(KO EB Z'2 are not 
conjugate. 

Remark. When n == 2 (mod 4) the element K( is conjugate to Kn. To see this, 
let q = (n - 2)/4 and compute 

( - q()(K()(qO = K(q( + ( + q() = K(tnO = K1l:. 

It follows that Zz(KO (j1 Z'2 is conjugate to Zz(K, n) (j1 Z'2. Therefore, the 
entries in Table 1.3 also apply when n == 2 (mod 4) and provide an alternative 
description of the orbit structure in that case. 

EXERCISES 

These exercises sketch a method, due to Montaldi (unpublished), for finding two­
dimensional fixed-point subspaces for r x SI acting on a space of the form V EB V, 
without classifying the orbits of r x SI. 

1.1. Suppose that r acts absolutely irreducibly on a space V, and let r x SI act on 
V EB Vas in Remark XVI, 3.3(d). 
(a) Show that the circle group action induces on V EB V the structure of a complex 

vector space, in which re iO E C acts as scalar multiplication by r composed 
with the action of 8 E SI. (See Remark XVI, 3.3(c), for a more abstract statement 
of this fact.) 

(b) Show that every subspace of the form Fix(~) is a complex vector subspace. 
(c) If dim!! Fix(~) = 2 then dime Fix(~) = 1. Hence show that Fix(~) = C {zo} 

where Zo is a simultaneous eigenvector for all (J E ~, with eigenvalue 1. 

1.2. Suppose that ~ is a twisted subgroup of the form H O = {(y, 8(y)): y E H c q, and 
Zo is as in Exercise 1.1 (c). Show that y. Zo = e- i6(y) Zo, that is, Zo is a simultaneous 
eigenvector for all y E H, with eigenvalues e-iO(y). 

1.3. Deduce that the isotropy subgroups ~ ofr x SI with two-dimensional fixed-point 
subspaces (over IR) can be found as follows: 
(a) Select a representative Yj from each conjugacy class of r. 
(b) Compute the complex eigenvectors Zjk for Yj. 

(c) For each Zjk compute the subgroup Hjk of r consisting of all y for which 
Y·Zjk = eiO(Y)Zjk· 

(d) Show that the twisted subgroup ~jk = HJ,/ is the isotropy subgroup of Zjk 

inr x SI. 
(e) Calculate Fix(~jk) and discard any ~kj for which this has (real) dimension 

greater than 2. 
(f) Eliminate any repetitions due to conjugacy. 

1.4. Apply the preceding procedure to r = 0(2) acting on 1R2, as follows: 
(a) Representatives of conjugacy classes are K and any e E SO(2). 
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(b) The eigenvectors of K acting on 1[;2 are (1,0) with eigenvalue 1 and (0, 1) with 
eigenvalue -1. 

(c) The eigenvectors of () acting on 1[;2 are (1, i) with eigenvalue e i6 and (1, -i) 
with eigenvalue e- i6. 

(d) Compute the subgroups Hjk as in Exercise l.3(c) for Zjk = (1,0), (0, 1), (1, i) and 
(1, - i), and conclude that every isotropy subgroup with a two-dimensional 
fixed-point subspace is conjugate to Z2(K) EB Z'2 or 80(2). 

1.5. Apply the procedure to r = Do acting on ~z, and recover the classification of 
isotropy subgroups with two-dimensional fixed-point subspaces obtained from 
Tables 1.l-1.3. 

1.6. Can a similar method be used for equivariant Hopfbifurcation on a non-absolutely 
irreducible space W? If so, what changes are necessary? 

§2. Invariant Theory for Dn x S1 

In this section we find a Hilbert basis for the invariant functions (:2 -+ IR and 
a module basis for the equivariant mappings (:2 -+ (:2. The results here depend 
only on the parity of n. We therefore define 

{ n [n odd] 
m = n/2 [n even]. (2.1) 

Proposition 2.t. Let n 2 3 and let m be as in (2.1). Then 

(a) Every smooth On X SI-invariant germ f: (:2 -+ IR has the form 

f(zl,z2) = h(N,P,S, T) 

where N = IZ112 + IZ212, P = IZ1121z212, S = (ZIZ2)m + (ZIZ2)m, and 

T= i(lz112 -lz212)(zlzz)m - (ZIZ2)m). 

(b) Every smooth On X SI-equivariant map germ g: (:2 -+ (:2 has the form 

g(ZI,Z2) = A 1 + B ~_1 + C ~-m-~ + D _~ m/l [ z ] [Z2Z ] [zm-I zm] [zm+lzm] 
Z2 Z2Z2 ZI Z2 ZI Z2 

where A, B, C, D are complex-valued On X SI-invariant functions. 

Remark. The On X SI-invariants do not form a polynomial ring. There is 
a relation 

(2.2) 

PROOF. We find the invariants using Lemma XVI, 9.2, which lets us consider 
the simpler situation of complex-valued invariants. 

There is a chain of subgroups 



§2. Invariant Theory for Dn x S' 373 

SI C Zn X SI C Dn X SI. 

We find the Dn X S'-invariants by climbing the chain: first finding the SI­
invariants, then the Zn X S'-invariants, and finally the Dn x S'-invariants. 

Since SI acts on 1[:2 by 8'(ZI,Z2) = (eiOzl,eiOz2) it is clear that the SI­
invariants are generated by 

(2.3) 

with the relation 

(2.4) 

Next we compute the action ofDn on the three-dimensional space (u I , U 2 , v). 
Recall that y = 2n/n E Zn acts on (ZI,Z2) by (eiYzl,e-iYz2)' Thus 

Y'(U I ,U2,V) = (uI,u2,e2iyv). 

When n is odd, e2iy generates Zn, whereas when n is even it generates Zn/2' 
Thus, with m defined as in (2.1), Zn c Dn acts on v E I[: as Zm. Therefore, the 
Zn X Sl-invariants are generated by U 1, U2 , and 

w = vrn, w, and x = VI!. (2.5) 

Recall, however, that x = VI! = U I U2, so that x is redundant. 
The next step is to compute the action of K on the Zn X Sl-invariants, 

obtaining 

(2.6) 

It is now a straightforward exercise to show that the K-invariants on (u, w)­

space are generated by 

(a) UI + U 2 , UI U2 

(b) w + w, ww (2.7) 

(c) (u l - u2 )(w - w). 

Having found generators for the Dn x S'-invariants in (u, w)-space, we now 
translate these generators into (zl,z2)-coordinates. Note that ww = (VI!)rn = 

(u l u2 )rn is redundant. We are left with the four generators 

(a) U I + U2 = Iz,12 + IZ212 = N 

(b) U I U 2 = I Z I 121 Z 212 = P 

(c) w + w = (ZIZ2)rn + (ZIZ2t = s 
(2.8) 

(d) (U I - U2)(W - w) = [z~+1z,zT + zTzT+' Z2 - ZIZ~+I zT - z~z2zT+1] 

= -iT. 

Part (a) of the proposition follows from Lemma XVI, 10.2, noting that N, P, S 
are real-valued, whereas - iT is purely imaginary. Also (2.8) implies that 
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T Z = -(UI - uz)Z(w - w)Z = (4P - NZ)(SZ - 4pm), 

yielding the relation (2.2). 
We now turn to part (b), the derivation of the D" x Sl-equivariants. Suppose 

that g(ZI'ZZ) = (<1>I(ZI,ZZ),<1>Z(ZI,Z2)) commutes with Dn x SI. Commuta­
tivity with K implies that <1>2(ZI'ZZ) = <1>1(zz,zd. Thus we must determine 
the mappings <1>: C Z -+ C that commute with Zn X SI. The SI-equivariants 
have the form 

<1>(ZI,ZZ) = p(U,V)ZI + q(u,v)zz 

where u = (u l , uz) E [Rz and v E C are defined as in (2.3). 
The action of Zn on (2.9) produces 

(2.9) 

$(eiYzI,eiYzz) = p(u,eZiYv)eiYzl + q(u,eZiYv)e-iyzz. (2.10) 

Commutativity with Zn implies that 

$(eiYzI,eiYzz) = eiY$(zl,ZZ)· (2.11 ) 

From (2.10, 2.11) we obtain 

(a) p(u, eZiYv) = p(u, v) 

(b) q(u, eZiYv) = eZiYq(u, v). 
(2.12) 

Identity (2.12(a» states that p is Zm X SI-invariant in v, with u as a parameter, 
hence has the form 

p(u, v) = A(u, w) (2.13) 

with w as in (2.5). Similarly q commutes with Zm X SI in v, with u as a 
parameter, so has the form 

q(u, v) = a(u, vv, vm)v + /leu, VV, vm)Vm-l. 

Since vv = U 1 Uz is redundant, and vm = w we may rewrite (2.14) as 

q(u, v) = B(u l , Uz, w)v + C(u 1, Uz, w)vm- I . 

Use (2.9,2.13, and 2.15) to write 

$(ZI'ZZ) = AZI + Blzzlzzi + Czr- 1zT 
where A, B, C are functions of U l = Iz 112, Uz = IZzlz, and w = (z 1 zz)m. 

(2.14) 

(2.15) 

(2.16) 

The next step is to rewrite A, B, C in terms of the Dn x SI-invariants. Every 
polynomial in U l , Uz, w has the form 

a(ul,uZ'UluZ'w) + /l(Ul,UZ,UlUZ,W)Ul· 

Since ullzzlzZl = PZ l and ulzr- l z~ = SZl - Z;,,+lZ~, we may use (2.8(a,b» 
to rewrite (2.16) as 

$ = (AI + AzlzllZ)Zl + BllzzlzZl + ClZ;"-1 zi + Czz;,,+lzi· (2.17) 

Next, rewrite Azlzll2 + Bllzzl2 = a(lzllZ + IZzIZ) + /llzd z. Then (2.17) has 
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the form 

(2.18) 

where A, B, C, and D are functions of N, P, S, and w. 
Finally, every function of N, P, S, and w may be written as 

IX(N,P,S, w + w,(w - W)2) + {3(N,P,S, w + w,(w - W)2)(W - w). 

Now w + w = Sand (w - W)2 = S2 - 4prn, so that IX and {3 are Dn x SI_ 
invariants. Thus the Zn X SI-equivariants are given by the eight generators 

(a) ZI' IZ112Z1' zi-1Zi, zi+1zi, 
(2.19) 

(b) (w - W)ZI' (w - W)IZI12Z1' (w - w)zi- 1 zi, (w - w)zi+lzi· 

Since w - w = vrn - urn = (ZIZ2)rn - (Zlz2)m the generators in (2.19(b)) are 
redundant. In particular, the identities 

hold. 

(a) (w - W)ZI = 2zi+1zi - SZI 

(b) (w - W)IZI12Z1 = Nzi+1zi +!( -iT)ZI - !NSz1 

(c) (w - w)zi-1zT = -Np rn - 1Z 1 + pm-11z112z1 - Szi-1zi' 

(d) (w - w)zi+1zi' = Szi+lzi' - 2prn z1 

We have proved that every Dn x SI-equivariant has the form 

(2.20) 

where A, B, C, and D depend on N, P, S, and in addition, A depends on T. 
This statement is slightly stronger than part (b) of Proposition 2.1. 0 

When n = 4 there are three independent cubic equivariants 

However, when n 2 3, n #- 4, there are only two equivariant cubics (the first 
two). This has an effect on the analysis of branching and stability in D4-Hopf 
bifurcation in §3. This effect also appears in D4k , Hopf bifurcation for 
representations having kernel Dk • 

To tie up one loose end, note that when 11 = 2 the nontrivial irreducible 
representations of D2 ~ Z2 EB Z2 are one-dimensional and have kernels K 
such that D2/K ~ Z2' so effectively the problem reduces to Z2 x 8 1 acting 
on IR EB IR == I[: where Z2 acts as minus the identity. The invariants and 
equivariants for this action are the same as those of 8 1 on 1[:, namely one 
invariant generator x2 + y2 and two equivariants (x, y) and (- y, x). This 
happens because the Z2-action is the same as that of the rotation n E SI. 
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§3. Branching and Stability for Dn 

We now apply the results of the previous two sections to obtain the generic 
behavior of On-equivariant Hopf bifurcation: in particular, the branching 
equations for the three maximal isotropy subgroups found in §1, and the 
stabilities along those branches. We perform the calculations in subsection (a) 
and summarize the generic behavior in subsection (b) by drawing the possible 
bifurcation diagrams. 

(a) Branching and Eigenvalues 

The results of §2, together with Chapter XVI, imply that when n ~ 3 the 
branching equations for On-equivariant Hopf bifurcation may be written 

[ z ] [Z2Z ] [zm-l zm] [zm+lzm] = A 1 + B 1 1 + C 1 2 + D 1 2 = O. 
9 Z Z2 Z Zm-Zm-l ZmZm+l 

2 22 12 12 

(If, further, the original vector field is in BirkhofT normal form, that is, commutes 
with On X SI, then A = A' - (1 + r)i where A'(O) = i and r is the period­
scaling parameter.) As usual we solve the equations 9 = 0 by restricting 9 to 
each fixed-point subspace Fix(~). In Tables 3.1 and 3.2 we list the equations 
for each of the three maximal isotropy subgroups ~ when n #- 4; in Table 3.3 
we list them for n = 4. Note that each of the branching equations consists of 
a real and an imaginary part. The imaginary parts of these equations may be 
solved for r. The real parts contain the branching information. 

By Theorem XVI, 7.3, the asymptotic stability ofthe solutions is determined 
by the eigenvalues of dg. The SI symmetry forces one eigenvalue of dg to be 
zero; the signs of the real parts of the remaining three eigenvalues determine 

Table 3.1. Branching Equations for On Hopf Bifurcation, n ~ 3, 
n Odd or n == 2 (mod 4). Here m = n (n odd), nl2 (n even) 

Orbit Type Branching Equations Signs of Eigenvalues 

(0,0) 

(a, 0) 

(a, a) 

(a, -a) 

ReA(O,.l.) 

A + Ba2 = 0 Re(AN + B) + O(a) 
- Re(B) [twice] 

A + Ba 2 + Ca 2m - 2 + Da 2m = 0 Re(2AN + B) + O(a) 

{
trace = Re(B) ~ O(a) 

det = - Re(BC) + O(a) 

A + Ba 2 - 'Ca 2m - 2 - Da2m = 0 Re(2AN + B) + O(a) 

{
trace = Re(~ + O(a) 

det = Re(BC) + O(a) 
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Table 3.2. Branching Equations for Dn Hopf Bifurcation, 11 == 0 
(mod 4), 11 =1= 4. Here m = 11/2 

Signs of Eigenvalues Orbit Type Branching Equations 
--~---------------------------------

(0,0) 

(a, 0) 

(a, a) 

(a, e2ni/n a) 

ReA(O,).) 

A + Ba 2 = 0 Re(AN + B) + O(a) 
- Re(B) [twice] 

A + Ba2 + Ca2m - 2 + Da 2m = 0 Re(2AN + B) + O(a) 

{trace = Re(B) ~ O(a) 

det = - Re(BC) + O(a) 

A + Ba 2 - Ca 2m - 2 - Da 2m = 0 Re(2AN + B) + O(a) 

{
trace = Re(~) + O(a) 

det = Re(BC) + O(a) 

Table 3.3. Branching Equations for D4 Hopf Bifurcation 

Orbit Type Branching Equations 

(0,0) 

(a,O) 

(a, a) 

A + Ba 2 = 0 

A + (B + C)a 2 + Da4 = 0 

Signs of Eigenvalues 

Re A(O, Je) 

Re(AN + B) + Ora) 

{trace = - Re(B) + Ora) 

det = IBI2 -ICl 2 + Ora) 

Re(2AN + B + C) + O(a) 
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trace = Re(B - 3C) + Ora) 
det = ICl 2 - Re(BC) + O(a) 

(a, ia) A + (B - C)a 2 - Da4 = 0 Re(2AN + B - C) + Ora) 
trace = Re(B + 3C) + O(a) 
det = ICl 2 + Re(BC) + O(a) 

the asymptotic stability. We list here, and derive later, the signs of these 
eigenvalues. 

The isotropy subgroup of a solution restricts the form of dg at that solution 
since for z = (Zl,Z2) and y in the isotropy subgroup we have 

(dg)z y = y(dg)z· (3.1) 

For each of the three maximal isotropy subgroups ~, the action of ~ implies 
that dg has two two-dimensional invariant subspaces, namely the fixed-point 
subspace Vo on which L acts trivially and an invariant complement Vi' See 
Tables 3.4 and 3.5. 

Of course, the zero eigenvalue has an eigenvector in Yo; hence the other 
eigenvalue of dgl Vo is given by trace dgl Yo' The remaining two eigenvalues 
of dg are those of dgl Vi' 
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Table 3.4. Decomposition of 1R4 into Invariant Subspaces for I:, When 
n == 1, 2, 3 (mod 4) 

Isotropy Orbit Representative Invariant Subspaces 

'In={(-Y,Y)} (a, 0) Vo = {(w,O)} 
VI = {(O, w)}; (-y,y) acts by e- 2iy 

Z2(K) or (a,a) Vo = {(w, w)} 
Z2(K) E!1 Z~ VI = {(w, -w)}; K acts as -Id 

Z2(K, n) or (a, -a) Vo = {(w, -w)} 
Z2(K, n) E!1 Z~ VI = {(w, w)}; K acts as -Id 

Table 3.5. Decomposition of 1R4 into Invariant Subspaces for I:, When 
n == 0 (mod 4) 

Isotropy Orbit Representative Invariant Subspaces 

'In={(-Y,Y)} (a, 0) Vo = {(w,O)} 

VI = {(O, w)}; (-Y, y) acts by e- 2iy 

Z2(K) E!1 Z~ (a, a) Vo={(w,w)} 
VI = {(w, -w)}; K acts as -Id 

Z2(KC) E!1 Z2 (a, e2ni/na) Vo = {(w,e2ni/nw)} 
VI = {(w, e- 2ni/nw)}; K acts as -Id 

To compute these it is convenient to use the complex coordinates (ZI,Z2)' 
Recall that an IR-linear mapping on IC == 1R2 has the form 

W -+ IXW + f3w 
where IX, f3 E IC. A simple calculation shows that 

trace = 2 Re(IX), (3.2) 

We are now in a position to compute the eigenvalues of dg for each maximal 
isotropy subgroup L. For this purpose we write g in coordinates: 

(a) ZI = AZI + Bzizl + CzT- 1 z~ + DzT+IZ~, 
(b) Z2 = AZ2 + BZ~Z2 + CZTZ~-l + DzTz~+1. 

In these coordinates dg takes the form 

(3.3) 

dg [W1J = [Z1.Z1 WI + ZI'%1 ~1 + ZI,%2 W2 + Z1.%2 ~2J. (3.4) 
W2 Z2'%1 WI + Z2'%1 WI + Z2,%2 W2 + Z2'%2"'2 

Tables 3.4 and 3.5 show that for all n the computations will be very similar 
for the isotropy subgroups Zn, and for Z2(K)[EB Z~], but the third case, 
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namely Z2(K, n)[EB Z2] and Z2(K() E8 Z2' will differ according to the value of 
n (mod 4). Further, when n = 4 additional low order terms occur, so the results 
will be different in that case. 

Case Zn. The first eigenvalue is the trace of dgl Vo, which is the mapping 

wH(dg)(w,O) = ZI.Z,W + Zl,z,w. 

From (3.3) the trace is 2 Re ZI,z,. A computation yields 

ZI,zJa,O) = A + ANa2 + 2Ba2 + BNa4 . 

Since A + Ba2 = ° along Zn solutions we obtain the first entry in Tables 3.1, 
3.2, and 3.3. 

To obtain the remaining eigenvalues in this case, note that when n =1= 4, 
dgl VI must be a (scalar multiple of a) rotation matrix since it commutes with 
e- 2iy. Thus the eigenvalues of dgl VI are either complex conjugates or real 
and equal. In either case the required sign is equal to that of the trace. Now 
dglVl is 

WH(dg)(O,w) = Z2,Z2W + Z2,Z2W, 

Using (3.3) we see that the trace of this map is 2 Re Z2,Z2' As earlier we compute 
Z2,Z2(a,O) = A = -Ba2. 

However, if n = 4 then e- 2iy = -1, so we cannot assume that dgl VI is 
a rotation matrix. Thus we must compute both the trace and determinant of 
dg IVI' We find: 

trace = 2 Re( - B)a2 , 

det = (IBI 2 - ICl 2 )a4 • 

Case Z2(K) or Z2(K) EB Zf. The first eigenvalue in this case is the trace of 
the mapping dgl Vo, which is 

WH(dg)(w, w). 

In coordinates this is 

W -+ (Zl,z, + ZI,z,)W + (Zu, + ZI,z,)fv. 

Its trace is 2 Re(ZI,z, + ZI,zJ To evaluate this we compute 

(a) Z (a a) = A + A a + 2Ba2 + B a3 + C a2m - 1 + D a2m +1 
l'ZI ' ZI ZI ZI ZI 

+ (m + 1)Da2m 

= A a + Ba2 + B a3 - Ca2m- 2 + C a2m- 1 + mDa2m (3.5) 
ZI ZI ZI 

+ D a2m +1 z, . 

(b) Z (a a) = A a + B a3 + mCa2m- 2 + C a2m- 1 + D a2m+1 
1, Z2' Z2 Z2 Z2 Z2' 

Observe that NzJa, a) = a = NZ2 (a, a); PzJa, a) = a3 = PZ2 (a, a); Sz, (a, a) = 
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ma2m - 1 = SZ2(a, a); and 1',,1 (a, a) = 0 = 1',,2(a, a). Thus fzl = fz2 for any invariant 
function j, evaluated at (a, a). It follows from (3.6) that trace dgl Vo = 

2A a + Ba2 + 2B a3 + (m - 1)Ca2m - 2 + 2C a2m - 1 + mDa2m + 2D a2m+1 
Zl Zl Zl Zl 

{ (2AN + B)a 2 + O(a 3 ) 

= (2AN + B + C)a 2 + O(a 3 ) 

if n =I 4, 

if n = 4. 

This gives the corresponding entry in Tables 3.1, 3.2, and 3.3. 
To compute the remaining two eigenvalues in this case, we must find det 

and trace of dgl VI' In coordinates, this mapping is 

wH(dg)(w, -w) = (Zl,ZI - ZI,z)W + (ZI,ZI - Zl,Z)w. 

Its trace is 2 Re(Zl,zl - ZI,z), which we can compute directly from (3.5), 
obtaining 

Zl,ZI (a, a) - ZI,Z2(a, a) = Ba 2 - (m + 1)Ca2m - 2 + mDa2m 

{
Ba 2 + O(a 3 ) if n =I 4, 

= (B - 3C)a 2 + O(a3 ) if n = 4. 
(3.6) 

To evaluate det dgl VI we must first compute 

ZuJa,a) - Zl,z,(a,a) = Ba2 + (m - 1)Ca2m - 2 - mDa 2m• (3.7) 

From (3.3,3.6, and 3.7) we have 

detdgl VI 

= IBa2 - (m + 1)Ca2m - 2 + mDa2m l2 - IBa2 + (m - 1)Ca2m - 2 - mDa2m l2 

{ 
- 4m Re(BC)a 2m + O(a 2m+l ) 

= 8(ICf 2 - Re(BC))a4 + O(a 5 ) 

if n =F 4, 

ifn = 4. 

Case Z2(K, n) or Z2(K, n) Ei) Zf. The calculations in this case, which holds 
when n is odd or n == 2 (mod 4), are almost identical with those in the previous 
case, hence we shall be brief. 

dgl Vo = (ZI,ZI - ZI,z)W + (ZI,ZI - ZI,z)W, 

dgl VI = (ZI,ZI + ZI,z)W + (Zl,Z1 + ZI,z)W, 

The first eigenvalue is trace dgl Vo = 2 Re(Zl,ZI - ZI,z) evaluated at (a, -a). 
Calculate 

ZI.ZI (a, - a) = A + AZI a + 2Ba 2 + BZI a3 

- [CZ1 a2m - 1 + DZI a2m +1 + (m + 1)Da2m ] 

= A. a + Ba2 + B a3 + Ca 2m - 2 
"'1 Zl 

_ [C a2m - 1 + D a2m+1 + mDa2m ] 
Zl Zl ' 
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At (a, -a) we have Nz, = a = -NZ2 ; Pz, = a3 = -Pz2 ; Sz, = (_1)ma2m - 1 = 

-Sz,;and 1'., = 0 = 1'.2' Therefore.!z, (a, -a) = -h2(a, -a)foranyinvariant 
function f It follows that 

trace dglVo = 2(AN + B)a2 + 0(a 3 ). 

Also 

Z (a -a) + Z , (a -a) = Ba2 + (m + 1)Ca2m- 2 - mDa2m. l,zl ' 1,-2 ' 

Hence 

tracedgIV1 = 2 Re(B)a2 + 0(a3 ). 

To compute detdgl V1 evaluate 

Zl,Z,(a, -a) + Zl,Z2(a, -a) = Ba2 - (m - 1)Ca2m- 2 + mDa2m. 

Thus det dg I V1 = 

IBa 2 + (m + 1)Ca2m- 2 - mDa2m l2 - IBa 2 - (m - I)Ca 2m - 2 - mDa2m l2 

= 8m Re(BC)a2m + 0(a2m+1). 

Case Z2(K') ED Z2' This is the final case; it applies for n == 0 (mod 4). Define 
w = e2rri/n, so that w m = -1. Then Vo = {(z, wz)} and VI = {(z, - wz)}, where 
the action of K( on V1 is by - I d. For this calculation 

dglVo = (Zl,Z, + wZl,z,)w + (Zl,Z, + w-1Zl,Z,)W' 

dgIV1 = (Zl,z, + W- 1Z 1,Z2)W + (Zl,z, + wZl,Z,)W. 

On the orbit (a,wa) we have Nz,(a,wa) = a = wNZ2 (a,wa); Pz,(a,wa) = 

a3 = wPZ2 (a, wa); Sz, (a, wa) = - ma2m- 1 = wSZ2 (a, wa); and 1'., (a, wa) = 0 = 
w1'.,(a, wa). Thus iz, = WiZ2 for any invariant function i, evaluated at (a, wa). 

When n > 4 the calculations are much the same as in the previous case, 
except for higher order terms. We omit the details. 

When n = 4 we have w = i. On Vo we need only the trace of dg, which is 

2 Re(2AN + B - C)a2 + O(a 3 ). 

On V1 we need both trace and determinant. The trace is 

2 Re(Zl,z, - iZl,z,) = (B + 3C)a2 + 0(a 3 ). 

The determinant is 

Iz - iZ 12 - IZ iZ 12 l,z, l.Z2 l,z, + l,Z2 

= (IB + 3q2 - IB - q2)a4 + 0(a 5 ) 

= 8(1 q2 + 2 Re(BC»a4 + 0(a 5 ). 

This completes the calculations for Tables 3.1, 3.2, and 3.3. 
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(b) Bifurcation Diagrams 

In this subsection we use the information contained in Tables 3.l(a, b) to 
derive bifurcation diagrams describing the generic Dn-equivariant Hopf bifur­
cations. When n #- 4 we assume the nondegeneracy conditions 

(a) Re(AN + B) #- 0, 

(b) Re(B) #- 0, 

(c) Re(2AN + B) #- 0, (3.8) 

(d) Re(BC) #- 0, 

(e) Re(A.l.) #- 0, 

where each term is evaluated at the origin. When n = 4 we assume the 
nondegeneracy conditions 

(a) Re(AN + B) #- 0, 

(b) Re(B) #- 0, 

(c) Re(2AN + B + C) # 0, 

(d) Re(B - 3C) # 0, 

(e) Re(B + 3C) #- 0, (3.9) 

(f) IBI2 -ICl2 #- 0, 

(g) ICl 2 - Re(BC) #- 0, 

(h) I Cl 2 + Re(BC) # 0, 

(i) Re(A.l.) #- 0. 

The main result is as follows: 

Theorem 3.1. Assuming the nondegeneracy conditions (3.8) or (3.9), there exists 
precisely one branch of small amplitude, near-2n-periodic solutions, for each 
of the isotropy subgroups Zn; Z2(K) [n odd] or Z2(K) EB Zz [n even]; and 
Z2(K, n) [n odd], Z2(K, n)EBZz [n == 2 (mod 4)], or Z2(KOEB Zz [n == ° (mod 4)]. 

Assume that the trivial branch is stable subcritically and loses stability as A 
passes through 0. If n 2 3, n #- 4, then: 
(a) The Zn branch is super- or subcritical according to whether Re(AN(O) + B(O» 
is positive or negative. It is stable if Re(AN(O) + B(O» > 0, Re B(O) < 0. 
(b) The Z2(K) [EB Z'2J branch is super- or subcritical according to whether 
Re(2A N(0) + B(O» is positive or negative. It is stable if Re(2AN(0) + B(O» > 0, 
Re B(O) > 0, and Re(B(O)C(O» < O. 
(e) The Z2(K,n)[EBZz] or Z2(KOEBZz branch is super- or subcritical ac­
cording to whether Re(2AN(0) + B(O» is positive or negative. It is stable if 
Re(2AN(0) + B(O» > 0, Re B(O) > 0, and Re(B(O)C(O» > 0. 
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If n = 4 then: 
(d) The Z4 branch is super- or subcritical according to whether Re(AN(O) + B(O)) 
is positive or negative. It is stable if Re(AN(O) + B(O)) > 0, Re B(O) < 0 and 

IB(OW > Ic(OW. 
(e) The Z2(K) EB Z~ branch is super- or subcritical according to whether 
Re(2AN(0) + B(O) + C(O)) is positive or negative. It is stable if Re(2AN(0) + 
B(O) + C(O)) > 0, Re(B(O) - 3C(0)) > 0, and 1C(0)1 2 - Re(B(O)C(O)) > o. 
(f) The Z2(K() EB Z~ branch is super- or subcritical according to whether 
Re(2AN(0) + B(O) - C(O)) is positive or negative. It is stable if Re(2AN(0) + 
B(O) - C(O)) > 0, Re(B(O) + 3C(0)) > 0, and I C(OW + Re(B(O)C(O)) > O. 

PROOF. The existence of the stated branches follows from the equivariant Hopf 
theorem, Theorem XVI, 4.1. We consider their directions of criticality and 
their stabilities, using the results of §3. First suppose n ;:::: 3, n =I 4. To lowest 
order the three nontrivial branches are given by: 

(a) A. = - a2 [Re(AN(O) + B(O))]/Re A,\(O) + .. . 

(b) A. = - a2 [Re(2AN(0) + B(O))]/Re A,\(O) + .. . 

(c) A. = -a2 [Re(2AN(0) + B(O))]/ReA;JO) + .. . 

Zn 

Z2(K)[EB Z~] 

Z2(K, n)[EB Z~]. 

(3.10) 

Eigenvalues of dg with positive real part indicate stability. We have assumed 
that the steady state z = 0 is stable for ), < 0 and loses stability when A. > O. 
Hence Re A,\(O) < O. With these assumptions we can draw the bifurcation 
diagrams in Figure 3.1. The two Z2 branches are either both supercritical or 
both subcritical. 

Figure 3.1. Generic branching for Dn Hopfbifurcation, n ~ 3, /1"# 4. For any branch 
to be stable, all three must be supercritical. Exactly one branch is then stable. Note 
that higher order terms can interchange the Z2 branches. When n == 0 (mod 4) the label 
Z2(Kn) should be changed to Z2(KO and when /I is even the Zz label is suppressed. 
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(aj 

--------~c--r--_.--~--~~------.ReC 

Figure 3.2. Generic branching for D4 Hopf bifurcation. An asterisk denotes a branch 
whose stability depends on other third order terms in Table 3.3, namely Im(B) and 
1m (C). (a) Re(B) < 0; (b) Re(B) > O. 

For any periodic solution to be asymptotically stable, all three branches 
must be supercritical. Then either the Zn branch is stable (if Re B(O) < 0); 
and precisely one of the Z2 branches is stable (if Re B(O) > 0). Which of these 
branches is stable depends on the sign of Re(B(O)C(O)). Note that AN(O) 
and B(O) are cubic coefficients, but C(O) is the coefficient of a term of degree 
2m - 1. Moreover, that term is needed to determine which of the Z2 branches 
is stable, independent of the many lower order terms that may exist. 

When n = 4, however, there are three linearly independent cubic terms in g. 
In this case the branching equations take the form 
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(b) o 
II 

------~~-4---.--_+~~------.c 

Figure 3.2 Continued 

(a) A = - a2 [Re(AN(O) + B(O))]/Re AA(O) + ... 
(b) A = - a2 [Re(2AN(O) + B(O) + CCO))]/Re AA(O) + .. . 
(c) A = -a 2 [Re(2AN(O) + B(O) - CCO))]/ReAA(O) + .. . 

1..4 

Z2(K) EB Z2J 

Z2(KO EB Z2' 
(3.11 ) 

The possible configurations of branches that involve stable solutions are 
shown in Figure 3.2. (Differences in stability assignments of unstable branches 
are not indicated, for simplicity, but may be derived from Table 3.1(b).) 0 

We note two interesting features where the case n = 4 differs from all others 
(assuming the standard action of Dn): 
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(a) The two Zz branches need not have the same direction of criticality. 
(b) More than one branch may be stable for the same values of the coefficients 

of g. That is, the system may have nonunique (orbits of) stable states. 
Indeed for any choice of two out of the three isotropy subgroups we are 
considering, there are parameter values that make both of these two 
branches stable, but the third unstable. It is not possible to have all three 
branches stable simultaneously. 

See Swift [1986] for a more complete discussion of the dynamics contained 
in Hopf bifurcation with 0 4 symmetry. 

Remarks. 
(a) In Figure 3.2 those branches marked with an asterisk are stable or unstable 
depending on other coefficients noted in Table 3.3. Both possibilities can occur 
with suitable choices of coefficients. 

In one case, namely case 3 of Figure 3.2(b), there are two branches whose 
stabilities depend upon higher order coefficients. Either one of these, or both, 
may be stable, but it is easy to see that they cannot both be unstable, since 
this would require ICiz to be negative. 
(b) The preceding results are obtained on the assumption that a center manifold 
reduction has already been performed and the vector field is in Birkhoff 
normal form. By XVI, §11, they remain true when it is in Birkhoff normal 
form up to order 2m - 1. We have not considered the explicit computation 
of such a Birkhoff normal form for a general On-equivariant vector field: it 
is presumably exceedingly complicated when n is large. Also, coefficients of 
terms of order less than 2m - 1 will presumably appear in the expression 
for C(O). 

Relation with 0(2)-Symmetric Systems. Dihedral group symmetry Dn often 
arises when a continuous system, having circular 0(2) symmetry, is approxi­
mated by a discrete one. It may seem curious that there are three classes of 
isotropy subgroups with two-dimensional fixed-point spaces for Dn, however 
large 11 is, but only two classes for the "limit" 0(2). An analysis of this sheds 
some light on the approximation of a continuous system by a discrete one. 

In algebraic terms what happens is that the solutions with the two Zz 
isotropy subgroups "merge" as n --+ 00. Solutions of these types differ by a 
vanishingly small amount for large n. For example, consider for definiteness 
a tower 

0 4 C 0 8 C 0 16 c···. 

The Zz solutions are those with isotropy subgroups Zz(K) EEl Z~ and Zz(KO EEl 
Z~. Now K and K( are both reflections: the first in the real axis, the second 
in a line making an angle n/n with the real axis. These lines approach each 
other for large n. 

In addition, the coefficient C(O) that determines which of the two branches 
is stable is attached to a term of increasingly high order as n --+ 00. Thus the 
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Figure 3.3. A torus on which n stable periodic trajectories are separated by n unstable 
ones. Each family of n trajectories corresponds to a Dn-orbit under one of the two Z2 
solutions. 

distinction between the stabilities becomes more delicate. Since this coefficient 
is the one attached to the lowest order On X Sl-equivariant term that is not 
0(2) x Sl-equivariant, it is not surprising that it governs the distinction 
between On and 0(2) Hopf bifurcation. 

Geometrically, we can picture the relevant periodic solutions in the following 
way. For On think of a torus, on which n stable periodic trajectories are 
separated by n unstable ones, as in Figure 3.3. These correspond to the pair of 
Z2 branches. As n ~ 00 we get increasingly many closed trajectories, and the 
degree of instability weakens. We approach a torus foliated by a continuous 
family of periodic orbits, neutrally stable to displacements around the torus. 
Nagata [1986] has studied this picture of the dynamics in detail. 

§4. Oscillations of Identical Cells Coupled in a Ring 

We now apply the results on generic Dn Hopf bifurcation to a system of n 
identical cells coupled in a ring, as in Figure 4.1. (The literature often refers 
to "coupled oscillators," but we shall see later that the entire system may 
oscillate under conditions in which the individual cells, if uncoupled, would 
not; hence we prefer a more neutral term.) 

If we assume that the coupling between neighboring cells is symmetric, that 
is, invariant under interchanging the cells, then the entire system has On 
symmetry. The cyclic subgroup Zn permutes the cells cyclically, sending cell p 
to p + 1 (mod n); the flip sends cell p to - p (mod n). 

Such problems have been studied by a number of authors, including Alex­
ander and Auchmuty [1986], and van Gils and Valkering [1986]. Alexander 
[1986] considers the behavior of a plexus, or network of identical cells, 
possibly without symmetry. Applications include, in particular, chemical 
oscillators and biological oscillators (cells coupled via membrane transport 
of ions). The situation is considered in the seminal paper by Turing [1952] 
on morphogenesis. Tsotsis [1981] discusses the problem in the context of 
chemical reactors. Surveys in the literature include Winfree [1980]; De Kleine, 
Kennedy, and MacDonald [1982]; and Kopell [1983]. The case of two cells 
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Figure 4.1. Schematic picture of a ring of n coupled identical cells. 

has been discussed by Othmer and Scriven [1971], Smale [1974], and Howard 
[1979]. We shall describe the generic behavior, paying particular attention to 
the cases n s; 5. The results should prove applicable in a number of physical 
contexts. 

The analysis is divided into five parts. In subsection (a) we set up the 
equations and discuss their symmetries. In (b) we analyze the three-cell case, 
finding conditions under which purely imaginary eigenvalues can occur, 
deriving the corresponding representations of D 3 , and listing the patterns 
of oscillation that generically can occur. In (c) we present some numerical 
simulations of the three-cell case. In (d) we generalize the methods to the 
general case of n cells. Finally in (e) we discuss as examples the cases n = 2,4,5 
and compare our results with those of Alexander and Auchmuty [1986]. 

For simplicity we assume that the coupling is "nearest-neighbor" and that 
it is symmetrical in the sense that the interaction between any neighboring 
pair of cells takes the same form. The "nearest-neighbor" assumption may 
be relaxed, with minor changes in our conclusions, provided the symmetry 
is retained, and the method may be applied to systems having other kinds 
of symmetry-for example, four cells with any two interacting identically, a 
system with tetrahedral symmetry. Uthe coupling is asymmetric but preserves 
the cyclic symmetry, our results from Chapter XVII, §8, on 8 1 Hopfbifurcation 
can be applied instead. For various extensions of the results, see the Exercises. 

(a) The Equations 

For purposes of illustration we shall use a fairly concrete system of equations 
with linear interaction, but we shall prove our results for any system of 
equations with the appropriate symmetry. Cell p is described by two state 
variables (xp, Yp) and p is taken mod n. Then we have a system of n equations 

d 
d/xp,Yp) = F(Xp,Yp,A) + K(A)'(2xp - xp- 1 - xp+ 1 ,2yp - Yp-l - Yp+l)' 

(4.1) 
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Here F: 1R2 ~ 1R2 is an arbitrary smooth function and A is a bifurcation 
parameter. For each A, the matrix K is constant: 

The kij (which depend only on A and may be constant) represent coupling 
strengths. We have (e.g.) 

2xp - xp- l - xp+l = (xp - xp- l ) + (xp - Xp+1). 

Thus the form of the equations is chosen so that the coupling is linear, nearest­
neighbor, and symmetric, and the coupling term in K vanishes if all cells 
behave identically. The bifurcation parameter A may be present in F, or K, or 
both, depending on interpretation. 

For theoretical discussion and proofs we abstract from this system its 
symmetries and consider the more general system 

dXp/dt = g(xP - l ' xp, x p+ l ; ),). (4.2) 

Here p is taken mod n and runs from 0 to n - 1, and xp E IRk for some k, so the 
system (4.2) is on IRnk. (We shall see later that k z 2 is required for Hopfbifur­
cation, and henceforth we assume this.) We require g: IRk x IRk X IRk X IR ~ IRk 
to be a smooth function with the symmetry property 

g(u, v, w; A) = g(w, v, u; A). (4.3) 

It is easy to check that (4.1) has this symmetry when written in the form (4.2). 
Note that in (4.3) we do not assume linearity of the coupling. 

(b) Three Cells 

In this section we find conditions under which Equation (4.2) can possess 
purely imaginary eigenvalues and use group theory to analyze the resulting 
generic patterns of oscillation. To prevent complicating the argument with 
group-theoretic generalities we first consider the case of three cells, which 
illustrates the main principles. The general case is similar and will be easier 
to describe once the method has been illustrated for n = 3. 

Equation (4.2) becomes 

dxo/dt = g(X2' Xo, Xl; ),) 

dxddt = g(x O,X l ,X2;A) 

dx 2 /dt = g(X l ,X 2 ,XO;)') 

(4.4) 

where xp E IRk and A is a bifurcation parameter. Suppress the A-dependence 
in the notation and write (4.4) as 

dx/dt = G(x) 
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where x = (xo, Xl' X 2 ) E [R3k. Then we summarize the results of this section 
as follows: 

Theorem 4.1. Suppose that L = (dG)(o,).) has a pair of purely imaginary eigen­
values ± i (without loss of generality at A = 0) which cross the imaginary axis 
with nonzero speed as A passes through O. Let A and B be the matrices of 
partial derivatives dx, G and dxo G, restricted to the spaces of Xl' xo-variables, 
respectively. Then generically one of the following occurs: 

(a) The purely imaginary eigenvalues are those of A + 2B and are simple. There 
is a H opf bifurcation at A = 0, and in the resulting periodic solution all three 
cells have the same waveform and the same phase. 

(b) The purely imaginary eigenvalues are those of A - B and have multiplicity 
2. There are three branches of symmetry-breaking oscillations, with the 
following patterns: 

Isotropy subgroup Z3: The cells have the same waveforms but with phase 
shifts of 2n/3 from one to the next. 

Isotropy subgroup Z2(K): Two cells have the same waveform and same 
phase; the third oscillates with the same period but a different waveform. 

Isotropy subgroup Z2(K, n): Two cells have the same waveform but are n 
out of phase; the third oscillates with half the period. 

PROOF. The first step is to find conditions under which the linearization 
L = (dG)(o,).) can possess purely imaginary eigenvalues. Now g(x O,X 1 ,X2 ) = 

g(X2,X 1 ,XO) and we have 

dx,G = AXl 

dxoG = Bxo 

dx2 G = BX2 

for certain k x k matrices A and B. Hence in k x k block form, 

L~[: ; n 
There is a k-dimensional space Vo of vectors [v, v, v] (v E [Rk) that is invariant 
under L. Indeed 

~ !] = [i~ : ~!;~]. 
B A (A + 2B)v 

(4.5) 

Hence the eigenvalues of LI Vo are those of A + 2B. 
Let OJ = e2Td!3 be a cube root of unity in C. Then, complexifying from [Rnk to 

Cnk, we can find two other subspaces invariant under L: 
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VI = {[v,wv,wZv]lv E IRk}, 

Vz = {[v, WZv, wv]lv E IRk}. 
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A similar calculation to (4.5) shows that the eigenvalues of LI VI are those 
of A + wB + w 2B, which is A - B since 1 + w + W Z = O. Similarly LI Vz has 
the eigenvalues of A + W Z B + wB = A-B. We conclude that the eigenvalues 
of L are: 

The eigenvalues of A + 2B, 

The eigenvalues of A - B, repeated twice. 
(4.6) 

Hence L has purely imaginary eigenvalues, giving the possibility of Hopf 
bifurcation in (4.2), if and only if either A + 2B or A - B has purely imaginary 
eigenvalues. For this to occur, we must have k 2 2. We shall see that the two 
cases correspond to different representations of 0 3 and hence lead to different 
patterns of oscillation. 

In our standard notation, we have 0 3 :::> Z3 = {l, (, (Z}, and the flip is 
K E D3. The standard action of ( on the plane C is rotation through 2n/3, 
that is, multiplication by w = e21ti /3 . The actions on 1R3k are as follows: 

(XO,XI,X Z) = (xI,XZ,xo) 

K(XO'XI,xZ) = (xo,xz,xd· 
(4.7) 

We seek to decompose 1R3k into irreducible subspaces for the action of 0 3 , 

noting that every eigenspace for L is D3-invariant. Clearly both ( and K act 
trivially on vectors [v, v, v] E Vo, so 0 3 acts on Vo by k copies of the trivial 
action on IR. We assert that 1R3k = Vo EEl Wo where Wo is the sum of k copies 
of the nontrivial action of D3 on 1R2 == C. This can easily be seen directly, 
because 0 3 has only two distinct irreducible representations, and the trivial 
one occurs only on Vo. That is, if [u, v, w] is fixed by 0 3 then u = v = w, 
as is obvious from (4.5). (For On with n > 3 a little more care must be taken 
at this stage of the analysis since there are several nontrivial representations; 
see subsection (c).) 

To summarize: 1R3k breaks up as IRk EB IR Zk where D3 acts on IRk by k copies 
of the trivial representation, and on [RZk by k copies of the nontrivial represen­
tation. Explicitly, Vo = IRk is spanned by all [v, v, v] and Wo = IR Zk by all 
[v, w, - v - w] (since this is obviously an invariant complement to Vo). 

Thus generically there are two cases. In the first case the purely imaginary 
eigenvalue of L (which, of course, must be part of a complex conjugate pair) 
comes from A + 2B. It is then (generically) simple, and there is a standard 
Hopfbifurcation. Since D3 acts trivially on Vo, all three cells behave identically 
(same waveform, same phase). To put it another way, 0 3 lies in the isotropy 
subgroup of such a solution. 

In the second case the purely imaginary eigenvalue of L comes from A - B. 
By (4.4) this will have multiplicity at least 2, and generically (in the world of 
0 3 symmetry) exactly 2 by Proposition XVI, 1.4. We are then in the situation 
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of Theorem XVI, 4.1, with r = D3 in its standard representation. We conclude 
that there are (at least) three branches of oscillations, with isotropy subgroups 
'1.3, Z2(K), and Z2(K, n). We describe the interpretation of each in turn. 

The first, Z3' is the discrete analogue of a rotating wave. The waveform is 
fixed under cyclic permutation of the cells, provided phase is shifted by 2n/3. 
The oscillations thus have the identical waveform in all three cells, but a phase 
lag of 2n/3 from each cell to the next. (The phase lag may also be - 2n/3, 
which is a physically distinct solution only when the numbering of the cells 
has been chosen: it is in the same orbit under D3 x S 1.) By waveform we mean 
the trajectory of xp in phase space IRk. 

On the Z2(K) branch, the waveform is identical when Xl and X2 are inter­
changed. In other words, cells 1 and 2 behave identically, and cell 0 has a 
different waveform (not prescribed by the symmetry). 

On the Z2(K, n) branch the wa veform is identical if X 1 and X2 are interchanged 
and the phase is shifted by n. In other words, cells 1 and 2 have the same 
waveform but are exactly n out of phase, whereas cell 0 is "n out of phase 
with itself." That is, a phase shift of n produces the same waveform in cell 0, 
which is therefore oscillating with double the frequency of cells 1 and 2. The 
exact shape of the waveform is not prescribed by the symmetry approach, 
but will be nearly sinusoidal close to the bifurcation point. 0 

At least with our current techniques, it is a more complicated matter to 
determine whether the bifurcation is super- or subcritical, and which branch 
(if any) is stable. Before the results of §3 can be used, G must be Liapunov­
Schmidt or center manifold reduced to the appropriate eigenspace. Certain 
cubic terms will distinguish stability of Zn or some Z2 branch; suitable fifth 
order terms will determine whether Z2(K) or Z2(K, n) is stable. In addition, 
the signs of the real parts of the other eigenvalues of(dG)o,o must be computed 
in order to determine asymptotic stability. We shall not pursue this problem 
here. 

Remark. In the notation of(4.1) we have 

A = (dF)(o,J.) + 2K 

B= -K 

so the relevant eigenvalues are those of 

(dF)(o,J.) (once), (dF)(o,J.) + 3K (twice). 

In the second case, where the bifurcation breaks symmetry to Z3' Z2(K), or 
Z2(K, n), it is possible for (dF)(o,J.) to have eigenvalues with negative real part. 
That is, if the coupling is removed (K = 0), then the individual cells need not 
be capable of oscillating on their own, This effect was noticed for two coupled 
cells by Smale [1974]. Loosely speaking, the coupling, rather than instabilities 
of individual components, can be the source of the oscillation. 
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(c) Numerical Simulations 

We have performed some numerical experiments on a system of the form (4.1), 
taking 

[ -4 
F(x,y,},) = -1 

(4.8) 

where 

[ -4 
K(A)=-A -2 

When A = 1.05, p = - 5, q = 30 we observe Z3 symmetry. The three wave­
forms (plotted for the x-variable) are shown in Figure 4.2, and the fact that 
they are identical but phase-shifted by 2n/3 is clear. Plotting trajectories in 
the three phase planes (xp, yp) we observe identical limit cycles, with the three 
phase points traversing them at three roughly equally spaced points. 

When A = 1.2, p = - 5, q = - 50 a stable periodic solution with Zz(K, n) 
symmetry is observed. (This observation does not imply that this solution is 
stable at the point of Hopf bifurcation. In fact, a calculation by M. Silber 
using the specific form of the equation (4.8) shows that it is not.) Now two 
cells traverse the same limit cycle n out of phase, and the third remains steady 
at the origin. By varying additional fifth order terms the Zz(K) solution should 
be obtainable, although we have not attempted this. (We remark that other 
kinds of behavior appear to be observed in the numerical solutions, notably 
quasiperiodic oscillation. This might be expected as a secondary bifurcation 
linking distinct primary branches.) 

The fact that one cell is steady in this simulation deserves comment. Suppose 
that F is odd, so that F( - x, - y) = - F(x, y). Then D3 x Zz C D3 X Sl 
commutes with the vector field, where Zz = {O, n}. It follows that the fixed­
point suspace for!: = Z2(K, n) c D3 x Zz is invariant under the flow. But 
this subspace is the set of vectors [0, v, - v]. In other words, cell 0 stays at 
the origin, hence is steady. 

Even if F is not odd, we can put the vector field into Birkhoff normal form 

Figure 4.2. Numerical solution of (4.8) showing three identical waveforms, 2n/3 out 
of phase. Here A. = 1.05, p = - 5, q = - 50. 
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Figure 4.3. Numerical solution of (4.8) showing two identical waveforms, 11: out of 
phase, and a third with half the period. Here ), = 1.1, p = - 5, q = - 50, r = 10, s = O. 

up to arbitrarily high order so that in particular the normal form commutes 
with Z2' It is tempting to conclude that for the Z2(K, n) branch one cell is 
always steady. That this is not the case is shown by Figure 4.3, obtained from 
(4.8) by adding terms 

r[(X2 + yl)2] + s[ ° ] ° (x2 + y2)y 

to F, again at A = 1.1, p = - 5, q = - 50, r = 10, s = 0. Instead of the third 
cell's being steady, it exhibits a small-amplitude oscillation at double the frequency 
of the other two, and these latter are out of phase with each other. This is 
precisely what is predicted by the symmetry analysis. Thus in this example 
the dynamic behavior can definitely be changed by a symmetry-breaking 
"tail" of arbitrarily high order occurring in the reduction to Birkhoff normal 
form. 

(d) The General Case 

We now turn to the general case of n cells, described by (4.1). We will prove 
the following: 

Theorem 4.2. Suppose that L = (dG)(o.J.) has a pair of purely imaginary eigen­
values ± i (without loss of generality at A = 0) which cross the imaginary axis 
with nonzero speed as A passes through 0. Let A and B be the matrices of partial 
derivatives dx, G and dxo G, restricted to the spaces of x 1- and xo-variables, 
respectively. Then generically the purely imaginary eigenvalues of L are those 
of A + IjB where lj = 2 cos 2nj/n, ° ~ j ~ n - 1. They are simple if j = 0, or 
if j = 11/2 [/1 even], double otherwise. The resulting oscillation patterns may be 
described by using the results of §3, applied to a particular representation Pj 
ofDn • 

Remarks. 
(a) To avoid group-theoretic generalities we describe the use of Pj and give 
examples in subsection (e). 
(b) The double eigenvalue does actually occur, for all n; see Exercise 4.6. 
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PROOF. Let ( = e21ti/n be a primitive nth root of unity in IC. (We also use ( to 
denote a generator of Dn, but since this acts on C as multiplication by e27ti/n 

no confusion should arise.) Recall that 

To find the eigenvalues of L we complexify. Define the space of vectors 

l'J = {[v, (iv, (2i v, ... , (n-l)jv]: v E IRk}. 

Then 

e k = Vo EEl VI EEl ... EEl v,,-l' 
The linearization L = (dG)(o.~) is 

A B 
B A B 

B A B 
B A B 

n 

B 

B 

B A B 

B A 

(4.9) 

where A and Bare k x k matrices. This banded ("circulant") structure of 
course comes from the nearest-neighbor coupling. Now 

L[v,(jv,oo.,(n-l)jv] = (A + «(j + (n-l)j)B)[v,(jv,oo.,(n-l liv], 

whence the eigenvalues of LI "l are those of A + «( j + (n-l)j)B, that is, of 
A + «( j + ej)B = A + IjB where Ij = 2 cos 2nj/n. 

For example, when n = 3 we have 

as before. 

j = 0: A + 2 cos 0 . B = A + 2B 

j = 1: A + 2 cos(2nI3)B = A - B 

j = 2: A + 2cos(4nI3)B = A - B 

Since cos( - 0) = cos 0 these occur in pairs, Ij = I._j , except for j = 0 [n odd] 
andj = 0, nl2 [n even]. 

Provided k ~ 2 there can be purely imaginary eigenvalues of A + IjB for 
any j. Generically these will be simple on l'J. Because of the way the Ij pair up, 
purely imaginary eigenvalues of L will generically be simple for j = 0 [n odd], 
and j = 0, nl2 [n even]; and of multiplicity 2 for all other j = 1, 2, ... , [nI2] 
[n odd], 1, 2, ... , tn - 1 [n even]. The simple eigenvalue case corresponds 
to ordinary Hopf bifurcation whenj = 0 and to a type of Z2 Hopf bifurcation 
when j = nl2 (see following discussion); the double eigenvalue case is sym­
metric Hopf bifurcation of the type studied in Chapter XVI. 0 
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The relevant action of On depends on the value of j, and we describe the 
results in the following. They may be proved by a complexification argument, 
by direct calculation, or by abstract representation theory. They are sufficiently 
natural that a proof would be superfluous. Let Pj be the representation of On 
on IC given by 

(rotation due to , E Zn) 

(flip K) 

when j =I 0, n/2, Let Po be the trivial representation on III If n is even let Pn/2 
be the representation on IR given by 

ZH-Z 

ZHZ 

(rotation) 

(flip). 

Suppose that a Hopf-type bifurcation occurs when eigenvalues of A + IjB 
cross the imaginary axis with nonzero speed, with generic assumptions on 
multiplicity (simple for j = 0, n/2; double for all other j). Then the action of 
On on the corresponding imaginary eigenspace is (isomorphic to) Pj' From this 
we can predict the possible patterns of oscillation. To do this, observe that Pj 
can be obtained by composing the standard representation of a suitable 
dihedral group Dn with a homomorphism 

<Pj: Dn - Dn 

sending the rotation generator, E Dn to ,j and sending Ie to itself. The group 
D is the image of Dn under <Pj and is a dihedral group Dq where 

q = nih, h = gcd(n,j). 

Thus we may apply the general theory for Dq and reinterpret the results for 
the original system of n cells. Essentially the effect is to bunch them into sets 
of size h (corresponding to co sets of Zh in Zn), all cells in one such set behaving 
identically; in addition the waveforms on the q sets of cells so obtained behave 
like the waveforms for a system of q cells with standard Dq-action. Rather 
than prove these assertions in general (they are combinatorially somewhat 
complicated exercises in elementary group theory) we describe in the next 
section examples, for low n, which exhibit the typical features of the analysis. 

(e) Examples 

We have already studied the case n = 3; here we look at n = 2,4, and 5. 

n = 2. There are exceptional features to D2 -for example, its irreducible 
representations are all one-dimensional-but the preceding general theory 
still applies provided we take care with the group actions. We have 10 = 2, 
11 = - 2, so the eigenvalues of L are those of A ± 2B. The corresponding 
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representations of O2 on [RZ == C are trivial «(. z = z) or "standard" «(. z = - z, 
K' Z = z). In the first case the isotropy group is Zz (both cells have identical 
waveforms and are in phase). In the second case it is Z~ = {(O,O),(n,n)}. So 
a spatial rotation by n (interchange cells) is compensated for by a phase shift 
of n. In other words, they oscillate with identical waveforms but n out of 
phase. We thus recover a result of Othmer and Scriven [1971]. 

n = 4. Now 

10 = 2cosO = 2 

Iz = 2 cos n = - 2 

II = 2 cos n/2 = ° 
13 = 2 cos 3n/2 = O. 

There are three cases: purely imaginary eigenvalues of A + 2B (simple, yielding 
the representation Po of D4 ); A (double, pd; and A - 2B (simple, Pz)· The 
typical oscillation patterns in these cases are given in Golubitsky and Stewart 
[1986b], Fig. 8.1. 

The case pz deserves comment as it is a prototype for Pion Dn when It and 
I have a common factor. The invariant subspace on which pz occurs consists 
of all vectors [v, - v, v, - v] for v E IRk. On this, , acts as - I d and K acts 
trivially. So we get k copies of the one-dimensional representation 

,·x = -x, K'X = X 

on IR. There is a unique isotropy subgroup generated by ,2, K, and «(, n). 

It = 5. Here 

II = 14 = 2 cos 2n/5 = r - 1 

12 = 13 = 2cos4n/5 = -r 

where r is the golden number !(j5 + 1). Again there are three cases: purely 
imaginary eigenvalues of A + 2B (simple, Po); A + (r - 1) B (double, pd; and 
A - rB (double, Pz). The oscillation patterns for PI are shown schematically 
in Figure 0.2. 

The case pz is a prototype for Pion On when n and I are coprime but I =f. 1. 
We can obtain pz by composing the standard PI with the map ( --+ (2. This 
has the effect of reordering the cells from 01234 to 02413 (replacing the 
pentagon with the pentacle). If the patterns for PI are relabeled in this order, 
the patterns for pz result. Note that the Zz(K) solutions for PI and pz yield 
the same pattern. This happens because the map y H yZ defines an auto­
morphism of On which preserves the orbits of Zz(K) and interchanges the two 
representations PI and Pz' 

Alexander and Auchmuty [1986J have also considered Hopf bifurcation 
in rings of oscillators. They work in a different context, seeking solutions in 
which all cells have identical waveforms xp(t), with possible phase lags. This 
ansatz rules out solutions other than those with isotropy subgroup Zn from 
those found previously. In their corollary to Theorem 2 they prove (in a 
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"global" context) the existence of this Zn branch. Further, when n = 4(or more 
generally n = 4k) they find a torus of periodic solutions of the form 

xo(t) = pet) 

x 1 (t) = pet + X) 

x 2 (t) = pet + n) 

x 3 (t) = p(t + n + X) 

(4.10) 

where X is an arbitrary phase shift. (When X = n this is our Z2(K) solution.) 
However, the existence of these solutions requires restrictions both on the 
equations for each individual cell on W (they must be odd) and on the 
couplings between oscillators. See Fiedler [1987]. 

EXERCISES 

4.1. Analyze possible oscillation patterns for a ring of six cells. Pay special attention 
to P2 and P3, whose subscripts divide 6. 

4.2. Develop a similar analysis for interactions that are not nearest-neighbor but still 
have Dn symmetry. Show that the linearization L has the form 

A B1 B2 B3 B2 B1 

B1 A B1 B2 B3 B3 B2 

B2 Bl A Bl B2 B3 
....................................... 

B3 B2 B1 A B1 B2 

B2 B3 B2 B1 A B1 

B1 B2 B3 B2 B1 A 

and that the eigenvalues of L are those of L j , where 

Lj = A + «(j + C j)B1 + Wj + C 2j )B2 + .... 

If Lj has purely imaginary eigenvalues show that (generically) oscillatons of pattern 
determined by the representation Pj of Dn occur, just as in the nearest-neighbor 
case. 

4.3. Consider a system of four cells with complete symmetry under all permutations 
(equivariance under the symmetric group 84 ). Show that 

L_[~ ~ ; n 
Determine its eigenvalues and the corresponding representations of 84 . Hence 
classify the 84 oscillation patterns. 

(Remark: It is possible to perform a similar analysis for a system of identical 
cells coupled according to some (possibly directed) graph, in terms of the action 
of the automorphism group of that graph.) 
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4.4. Let Dn act irreducibly on \R 2 . Complexify to get an action ofDn on C2 and consider 
the induced action of Zn on C2 = C EB Co This, in suitable coordinates, must be 
given by 

(4.11) 

where ~ generates Zn and, = e2ni/n. Show that q = - p. Conversely, if Dn acts on 
C2 in such a way that Zn acts by (4.11) with q = - p, show that there is a real 
subspace \R 2 (invariant under the flip K) on which Dn acts via pp • 

4.5. Verify the assertion in the text that for eigenvalues of A + IjB crossing the 
imaginary axis, the relevant representation of Dn is Pj' (Hint: First consider the 
action of Zn on a complexification, with eigenvectors 

Pair complex conjugates to obtain real invariant subspaces for Dn of dimension 2 
and analyze the resulting action.) 

4.6. Show by constructing explicit examples that the double eigenvalue case of Theorem 
4.2 can occur for all n. (Comment: As stated, this is straightforward. To show that 
the double eigenvalue case can occur as the first bifurcation from a stable steady 
state is considerably more tricky.) 

4.7. Analyze a system of n identical cells with unidirectional coupling, equivariant 
under Zn rather than Dn. Show that there exist various branches of rotating waves, 
one for each representation of Zn that can occur. 

§s.t Hopf Bifurcation with 0(3) Symmetry 

In this section we summarize, without proofs or calculational details, the infor­
mation on Hopf bifurcation with spherical symmetry that can be obtained 
by the methods of Chapter XVI, §§4 and 9. We give for each irreducible 
representation l-j of the orthogonal group 0(3), a list of isotropy subgroups 
L c 0(3) X Sl for which our methods prove the existence of a branch of 
periodic solutions. We do not consider whether other periodic branches 
or other kinds of dynamics may occur; neither do we compute stabilities. 
Specifically, we classify those L for which dim Fix(L) = 2, when V is any 
irreducible representation of 0(3). 

We begin by recalling the results of Chapter XIII on representations of 0(3). 
There are two distinct irreducible representations in each odd dimension 
21 + 1, defined in terms of the space V, of spherical harmonics of degree I. 
This consists of homogeneous polynomials of degree 1 in x, y, z satisfying 
the Laplace equation. We decompose 0(3) as Z~ liB SO(3), where Z~ = {± I}, 
and let y E SO(3) act on V, in the standard way: 

yp(x, y, z) = p(y(x, y, z)) 

for p E l-j. If - I E Z~ acts as the identity on l-j, we have the plus representation 
of 0(3); if as minus the identity on l-j, we have the minus representation. The 
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Table 5.l. Isotropy Subgroups of 0(3) x SI on V; EB V;, Having 
Two-Dimensional Fixed-Point Subspaces 

Value of I 
J Plus Minus 
(See note [3]) Type of K Twist O(H) Representation Representation 

0(2) II ~ Even I 
0(2) I Z2 Even I 
0(2) II Z2 Odd I 
0(2) III Z2 Odd I 
SO(2) II Sl[k=l, ... ,I] Alii 

(See note [1]) 
SO(2) III Sl[k=I, ... ,I] Alii 
~ II ~ 6,10,12,16,18, 

20,22, 24, 26, 
28,32,34,38, 
44; 21, 25, 27, 
31,33,35,37, 
39,41,43,47, 
49,53,59 

Z2 6, to, 12, 16, 18, 
20,22, 24, 26, 
28,32,34,38, 
44; 21, 25, 27, 
31,33,35,37, 
39,41,43,47, 
49,53,59 

II 4,6,8, to, 14; 
9,13,15,17, 
19,23 

Z2 4,6,8,10,14; 
9,13,15,17, 
19,23 

0 II Z2 6, to, 12, 14, 16, 
20; 

3,7,9,11,13,17 
III Z2 6, to, 12, 14, 16, 

20; 
3,7,9,11,13,17 

If II Z3 2,4,6; 5, 7, 9 
If J Z6 2,4,6;5,7,9 

Dn J Zz 1/2 < n S I 
Dn II Z2 1< n s 21 
(See note [2]) 

Notes. 
[1] For SI twists, B: SO(2) --+ SI is given by B(t/I) = kt/l and k = 1, ... , I occur. 

[2] For D., II is Z~ EB Z •. 
[3] Here H6 = Z~ EB J is the isotropy subgroup, and K = ker O. 
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natural representation, occurring in most applications, has sign ( - I f This is 
the action induced on Yt by the standard action of 0(3) on 1R3. 

Recall that 0(3) has three types of subgroup: 

(I) Subgroups of SO(3), 
(II) Subgroups containing Z'2, 

(III) Subgroups intersecting Z'2 trivially but not contained in SO(3). 

These are classified up to conjugacy as follows: 

Class I: SO(3), 0(2), SO(2), ~,O, T, D., Z.; 
Class II: Z'2 EEl Type I; 
Class II I: O(2f, 0-, D! (n ;;:: 2), D~. (n ;;:: 2), Zz. (n ;;:: I). 

See Chapter XIII for notation and precise definitions. 
Let He be an isotropy subgroup of 0(3) x S1 with two-dimensional fixed­

point subspace. Here H c 0(3) and 8: H -+ S1 is a twist, as in XVI, §8. It 
turns out that H is always of type II, so that H = Z'2 EEl J for J c SO(3). In 
almost all cases, He is determined up to conjugacy by the type (I, II, or III) 
of K = ker8. The results are summarized in Table 5.1. We have corrected 
a minor error in the original list of Golubitsky and Stewart [1985]. 

For concreteness, we summarize the classification for the "natural" (-Ii 
representation for I ::;:; 6 in Table 5.2. This is just a reformulation of parts of 
Table 5.1 and may easily be extended to alII by combining the even I entries 
in the "plus" column of Table 5.1 with the odd I entries in the "minus" column. 
(For this reason the even and odd entries are separated in Table 5.1.) However, 
the remarks of Chapter XV, §5, should be borne in mind: in typical applica­
tions (e.g., to the spherical Benard problem) large values of I are likely to apply 
only in extremely small parameter ranges, and more complicated dynamics 
via mode interactions can be expected. 

One amusing entry in Table 5.1 is the Z3-twisted tetrahedral group, occurring 
when 1= 2, 4, 5, 6, 7, 9. This represents an oscillation having tetrahedral 
symmetry (cubic when A. is even since (- I, 1t) E 0(3) x S1 acts trivially) except 
for phase lags of ± 2n/3 distributed in a certain way. Notice that the tetrahedral 
group does not occur as an isotropy subgroup (with one-dimensional fixed­
point subspace) in static 0(3) bifurcation; see Chapter XIII, §9. 

The calculation, which is group-theoretic in nature, is described in some 
detail in Golubitsky and Stewart [1985], §15. (An error in §14, I, of that paper 
led to the inclusion oftoo many Z2-twisted dihedral subgroups. The "type IIA 
D.s" in their Table 14.1 are conjugate to subgroups of the "type lIB D.s" and 
must be omitted.) The main tools are the trace formula of Theorem XVI, 9.1, 
and an analysis of which twists 8 are possible. Define the twist type of H to 
be the image 8(H) c S1. For instance, H has twist type Z3 if 8(H) = Z3, and 
so on. The possible twist types for H can be determined group-theoretically 
from the structure of H and are as in Table 5.3. With the exception of the 
Z'2 EB Z. entry, only the twist types ~, Z2' Z3, and Z6 occur. These may be 
dealt with by using the trace formula, Theorem XVI, 9.1. A maximality 



402 XVIII. Further Examples of Hopf Bifurcation with Symmetry 

Table 5.2. Low-Dimensional Isotropy Subgroups of 
0(3) x SI on l'; EEl l'; with the Natural (-1)' Representation, 
Having Two-Dimensional Fixed-Point Subspaces 

Number of Branches 
Given by Equivariant 

Twist 8(H) J Hopf Theorem 

Z2 0(2) 2 
8 1 [k = 1J 80(2) 

2 0(2) 5 
Zz D4 
Z3 lr 
8 1 [k = 1,2J 80(2) 

3 Z2 0(2),0, D 2, D3 7 
8 1 [1 :::; k :::; 3J 80(2) 

4 0(2),0 9 

Z2 D6, DB 
Z3 lr 
8 1 [1 :::; k :::; 4J 80(2) 

5 Z2 0(2), D 3, D4, Ds 10 
Z6 lr 
81 [1 :::; k :::; 5J 50(2) 

6 ~ 0(2), D, 0 14 
Z2 0, DB' DID' D12 
Z3 lr 
51 [1 :::; k :::; 6J 80(2) 

Note. Here H = Z~ EB J twisted bye. 

Table 5.3. Possible Twist Types for Closed 
Type III Subgroups of 0(3) 

H 

0(3) 
Z'z 81 0(2) 
Z'z 81 80(2) 
Z'z 81 D 

Z'z 810 
Z'z 81 lr 
Z'z 81 Dn 
Z'z 81 Zn 

Twist Types 

~, Z2 
~, Zz 
~, 81, Z2 
~, Z2 
~, Z2 
~, Z2, Z3' Z6 
~, Zz 
~, Zd (dl2n [n oddJ, din [n evenJ) 
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argument, based on the fact that Zn C 8 1, shows that twisted Z2 EEl Zns do not 
occur. The remainder of the proof consists of a case-by-case calculation of 
dim Fixv,(±)v,(H8 ) and will not be given here. . 

The stability of the periodic solutions listed in Table 14.2 for 1 = 2 IS 

analyzed by Iooss and Rossi [1987]. They find that four of the five solutions 
can be asymptotically stable for suitable parameter ranges, the exception 
being one of the rotating waves (J = 80(2) and k = 1). They also find emanat­
ing from this bifurcation quasiperiodic motions, which appear to correspond 
to an isotropy subgroup whose fixed-point subspace is of dimension higher 
than 2. 

EXERCISES 

5.1. Let V2 be the five-dimensional representation of 0(3) and consider 0(3) x SI 
acting on V2 EEl V2 . Show that V2 EEl V2 may be identified with the space of 3 x 3 
symmetric trace 0 matrices A with complex entries. Show that the action of 
0(3) x SI can be put in the form 

Y'A = i,-IAy 

B'A = eioA 

h' E 0(3» 

(8 E SI). 

5.2. Show that for any integers kj , lj the function V2 EEl V2 -> IC 

tr(Ak'A/' ... Ak'A/') 

is 0(3)-invariant. Show that under the action of B this function is multiplied by 
e(k, + ... +k,-/,- ... -/,)iO and hence that suitable products of such functions are also 
SI-invariant. In particular, show that 0(3) x SI has the foHowing IC-valued 
invariants: 

Order 2: tr AX; 
Order 4: tr(A 2 /p), tr(AA)2, (tr A 2 )(tr A2), (tr AA)2; 
Order 6: (tr A 3)(tr A 3 ), (tr A 2 A)(tr AA2), plus products of lower order in­

variants. 

(Remark: The real and imaginary parts are then ~-valued invariants. In fact a 
Hilbert basis for 0(3) x SI acting on V2 EEl V2 can be formed from functions of 
this type. The main result needed to complete the analysis is Formula (2.2) of 
Spencer and Rivlin [1959], which gives a Hilbert basis for 0(3) acting on V2 EEl V2 .) 

§6. t Hopf Bifurcation on the Hexagonal Lattice 

In Case Study 4 we described the branching of steady-state solutions for the 
simplest bifurcation problems set on a (planar) hexagonal lattice. We indicated 
there how such steady states correspond to (small-amplitude) solutions of the 
Boussinesq equations, which, in turn, represent time-independent, spatially 
(doubly) periodic states for the Benard problem in the infinite plane. In this 
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section we extend the analysis to describe typical small-amplitude time­
periodic solutions that may be obtained by Hopf bifurcation in differential 
equations posed on the hexagonal lattice. These results are due to Roberts, 
Swift, and Wagner [1986], and details may be found in their paper. Such 
periodic states are not of importance for the classical Benard problem, since 
the first eigenvalue (in A) of the Boussinesq equations is always real. However, 
in doubly diffusive convection in a horizontal planar layer, the first eigenvalue 
may be purely imaginary, and these results are then relevant. See Turner 
[1974], Huppert and Moore [1976], and Nagata and Thomas [1986]. We 
note here only that thermal diffusion is one of the diffusive processes, whereas 
the other may, for example, be salt or magnetic diffusion. 

Roberts, Swift, and Wagner [1986] prove that generically at least eleven 
branches of periodic solutions are spawned from the simplest Hopfbifurcation 
on the hexagonal lattice. These periodic solutions fall into three classes: 

(i) Four standing waves corresponding to branches of steady-state solutions 
on the hexagonal lattice. These correspond to fluid motions with associated 
patterns that are both time-independent and fixed in space. 

(ii) Three traveling waves for which the spatial pattern of the corresponding 
fluid motion is time-independent but moves with constant speed in a fixed 
direction in the plane. 

(iii) Four periodic solutions whose corresponding fluid motions have spatial 
patterns that vary periodically in time. 

From a physical point of view, the type (iii) solutions are the most remarkable 
and the most interesting. 

In the remainder of this section we sketch how these three classes of solu­
tions may be found. First we clarify what we mean by bifurcation on the 
hexagonal lattice. Recall that if k l' kl E [Rl are two unit vectors satisfying 
k1 . kl = -t, then the hexagonal lattice is 

L = {n1k1 + n1 k2 : n1,n2 E Z}. 

Although we consider differential equations defined on [R2 that are invariant 
under the full Euclidean group of rotations, reflections, and translations, we 
seek only solutions that are doubly periodic with respect to the lattice L. 
This restriction implies that any resulting bifurcation problem commutes 
with the group 

r = T2 + D6 

(where the + indicates a semidirect product). 
In Case Study 4, § 1 (a), we argued that the simplest steady-state bifurcation 

problems consistent with these assumptions reduce (via Liapunov-Schmidt) 
to r-equivariant bifurcation problems 

h: V x [R --+ V 

where V is a six-dimensional vector space generated by three independent 
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roll states 

Each exponential contributes two real dimensions to V, namely its real and 
imaginary parts. In Case Study 4, §l(b), we showed that r acts absolutely 
irreducibly on V. 

Similarly, the simplest Hopf bifurcations (from r -invariant states) must, by 
our general theory, reduce to r-equivariant bifurcation problems 

g: (V EB V) x IR --+ V EB v. 
By Theorem XVI, 4.1, we may find periodic solutions on the hexagonal lattice 
by classifying those isotropy subgroups of r x Sl acting on V EB V that have 
two-dimensional fixed-point subspaces. It is this group-theoretic problem 
which is solved in Roberts, Swift, and Wagner [1986]; there are eleven such 
isotropy subgroups up to conjugacy. 

Four of them-the type (i) solutions-may be found directly by recalling 
another issue raised in Case Study 4. The steady-state solutions on the 
hexagonal lattice depend crucially on whether the midplane reflection is a 
symmetry of the original differential equation. If it is, we find rolls, hexagons, 
regular triangles, and patchwork quilts; if not, then only rolls and hexagons 
occur generically. 

When the midplane reflection acts on V, it does so as - I d. But in Hopf 
bifurcation the phase shift n E Sl always acts on V EB V as - I d. Hence the 
action of the midplane reflection is effectively identified with a phase shift. 
Thus, Theorem XVI, 9.1(a), implies the existence of four branches of time­
periodic standing waves, having the spatial symmetries of rolls, hexagons, 
regular triangles, and patchwork quilts. 

We now turn to the other seven types of solution. First we describe the way 
(T2 + 0 6 ) X SI acts on V EB V. Identify V with 1[3 and V EB V with 1[6, and 
denote the complex coordinates on 1[6 by (z, w) = (ZI,Z2,Z3, WI' w2 , W3)' The 
action of T2 x SI is: 

(a) [0 0] '(z w) = (e- i8 ,z ei(O,+02)~ e- i82 z eiO,w e- i(O,+02)w ei02w ) 
I, 2' I' "'2, 3, 1, 2, 3 

for [01 , O2 ] E T2; (6.1) 

(b) t/I. (z, w) = eil//(z, w) for t/I E SI. 

Now 0 6 is generated by 0 3 and an element r of order 2. Choose r so that 

r(z, w) = (w, z). (6.2) 

The group 0 3 is isomorphic to the permutation group S3 on three symbols 
and acts on (z, w) by permuting the zs and ws separately. For example, the 
cyclic permutation (123) acts on 1[6 by 

(6.3) 

Table 6.1 lists the eleven isotropy subgroups and their (two-dimensional) 
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Table 6.1. Isotropy Subgroups with Two-Dimensional Fixed-Point 
Subspaces for (T2 + 06) X SI Acting on C6 

Spatial 
Symmetries Spatiotemporal Fixed-Point 
in T2 + D6 Symmetries Subspace Name 

(1) [0,02 ] {[ n, 0], n} Z2 = Z3 = 0 Standing rolls 
(23) W=Z 

r 
(2) D6 ZI = Z2 = Z3 Standing hexagons 

w=z 

(3) D3 {r, n} ZI=Z2=Z3 Standing regular 
W= -z triangles 

(4) (23) {[O,n],n} ZI = 0 Standing 
Z2 = Z3 patchwork quilt 

r W=Z 

(5) [0,02 ] {[1/t,0], I/t} Z2 = Z3 = 0 Traveling rolls 
(23) w=o 

(6) (13) {[I/t, I/t], I/t} Z2 = 0 Traveling 
ZI = Z3 patchwork 
w=o quilt (1) 

(7) r o (13) {[I/t, -1/t],I/t} Z2 = Z3 = 0 Traveling 
W=Z patchwork 

quilt (2) 

(8) D3 {[2n/3, 2n/3], 2n/3] ZI=Z2=Z3 Oscillating 
w=O triangles 

(9) r 0 [0, n] {(13) 0 [n/2, n/2], n/2]} ZI = WI = Z3 = -W3 Wavy rolls (1) 

Z2 = Wz = 0 
(10) - {r 0 (231), n/3} Z2 = WZ I Wavy rolls (2) 

Z3 = W 2 Z 1 

W =-z 

(w = e Zni /3 ) 

(1 I) r {(312),2n/3} Z2 = WZI Twisted 
Z3 = W 2 Z1 patchwork quilt 
W = Z 

fixed-point subspaces. The first column gives generators for the (spatial) 
symmetries in T2 + 06' the second indicates generators for the (mixed spatio­
temporal) symmetries in (T2 + 06) X SI having a nonzero SI component. 
The first four entries are the standing waves, the next three the traveling waves; 
the final four are the solutions with time-dependent patterns. 

Roberts, Swift, and Wagner [1986] prove: 

(i) No two of the isotropy subgroups listed in Table 6.1 are conjugate in 
(T2 + 06) X SI. 

(ii) Every isotropy subgroup of (T2 + 06) X SI having a two-dimensional 
fixed-point subspace is conjugate to one of these eleven subgroups. 



§6. Hopf Bifurcation on the Hexagonal Lattice 407 

(iii) Knowing the reduced bifurcation equation g up to order 3 is sufficient 
(generically) to determine the direction of branching of all eleven solutions. 

(iv) Generically the asymptotic stability of seven of these solution branches 
is determined at third order in g. In certain instances, however, some fifth 
order terms in g are needed to determine whether the standing hexagons 
or the standing regular triangles are stable. Similarly, fifth order terms 
are sometimes needed to determine whether wavy rolls (2) or traveling 
patchwork quilts are asymptotically stable. 

(v) Only the traveling patchwork quilts (1) are (generically) always unstable. 
Any ofthe other ten branches may, depending on the third and fifth order 
terms in g, be asymptotically stable. 

It is worth emphasizing here that these results do not preclude the generic 
existence of periodic solutions with submaximal isotropy, nor for that matter 
the occurrence of dynamics more complicated than periodic in V EfJ v. Indeed 
there is no claim that all periodic states are obtained through Hopf bifurcation. 

We end this section by illustrating the spatial patterns associated with the 
eleven types of periodic solution. To do so we identify (z, w) with the time­
dependent real-valued function of x E 1R2 given by 

u(x, t) = Re {t (zjei(t-kj"x) + wjei(t+kj"X»)} (6.4) 
j;l 

where kl and k2 are the vectors in 1R2 that generate the hexagonal lattice, and 
k3 = kl + k2· 

For each ofthe eleven periodic solutions we choose (z, w) in the correspond­
ing fixed-point subspace and graph the level surfaces of u(x, t) as a function 
of time. Of course, these level surfaces are independent of time for the stand­
ing solutions and move in a fixed direction (in 1R2) for the traveling solutions. 
The patterns for the standing waves are the same as the steady solutions 
(see Figure 2.1 of Case Study 4). Regarding the traveling waves, rolls travel 
perpendicular to their level surfaces, whereas patchwork quilt can travel 
parallel to either symmetry axis. The most interesting pictures are those 
associated with the remaining four type (iii) solutions. See Figures 6.1-6.4, 
taken from Roberts, Swift, and Wagner [1986]. 
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Figure 6.1. Hopf bifurcation on the hexagonal lattice: oscillating triangles. 
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t = 0 

t = 1/12 t = 1/8 

t = 1/6 

Figure 6.3. Hopf bifurcation on the hexagonal lattice: wavy rolls (2). 
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t = 1/24 

t = 1/12 t = 1/8 

t = 1/6 

Figure 6.4. Hopf bifurcation on the hexagonal lattice: twisted patchwork quilt. 



CHAPTER XIX 

Mode Interactions 

§O. Introduction 

In this chapter we introduce the idea of mode interaction. In order to do this, 
we review some by now elementary material concerning steady-state and Hopf 
bifurcation without symmetry. 

Perhaps the single most important problem in classical bifurcation theory 
is to identify the ways in which an equilibrium of a system of ODEs can lose 
stability as a parameter is varied. Roughly speaking, this loss of stability 
occurs by one of two methods: static bifurcation or Hopf bifurcation. 

More precisely, let 

x + !(X,A) = 0 (0.1) 

be a system of ODEs where x E IRn and A E IR. Assume that x = 0 is a "trivial" 
steady state, so 

!(O, A) == O. (0.2) 

Assume further that the equilibrium x = 0 is asymptotically stable for A < 0; 
that is, all eigenvalues of (df)o.A have positive real part when A < 0; and that 
x = 0 loses stability at A = 0; that is, some eigenvalue of (d!ho lies on the 
imaginary axis. Generically, there are two possibilities: 

(a) (df)o.o has a simple zero eigenvalue and no other imaginary 
eigenvalues; (0.3) 

(b) (df)o.o has a simple eigenvalues ±wi (w ¥- 0) and no other 
imaginary eigenvalues. 

We refer to (0.3(a)) as steady-state bifurcation and to (O.3(b)) as Hop! bifur-
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cation. Thus we use these terms to describe degeneracies in the linear terms 

of the vector field f. 
As we saw in Volume I, generic restrictions on the quadratic terms in f 

show that the simplest steady-state bifurcation is the transcritical case of 
simple bifurcation with normal form 

±X2 - AX = O. (004) 

Generic restrictions on the quadratic and cubic terms in f show that the 
simplest Hopf bifurcation is that with normal form 

(0.5) 

see Theorem XIII, 2.1. 
We now pose the same question-how does a steady state lose stability?­

for multiparameter systems. To simplify the discussion, we assume that f 
depends on just one additional parameter rx and that 

(0.6) 

In the multiparameter system 

x + f(x,A,a) = 0 (0.7) 

assumptions that are generic for the one-parameter system (0.1) may fail 
generically, but (presumably) only at isolated values of a. 

We saw earlier that there are two types of genericity assumption on (0.1): 
assumptions on the eigenvalue structure of (df)O,A and assumptions on the 
nonlinear terms of f. Until now our discussion of degeneracies has focused 
almost exclusively on degeneracies in the nonlinear terms off. We have shown 
that the ideas of determinacy and unfoldings yield quasiglobal information 
about the number and arrangement of solutions to (0.7). 

In this chapter and the next we indicate how degeneracies associated with 
multiple eigenvalues on the imaginary axis lead to a similarly rich bifurcation 
structure. Indeed, the analysis of the full dynamics associated with such 
degeneracies is the basis of the modern local theory of dynamical systems. 
This program originated in the work of Smale, Arnold, Bogdanov, and Takens 
and is described in detail in Guckenheimer and Holmes [1983]. Our purpose 
here is to indicate which parts of this program can be understood by using 
singularity theory techniques. Our analysis is based on the Birkhoff normal 
form method described in XVI, §5. 

In many fields of application the eigenvectors (of the linearized equation 
x + (df)o = 0) corresponding to simple eigenvalues are called modes. A mode 
whose eigenvalues lie on the imaginary axis is said to be critical. Generically 
we expect, in a one-parameter system, to have only one critical mode. How­
ever, as discussed previously, we expect multiple critical modes in systems with 
more than one parameter (that is, a as well as ),). Our purpose here is to 
understand the types of secondary bifurcation that may arise in nonlinear 
systems near a parameter value at which there are multiple critical modes. 
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These secondary solutions are thought of as resulting from a nonlinear 
interaction of several critical modes. For short, this process is called mode 
interaction. 

In the discussion of mode jumping in the buckling of a rectangular plate 
(see Case Study 3 and Chapter X) we analyzed one case of mode interaction, 
with Z2 EB Z2 symmetry. In that example a "mixed mode" was produced from 
the interaction of two "pure" modes. 

Since there are two types of critical mode (steady-state and Hopf) there are 
three types of mode interaction in two-parameter systems: 

(a) Steady-state/steady-state, 
(b) Hopf/steady-state, 
(c) Hopf/Hopf. 

(0.8) 

When discussing these we assume, for simplicity, that all eigenvalues of (df)o. 0 

are on the imaginary axis. That is, we assume that a center manifold reduction 
has already been performed; see Carr [1981J or Guckenheimer and Holmes 
[1983]. In consequence n = 2,3,4 for the cases (0.8(a, b, c)), respectively. 

We now discuss each type briefly. Steady-state/steady-state interactions 
lead to a 2 x 2 system (0.7) in which both eigenvalues of (df)o.o.o are zero. In 
the absence of symmetry, generically df is nonzero and after a linear change 
of coordinates takes the form 

(df)o.o.o = [~ ~ 1 (0.9) 

Vector fields of the form 

x=[~ ~Jx+'" (0.10) 

have been studied in detail by Takens [1974J and Bogdanov [1975]. In the 
unfolding of (0.10), the dynamics include homoclinic and periodic orbits. We 
refer the interested reader to Guckenheimer and Holmes [1983], p. 364. 

Our methods do not apply to the analysis of this particular mode inter­
action. A steady-state analysis via Liapunov-Schmidt reduction leads to 
a bifurcation problem in one state variable of a standard type. On the other 
hand, an analysis of the periodic solutions in this problem using Hopf bi­
furcation techniques does not work, for the following reason. Some small 
perturbations of (0.9), namely 

have purely imaginary eigenvalues at ± !Xi. Since the analysis must be carried 
out near !X = 0, these eigenvalues cannot be scaled (uniformly) to ± i. (It is 
the uniformity, not the scaling, that is the problem: near !X = 0 the period of 
solutions tends to 00.) As a result, the standard methods for analyzing Hopf 
bifurcation do not apply. The preferred method for studying (0.10) is through 
BirkhofI normal forms. Again, see Guckenheimer and Holmes [1983]. 
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We end the discussion of steady-state/steady-state mode interactions with 
two remarks. In Chapter IX we studied the simplest steady-state singularities 
with two state variables (and without symmetry), that is, where (df)o.o = O. 
These singularities, called hilltop bifurcation, were shown to have codimension 
3 and hence are not expected to appear in (0.7), which depends only on one 
auxiliary parameter IX. 

Finally, when symmetries are present, interaction of steady-state modes 
leading to (df)o,o,o == 0 is possible, even when the system depends on only one 
auxiliary parameter. We analyzed such an example with Z2 EEl Z2 symmetry 
in Chapter X, showing that the simplest such singularities have topological 
codimension one. Such a singularity can, therefore, appear generically in (0.7). 
We discuss another example, this time with 0(2) symmetry, in Chapter XX. 

The main focus of this chapter is on Hopf/steady-state and Hopf/Hopf 
interactions without symmetry. In the Hopf/steady-state case, the eigenvalues 
of (df)o.o,o are (0, ±wi), where w -=f 0, and may be rescaled to 0, ±i. As we 
show in §1, using Birkhoff normal forms, this leads to a bifurcation problem 
of the form 

g(y, A, IX) = 0 (0.11) 

where Y E /R2 and g commutes with the action of Z2 given by (Yt'Y2)1--+ 
(Yt, - Y2)' This Z2 symmetry is all that remains ofthe st phase-shift symmetry 
of Hopf bifurcation. Here Y2 = 0 corresponds to the pure steady-state mode, 
and Yt = 0 corresponds to the pure Hopf mode. 

The simplest such singularities were studied by Langford [1979], who 
showed that in the unfoldings of these singularities, invariant 2-tori can 
appear via secondary bifurcation. These 2-tori can be detected by changes 
in stability along branches of periodic solutions. More recently, Dangelmayr 
and Armbruster [1983] have classified the Z2-singularities (0.11). These results 
are interpreted for Hopf/steady-state mode interactions in Armbruster, 
Dangelmayr, and Giittinger [1985]. We present part of these results, by giving 
the Z2-classification up to topological co dimension two, in §2. In §3 we present 
the bifurcation diagrams for both the nondegenerate and certain degenerate 
cases in this mode interaction. 

The Hopf/Hopf interaction has been studied by Takens [1974]. See also 
Langford and Iooss [1980] and Guckenheimer and Holmes [1983], p. 397. 
The main dynamic feature of this interaction is the occurrence of an invariant 
3-torus. The system itself is four-dimensional, and (df)o,o,o is assumed to 
have eigenvalues ±w1i, ±W2i. Here we run into the issue of resonance. The 
important point is that when the system is nonresonant, the Birkhoff normal 
form commutes with the 2-torus T2, but when the system is resonant, it 
commutes only with the circle group st. Compare Theorem XVI, 4.1. 

Under the assumption of nonresonance these normal form results lead 
to amplitude/phase equations. It is the amplitude equations that are used 
to analyze these singularities. Remarkably, the amplitude equations have 
Z2 EEl Z2 symmetry, allowing us to interpret Takens's results by using the 
results of Chapter X. We do this in §4. 
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The dynamical systems community usually refers to the mode interactions 
described here as codimension two degeneracies; see Guckenheimer and Holmes 
[1983], Chapter VII. In our language, which presumes a distinguished bi­
furcation parameter, these degeneracies have codimension one. 

§1. Hopf/Steady-State Interaction 

Consider the system of ODEs 

u + I(u, A) = ° (1.1) 

(a) 1(0,0) = 0 

(b) (df)" ~ L= [~ ~ -n (1.2) 

In effect, we assume that u = ° is an equilibrium of (1.1) when A = ° and 
that (df)o, ° has eigenvalues 0, ± wi, Then, by performing a linear change of 
coordinates and rescaling time in (1.1), we may assume (df)o, ° = L, as in (1.2). 

Periodic solutions to (1,1) may be found by using either a Liapunov-Schmidt 
reduction, as observed by Langford [1979] and Shearer [1981], or Poincare­
Birkhoffnormal form, as discussed in Guckenheimer and Holmes [1983] and 
references therein. Since our discussion of other mode interactions will require 
normal form theory, we use that approach here. 

By Theorem XVI, 5.3, the Birkhoff normal form of (1.1) may be chosen to 
commute with S 1, where Sl acts on the (u l , tl 2 )-plane as rotations while leaving 
Uo fixed. By Lemma VIII, 2.5, the normal form equations are 

(1.3) 

where p, q, r are functions of uo, ui + uL A. By (1.2) 

p(o) = Puo(o) = q(O) = 0, r(O) = 1. (1.4) 

Of course, we can assume only that (1.3) is valid up to any finite order. We do 
not address here the issues raised by the remaining high order "tail." 

As with standard Hopf bifurcation, the system (1.3) is best analyzed by 
changing to polar coordinates and deriving amplitude/phase equations. Thus 

we let 

(a) x = Uo 
(1.5) 

(b) U l + iU2 = ye iO• 
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Now (1.3) becomes 

(a) x+p(x,y2,A)=0 

(b) y + q(x,y2,A)Y = 0 

(c) 8+r(x,y2,A)=0. 

417 

(1.6) 

Since reO) = 1, the dynamics of 0.6) is determined by the system of two 

equations 

(a) x+p(x,y2,A)=O 

(b) Y+q(x,y2,A)y=0. 

As a system, the function in (1.7) has the form 

g(x, y, A) = (p(x, y2, A), q(x, y2, A)Y) 

where, using (1.4), 

p(O) = pAO) = q(O) = O. 

(1. 7) 

(1.8) 

(1.9) 

Now (1.8 and 1.9) give the general bifurcation problem on jR2 with Z2 symmetry, 
where the reflection acts as 

(x, y) 1-+ (x, - y). 

This symmetry is all that is left of the Sl symmetry in the Birkhoff normal 
form (1.6) and corresponds to phase shift by half a period. 

Zeros (x, y, A) of (1.8) correspond to steady-state solutions to (1.6) if y = 0 
and to periodic solutions if y =P O. These steady states and periodic solutions 
of (1.6) are asymptotically stable precisely when the corresponding zeros 
of (1.8) are asymptotically stable. This fact is clear geometrically: compare 
Lemma XVII, 4.1. 

We write the equations for these steady-state and periodic solutions more 
explicitly: 

(a) y = 0, 

(b) y =P 0, 

p(x, 0, )0) = 0 [steady-state] 

p(X,y2,A) = q(x,y2,A) = 0 [periodic]. 
(1.10) 

In the next section we describe the singularity theory analysis of bifurcation 
problems with this Z2 symmetry. 

§2. Bifurcation Problems with Zz Symmetry 

In this section we classify bifurcation problems in two state variables with Z2 
symmetry (x, y) 1-+ (x, - y). The main result is Table 2.1, which lists normal 
forms with topological Z2-codimension S 2. Solutions of the recognition 
problem, and universal unfoldings, for all these singularities are in Tables 2.2 
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Table 2.1. Z2-Bifurcation Problems with Topological 
Z2-Codimension ::; 2 

Normal Form [p,q] 

(1) [t 1 U2 + t2V + t3 A,t4 U] 

(2) [c 1U3 + C2V + C3A,C4U] 

(3) [8 1 u2 + c2 v2 + C3A, 84 U] 

(4) [c1 U2 + c2V + m.l2,1:3U + C4A] 

m #- 0, -8 1 

(5) [I:IU 2 + C2V + 8 3 A,mu2 + 8 4 V] 

m#-0,l:l c2 c4 

Each I:j = ± 1 

Topological 
Z2-Codimension Z2-Codimension 

2 2 
2 2 
3 2 

3 2 

Table 2.2. Determinacy Conditions for Z2-Bifurcation Problems Listed in 
Table 2.1; the defining conditions always include p = Pu = q = 0, all 
derivatives are evaluated at the origin 

Normal 
Form 
[p,q] 

(1) 

(2) 

(3) 

(4) 

(5) 

Defining Conditions Nondegeneracy Conditions 

Puu = 0 

Pv = 0 

P .. = 0 
[Puupu - P~ .. ]q~ 

CI = sgnpuu 
8 3 = sgnp .. 
8 1 = sgn Puuu 
83 = sgnp .. 
ci = sgnpuu 
84 = sgnqu 

82 = sgnpv 
84 = sgnqu 
82 = sgnpv 
84 =sgnqu 
1:3 = sgnp" 
1:2 = sgn(pvvq~ - 2Puvqu + Puuq~) 
82 = sgnpv 

m = 1:1 2 
[q .. puu - quPu"] 

. tl = sgnpuu 
8 3 = sgnqu 
m #- 0, -81 

1:1 = sgn Puu 
8 3 = sgnp .. 

84 = 8 I sgn(q .. puu - quPuJ 

qu = 0 

m = 8 3 

C2 = sgnp" 
IPvl(quup .. - q"puul 

IPuullqvp" - q"Pvl m #- 0, cI8284 

Table 2.3. Universal Z2-Unfoldings of 
Zz-Bifurcation Problems Listed in 
Table 2.1; here IX, f3 are near 0 and J.L 

is near m 

(1) [8 1 U2 + tzV + 83A,84U + ex] 
(2) [8 1U3 + t2V + e3A + {Ju,e4u + ex] 
(3) [e l u 2 + 82V2 + t3A + {JV,84U + ex] 
(4) [8 1U2 + 82V + J.LA 2 + {J,8 3U + 84 A + ex] 
(5) [8 IUZ + 8zV + e3A,J.LU2 + pu + C4V + ex] 
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and 2.3, respectively. The verification of these results is a (now somewhat 
routine, though extensive) exercise in singularity theory; nonetheless it is 
included for completeness. The reader may very well prefer just to look at 
the list and then continue rapidly to §3, where the consequences for Hopfj 
steady-state mode interactions are discussed. 

The singularity theory mechanics for this classification were set up in 
Golubitsky and Schaeffer [1979b]; the actual classification, up to topological 
Zz-codimension five, was completed by Dangelmayr and Armbruster [1983]. 

We recall from (1.7) that the general form of a bifurcation problem g(x, y, A) 
with this Zz symmetry is 

[p, q] = (p(u, v, A), q(u, v, A)Y) (2.1) 

where u = x, v = y2 is a Hilbert basis for C(Zz). As just remarked, the details 
of the Zz-classification are shown in Tables 2.1-2.3. 

In the remainder of this section we establish the results in Tables 2.1- 2.3. 
We begin by solving the recognition problem for the normal forms in Table 2.1. 
This is the most difficult step. Our method for solving the recognition problem 
for a normal form 9 involves two main steps: 

(a) Identify the higher order terms for 9 by computing 

Itr %(g, r). (2.2) 

Here we use Theorem XIV, 7.4, to show that terms in (2.2) are among the 
higher order terms of g. 

(b) Use explicit Z2-changes of coordinates to transform intermediate terms 
into the given normal form. In this step we derive formulas for the modal 
parameters and the nondegeneracy conditions. 

To make sense of (2.2) we must recall how the restricted tangent space 
RT(g, Z2) is computed, and we must also determine which submodules of 
JV(Z 2) are intrinsic. In Chapter XIV, Table 3.1, we observed that RT([p, q], Zz) 
is the submodule of JV(Zz) generated by 

(a) [p,O], [vq,O], [O,p], [O,q], 

(b) [vPv, vqvJ and u, v, A times [Pu, qu]. 
(2.3) 

Then for r = Zz we have 

%(g,Z2) = c4t'RT(g,Z2) + 1R{[vq,O],[O,p]} (2.4) 

since the matrix generators [8 t;] and [~ 8] of JV(Z2) have degree?: 1. 

Lemma 2.1. 

(i) All sums and products of the ideals vlt, <A), and <v) in C(Z2) are intrinsic. 
(ii) For each intrinsic ideal .§ c C(Z2), the submodules 

[.J",.§] and [.§ v, ,J"] (2.5) 
are intrinsic. 
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(iii) The sllbmodllie [..9\, §2] is intrinsic if 

PROOF. 

(a) §! and §2 are intrinsic ideals, 

(b) §! c §2 

(c) <V).Jl"2 c .Jl"!. 

(2.6) 

(i) Recall that an ideal § c 6"(Z2) is intrinsic if for each 9 E § and each 
Z2 change of coordinates <l> E 6"(Z2) we have g(<l>(x, y, A), A) E §. The ideals 
.if = {g E 6"(Z2)lg(0) = O} and <A) are invariant under all changes of co­
ordinates and are thus intrinsic. 

To show that <v) is intrinsic, recall that Zrchanges of coordinates <l> have 
the form 

<l>(x, y,..1.) = (A(ll, [1, A.), B(ll, v, ..1.)y) 

where A(O) = 0, Au(O) > 0, B(O) > O. Since v = y2 we have 

(a) II 0 <l> = A(u, v, A) 

(b) v 0 <l> = B(u, v, ..1.)2 V. 

Now (2.8(b» shows that <v) is intrinsic. 

(2.7) 

(2.8) 

(ii) Definition XIV, 6.1, states that a submodule f of ~Z2) is intrinsic if 
every germ strongly Z2-equivalent to a germ in f is also in f. Now every 
Z2-equivalence has the form 

9 H Sg(<l» 

where <l> is a Z2 change of coordinates and S E j(Z2). Thus to show f is 
intrinsic we show that it is invariant under the transformations 

(a) gHgo<l> 

(b) gH Sg. 

Using the notation 9 = [p, q] and <l> = [A, B] we calculate 

9 0 <l> = [p(<l», q(<l»B]. 

(2.9) 

(2.1 0) 

Next, recall from Chapter XIV, Table 3.1, that the general matrix S E j(Z 2) 
has the form 

S = C[~ ~J + D[~ ~J + E[~ ~J + F[~ ~l (2.11) 

where C, D, E, and Fare Z2-invariant functions with C(O) > 0 and F(O) > O. 
Now calculate 

S[p, q] = [Cp + Dvq, Ep + Fq]. (2.12) 

From (2.10 and 2.12) the ideals in (2.5) are intrinsic. 
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(iii) Let" = [§1' §2] be an intrinsic submodule of tCtZ2)' By (2.l0), §1 and 
§2 are intrinsic ideals in @"(Z2) since B(O) of- O. Since D in (2.12) is arbitrary 
we have (V)§2 c §1' and since E in (2.12) is also arbitrary, §1 c §2' We have 
also proved that ,,= [,j\"jfl] + [<V),jf2,§2]' 

a sum of submodules of the form (2.5). o 

We can now calculate Itr :ff(g, Z2) for the normal forms in Table 2.1. 
The results are listed in Table 2.4. 

The second step in solving the recognition problem is to put the intermediate 
order terms in normal form by using explicit Z2-equivalences. The data in 
Table 2.4 let us enumerate the intermediate terms for each normal form in 
Table 2.1. The results are shown in Table 2.5. Note that we do not include 
terms set to zero by the defining conditions. 

We start by writing down the general Zz-equivalence. This formula follows 
directly from (2.10 and 2.12) and includes the change of coordinates J. f-+ A(J.), 
where A(O) = 0, N(O) > 0. Namely, 

Table 2.4. Algebraic Data for Normal Forms of Table 2.1 

Normal 
Form 

(1) 
(2) 
(3) 
(4) 

(5) 

[Jt2 + J(v,,1,),JtJ 
[J(3 + J( (v, A), J(J 
[J(2 + (A), vlt] 
[J(3 + (v),vlt2 + (v)] 

+ 1H!{[8 IU2 + m,1,2,0],[O,83u + 84,1,], 
[28 1 u2, e3U], [281 U,1" 83 ,1,J} 

[J(3 + J(v, A), vlt3 + vlt(v,A)] 
+ 1H!{[e l u2 + e2 v + e3 A,0], 
[0,e l u2 + e2v + e3A], 
[0,mu 2 + e4v],[e l u2,mu2], 
[8 2 v,e4v]} 

[J(3 + Jt(v,,1,),J(2J 
[J(4 + J(v,).),J(2J 
[.4 3 + J«).),J(2 + 0)] 
[vlt3 + J(V),J(2 + (v)] 

Table 2.5. Intermediate Order Terms for Normal 
Forms Listed in Table 2.1 

Normal Form Terms in p(u, v, A) Terms in q(u, v, ).) 

(1 ) v, A., u2 U, V, A 
(2) v, A, u3 U, v,), 
(3) l, u2, uv, v2 U, v 
(4) v, u2, u,1" l2 U, ), 
(5) v, A, u2 v, l, u2 
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[p,q]~[Cp(A,B2V,A) + Dvq(A,B2v,A)B,Ep(A,B2v,A) + Fq(A,B 2 v,A)B]. 
(2.13) 

Since B(O) > 0 we may simplify (2.13) by relabeling the invariant functions 
DB, F B, and B2 by D, F, and B, respectively, obtaining [p, q] ~ [P, Q] where 

(a) P = Cp(A, Bv, A) + Dq(A, Bv, A)v 

(b) Q = Ep(A,Bv, A) + Fq(A, Bv, A). 

This general Z2-equivalence must satisfy 

(a) A(O) = 0, 

(b) Au(O), 8(0), C(O), F(O), A'(O) > O. 

(2.14) 

(2.15) 

Our method for putting the intermediate order terms into normal form is 
to compute the derivatives of P, Q with respect to the terms listed in Table 2.5 
and to solve the resulting equations to obtain the normal form. 

A bifurcation problem [p, q] with Z2 symmetry always satisfies 

p(O) = Pu(O) = q(O) = 0, 

and the transformed bifurcation problem [P, Q] in (2.14) also satisfies 

P = Pu = Q = 0 

at the origin. (From now on all derivatives are evaluated at 0, but for simplicity 
we omit the (0).) From (2.14) we have 

(a) Pv = CBpv 

(b) p;. = CA'p;. 

(c) Puu = CA~puu 
(2.16) 

(d) Qu = FAuqu 

(e) Qv = EBpv + FAvqu + FBqv 

(f) Q;. = EPAA' + FA;.qu + FA'q;.. 

Using (2.16) we can check that each of the defining conditions in Table 2.2 is 
an invariant of Z2-equivalence. We now discuss the explicit solution of each 
of the recognition problems for the normal forms of Table 2.1. 

Normal form (1): Using (2.16(a-d» we may set 

1 
!Pv 1 = lP..I = 2:1 Puu 1 = 1 Qu 1 = 1 

by choosing 

B, C, Au, and F 

suitably. Since (2.15(b» implies that these coefficients are positive, we can scale 
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the relevant coefficients of P and Q only to ± 1. Since F and qu are assumed 
nonzero, we may choose A,> and A), so that in the transformed equations 
Qv = Q), = O. Moreover, since all other terms are (probably of) higher order, 
we have verified the normal form for singularity (1) in Table (2.2). 

Normal form (2) (puu = 0): To complete the solution of the recognition 
problem for (2) we must compute 

Puuu = 3Au[AuCu + AuuC]puu + CA~puuu' 

Thus when Puu = 0 we have 

Puuu = CA~ PUIIU' 

(2.17) 

It is now a simple matter to scale the coefficients P,,, Pi., ipuuu and Qu to have 
absolute value 1, just as in normal form (1). 

Normal form (3) (Pv = 0): Here Table 2.4 shows that PUl> and P"v are 
intermediate order terms. We compute 

(a) Puvipv=o = AuAvCpuu + AuBCpuv + AuDqu 

(b) Pvvipv=o = C[A~puu + AvBpuv + BIpvv] + 2D[Avqu + Bqv]. 
(2.18) 

Then we set Qv = 0 by choosing A". This is possible since qu is assumed 
nonzero; see (2.16(e». Since Pv = 0 we may set Puv = 0 by solving 

(2.19) 

for D. On substituting for Av and A), in (2.18(b» we arrive at the formula 

(2.20) 

Thus we can scale !Pvv to have absolute value I, provided quPvt' - q"puu f= O. 
Normal form (4) (p), = 0): The additional derivatives to be calculated are: 

(a) Pu)'ip,=o = CAu(A),puu + N PII),)' 

(b) PHip,=o = C[A1Puu + 2A),Npu)' + (N)2p),),]. 
(2.21 ) 

We set Pu)' = 0 by solving for A),; see (2.21 (a». This is possible since qu, F, 
and Puu are assumed nonzero. In particular, 

(2.22) 

Next we scale Pv , !Puu , and Qu to have absolute value 1, by specifying B, C, 
and F. See (2.16(a, c, d». 

The intermediate terms in Table 2.5(4) that remain are Q), and PA),' Substitute 
(2.22) into (2.16(0) and (2.21(b» to get: 

(a) Q), = N[Puuq), - PUAqu]IAuiquiPuu, 

(b) PH = 2(N)2[PuuPH - p~!.]IA~PuuiPuui. 
(2.23) 

By choosing NIAu we can scale iQ)'i to 1, assuming that Puuq), - pu),qu f= O. 
This leads to the expression for the modal parameter: 
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= sgn(puu) [PuuPu - P:,,] [qu/(q"puu - quPu,,)]2. (2.24) 

Normal form (5) (qu = 0): The only additional derivative we must compute is 

Quulq.=o = A: [Epuu + F quu]. (2.25) 

First, scale IPvl = IPAI = tlPuul = 1 by choosing B, N, and A~ in (2.16(a, b,c)), 
respectively. The terms that remain are: 

(a) Qv = (Epv + Fqv)/CiPvl 

(b) Q" = (Ep .. + Fq .. )/CiP .. I (2.26) 

(c) Quu = 2(Epuu + Fquu)/CiPuul· 

Equations (2.26) are obtained from (2. 16(e, f)) and (2.25(c)) by substituting 
the values for B, N, and A;. Next, set Q .. = 0 by choosing 

E = -Fq,,/p ... (2.27) 

Now substitute (2.27) into (2.26) to obtain 

(a) Qv = F(qvp .. - q .. pvl/p .. lpv/ e, 
(b) Quu = 2F(quup .. - q"Puu)/p .. IPuul c. 

(2.28) 

By choosing F/e we can scale IQvl to 1, provided qvP .. - q .. pv #- 0, which 
we assume. Then 

1 Q quuP .. - q .. puu IPvl n( ) m = - uu = - sg P .. · 
2 Iqvp;. - q;.Pvl IPuul 

(2.29) 

This completes the classification. 

EXERCISES 

2.1. Calculate Itr.l!·RT(g,Z2) for normal forms (3)-(5) and observe the advantage 
in calculation obtained by using the result Itr .)(g, Z2) c f!J(g, Z2)' 

2.2. Define 

G(x,y,A.,c) = (01X 2 + 02y2 + 03,h,PXY + 04A.y) (2.30) 

where OJ = ± 1, j = 1, ... , 4, and p '" 0, 010304, or 2010304, Show that G is 
equivalent to normal form (4) where 

(a) III = 01 

(b) 112 = 152 

(c) 83 = sgn(p) (2.31) 

(d) 64 = sgn(2b4 - bl b3P) 

(e) m = -6Ip2/(P - 2151 153 (54 )2. 
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In particular, G may be used as an alternative normal form in case (4) when 

elm < O. 

§3. Bifurcation Diagrams with Z2 Symmetry 

As we said in §1, the main reason for studying the Z2-normal form in §2 
is to understand how steady-state and Hopf bifurcations interact in low 
codimension. In particular, we recover here Langford's [1979] observation 
that such interactions can lead to quasiperiodic motion on a 2-torus. Our 
discussion is based on work of Armbruster, Dangelmayr, and Giittinger 
[1985], but the details are organized differently. 

The normal forms in Table 2.1 can be classified according to the types of 
degenerate steady-state or Hopfbifurcation involved in the mode interaction. 
Normal form (1) is the least degenerate case, in which a generic steady-state 
bifurcation (limit point) interacts with a generic Hopf bifurcation. This singu­
larity corresponds to the "saddle-node" Hopf bifurcation; see Guckenheimer 
[1984] and Guckenheimer and Holmes [1983]. Algebraically there are two 
types of co dimension one steady-state bifurcation (hysteresis points ± x 3 ± A 
and bifurcation/isola points ± x2 ± ,12), and two types of codimension one 
degenerate Hopf bifurcation (namely ± x5 ± Ax, ± x3 ± ,12 x; see (VIII, 5.6)). 
Thus it is no surprise that there are four types of (topological) codimension two 
Hopf/steady-state interactions, one corresponding to each of the codimension 
one single mode degeneracies. 

Normal form (2) of Table 2.1 represents the confluence of a hysteresis point 
and a generic Hopf bifurcation. This singularity is discussed in detail by 
Langford [1986]. Normal form (4) represents the interaction of either a simple 
steady-state bifurcation (e2m < 0) or an isola center (e2m > 0) with a generic 
Hopf bifurcation. The interaction of the simple steady-state bifurcation with 
a generic Hopf bifurcation is the only one of these mode interactions that has 
a "trivial" steady state for all values of A. For this reason, it was the first to 
be analyzed (Langford [1979]). This particular normal form, however, was 
studied in the context of two interacting steady-state modes, one with Z2 
symmetry, by Keener [1976] and Golubitsky and Schaeffer [1979b, 1981]. 
Later Boivin [1981] described, in detail, all the persistent bifurcation diagrams, 
including the possibilities for invariant 2-tori. 

Normal forms (3) and (5) represent the interaction of the generic limit point 
bifurcation with codimension 1 degenerate Hopf bifurcations. These singu­
larities, along with the isola-center/Hopf interaction, were first studied in 
Armbruster, Dangelmayr, and Giittinger [1985]. 

We now present the specific normal forms whose bifurcation diagrams we 
shall discuss. The normal forms in Table 2.1 each involve a choice of four 
signs el' ... , e4' However, by allowing certain (non-Z2) equivalences we can 
substantially reduce the number of sign choices. We allow 
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Table 3.1. Normal Forms ofUnfoldings of Hopf/Steady-State 
Mode Interactions 

(I) (x 2 + £2y2 - A, £4(X - IX)Y) 
(2) (x 3 + y2 - A - /lx, £4(X - IX)Y) 
(3) (x 2 + £Z(y4 - /ly2) - A, £4(X - IX)Y) 
(4a) (x 2 + £zy2 - Ax - IX, (px + £4A - 2/l)y) 
(4b) (x2 + E21 + JiA 2 - /3, (£3X - A + IX)Y) 
(5) (X2 + £2y2 - A, (JiX 2 - /lx + £zy2 - lX)y) 

p i= 0, -£4' -2£4 

Ji>O 
Ji ¥ 0, 1,2 

Table 3.2. Solutions and Stability of g == [p, q] = 0 

Isotropy Subgroup Equations Eigenvalues 

Zz (steady-state) y = p(x,O, A) = ° Pu(x, 0, A) 
q(x, 0, A) 

~ (periodic) p = q = ° tr dg = Pu + 2vqv 
det dg = 2(Puqv - Pvq.)v 

(a) AH-A 

(b) gH-g 

(c) (X,y)H( -x, - y). 

(3.1) 

The effect of (3.1 (a)) is to interchange left and right in the bifurcation diagrams, 
that is, to interchange super- and subcriticality. The effect of (3.1 (b, c)) is to 
change the signs of all the eigenvalues of dg. 

In Table 3.1 we list the universal unfoldings of the bifurcation problems 
to be studied in this section, obtained by making specific choices of signs. 
Table 3.1 differs from Table 2.1 in one further way. We have divided normal 
form (4) of Table 2.1 into (4a and 4b) in Table 3.1. The form (4a) models the 
interaction of a simple steady-state bifurcation with a generic Hopfbifurcation 
(see Exercise 2.2); the form (4b) models the interaction of an isola center with 
a generic Hopf bifurcation. 

Recall that for each Z2-bifurcation problem g == [p, q] there are two types 
of solution to g = 0, as described in (1.10): the "steady-state" solutions having 
Z2 symmetry, and the "periodic" solutions having trivial isotropy. In Table 3.2 
we recall (1.10) and indicate how to determine the eigenvalues of dg for the 
two types of solution. This result is obtained by direct calculation. 

For each normal form in Table 3.1 the data in Table 3.2 are evaluated to 

produce Table 3.3. 
There is one theoretical issue that must be faced: the asymptotic stability 

of periodic solutions is not preserved by Z2-equivalence. This issue was 
discussed in XIV, §5, for general r-equivalence; here we describe what happens 
for Z2-equivalence. We know that Z2-equivalence preserves the zeros of g: 
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Table 3.3. 

Signs of 
Z2 Eigenvalues 

(1) y=o x 
. 2 A=X t4(X - IX) 

(2) y=o 3X2 - 13 
A = X3 - f3x £4(X - IX) 

(3) y=o 2x 
), = x2 £4(X - IX) 

(4a) y=o 2x - A 

X2 - AX = IX 

X=IX 

), = rx 2 + t2y2 
x=rx 

A = rx 3 - f3rx + l 
X=IX 

), = !X2 + 82CV4 - f3y2) 
(1 + pf.4)X2 - 2f3t4X 

+ t2y2 = rx 

sgn(tr) 

x 

3x2 - 13 

2x 

2x - A 

sgn(det) 

-£2£4 

-84 

£2 £4(13 - 2i) 

£2P 

(4b) y = 0 
PX + £4A - 213 
X 

), = f. 4 (2f3 - px) 
;, = G3X + rx X -£2 83 

II> 0 X2 + /l),2 = 13 
(5) y = 0 

A = X2 

£3X + rx - A 
x 
/lX2 - f3x + rx 

X2 + t2l + /lA2 = 13 
}, = X2 + f.2i 

/l(x - 13/2/1)2 + t2Yz 
= IX + f3 2 /4f( 

X + ezi £2[13 + 2(1 - /1)X] 

it was defined for that purpose. We also know that Z2-equivalence preserves 
the signs of eigenvalues of Zz-symmetric solutions. (The Zz isotropy forces dg 
to be diagonal in this case; see Theorem XIV, 5.3.) 

In addition, the sign of det dg is preserved by Zrequivalence. Thus, for a 
normal form g, if a solution with trivial isotropy is unstable because det dg < 0, 
such a solution is unstable for any problem Zrequivalent to g. Finally, if in 
the universal unfolding of g a branch with trivial isotropy bifurcates from one 
with Zz isotropy, then (generically) this bifurcation has a one-dimensional 
kernel for dg, hence is a pitchfork. Therefore, exchange of stability (determined 
by the eigenvalue of dg that goes through zero) holds near this bifurcation. 

However, if det dg > 0, then the stability of solutions with trivial isotropy 
need not be preserved by Zz-equivalence since the sign of tr dg may change. 
Using normal form (1) we give an explicit example that illustrates this difficulty. 

The bifurcation diagrams for normal form (1) are shown in Figure 3.1. The 
discussion focuses on the case 82 = 1,84 = -1, when 

g(x,y,}_) = (x 2 + y2 - A, -(x - a)y). (3,2) 

When a = 0 the bifurcation diagram is as in Figure 3.2. 
This property may, however, be perturbed by the addition of higher order 

terms. For example, consider 

h = (x2 + y2 - A, -(x + yZ - a)y). (3.3) 

It is trivial to check-using Table 2.2(1)-that (3.3) is Z2-equivalent to 
(3.2). The bifurcation data for (3.3) are similar to those for (3.2). Both have 
Zz-solutions 

y = 0, 

and the eigenvalues along this branch are x and a-x. The periodic solutions 
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Y. & &!! tL~ F 

a<O 

g5* 
+ -

-+ 

++ 
+-2e/++ 

B+- +-
++ 

-+ 

a>O 

Figure 3.1. Normal form (1) (x2 + e2y2 - ..1.,e4(x - IX)Y) = O. * indicates a possible 
bifurcation to an invariant 2-torus along the branch. 

y x 

L, 
Figure 3.2. Bifurcation diagram of (3.2) when IX = O. The stability assignment 'ii' 
indicates that eigenvalues along this branch of periodic solutions are purely imaginary. 

/-?Cr 
11<0 11>0 

Figure 3.3. Bifurcation diagrams for h = (x 2 + y2 - A, -x(x + y2 - IX)Y). Tertiary 
branch of 2-tori indicated by circles. 



§3. Bifurcation Diagrams with Zz Symmetry 

for (3.3) are given by 
(a) x =!Y. - i 
(b) A = x 2 + y2. 

The eigenvalues along this branch are determined by 

(a) detdh = 2(1 - 2X)y2 

(b) trdh = 2(x _ y2). 

429 

(3.4) 

(3.5) 

As expected, near the origin, det dh > 0 so the stability of solutions is deter­
mined by the sign of tr dh. By (3.5(b», tr dh = 0 when x = y2. Substituting 
this into (3.4) we find that when 

2=~(1+~) 2 2' 

!Y. 

X = 2' (3.6) 

there is a change in the stability of the periodic solutions: eigenvalues of dh 
cross the imaginary axis with nonzero speed. Thus a Hopf bifurcation takes 
place and nonstationary periodic solutions appear in the amplitude equations 
of the Hopf/steady-state interaction. Such a periodic solution corresponds to 
an invariant 2-torus in the original Birkhoff normal form equation of §1. 

To summarize: when !Y. > 0 there is a change of stability along the branch 
of solutions with trivial isotropy in (3.4). This change of stability occurs at 
values of x, y,). that approach the origin as!Y. -+ 0, hence is a local phenomenon. 
Moreover, this change of stability corresponds to a Hopf bifurcation in (3.4). 
The bifurcation diagram is shown in Figure 3.3, with the branch of tori 
included. 

Compare with Figure 3.1 (b). Whether this branch of tori is supercritical 
(and stable) requires a calculation using the Hopf theorem (VIII, 4.1). We have 
not performed the calculation here, but numerical evidence indicates that the 
branch is supercritical and asymptotically stable. 

Remark. In Figure 3.2, and in the following figures, we indicate by * any 
branch of solutions with trivial isotropy along which a torus bifurcation may 
occur. By appropriate choice of higher order terms, it is possible to arrange 
for multiple torus bifurcations. Typically, however, we expect at most one such 
bifurcation. 

Finally, suppose that a branch of solutions with trivial isotropy connects 
branches with Z2 symmetry. Suppose further that exchange of stability forces 
the eigenvalues at one end of the branch to be + + and at the other end to 
be - -. If these eigenvalues are never zero along the branch, then a Hopf 
bifurcation must occur. This observation is the essence of Langford's [1979] 
result that Hopf/steady-state interactions can led to invariant 2-tori. See also 
Chapter X, Figure 4.5. 

In Figures 3.4 to 3.17 we draw the persistent diagrams for normal forms 
(2)-(5) in Table 3.1. For normal form (4a) we consider only the case where 
£4 = -1, leaving £4 = 1 as an exercise. 
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/Sf 
JSl 
$/ 
t£i 

Figure 3.4. Normal form (2): (x 3 - flx + y2 - A, E4(X - lX)y). 
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]I) 

fJ--2a 

l1li0 

@ 

lBo 

®g!fL 
+ * 

@ 

* 

fJ=O 

@ 

CD 

@ 

@ 

Figure 3.5. Normal form (3) (e2 = 1): (x2 + y4 - py2 - A,e4(x - lX)y). 
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a=O 

® CD 
Eo------~-------~=O 

It:J-++ 
CD ++ +-

®ZQ7 
@MJ 
@~ 
LSd 

lBo 

'zcv 
';1;(7 

-+ --I 

*~ 

~ 
E4 =+1 

Figure 3.6. Normal form (3) (£2 = -1): (x2 - (y4 - Py2) - A, C4(X - a)y). 
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p<1 
(p10) 

I<p 
(p12) 

CD 

----::::o_~--a=O 

-----::~~-- a = 0 

-4fJ2 
a=--

(p-2)2 

Figure 3.7. Normal form (4a): transition varieties. 
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CD 
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@ 
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® 

P'd 
f.!B+ 

++ ---+ 
-+ 

@+ 

++ -+ ++ ++ 

+­
p<O 

57+ 
++-+ --

+­
++ 

+­
O<p<1 

XIX. Mode Interactions 

I<p 

Figure 3.8. Normal form (4a) (£2 = 1): (x 2 + l - Ax - a, (px - A - 2fi)y). 
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CD 

® 

@ 

@ 

@ 

§::7 § 
~~ ~ ~ 

&1_-
-

++ 

l!J++ -- +- -- &+~ +---
-- -+ --

+- ++ 

iJ~ 1J~ ++ ++ ~ ~~+---~---r <7 L9 -+ .:- ++ +:+ +---

~~_ ~ __ ~ I<P<&2 __ 2<p 

++ -- -- 0++ 
-- + -- ++ +- --

+- +- +- - +-
'---~~-' 

++ 

l5iT +- -++ 
++ -

p<O O<p <I I<p 

Figure 3.9. Normal form (4a) (F. z = -1): (x 2 - y2 - }.x - IX, (px - A - 2f3)y). 
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CD 
Figure 3.10. Normal form (4b): transition variety. 

CD L / / I 
® /01 LO/ 
@ g§] -+(£)+ f¢! 
@ /0-1 ~ ---+ 

+-

@ /0/ I~I 
® LOl Lei 

E3=+1 E3=-1 

Figure 3.1l. Normal form (4b) (82 = 1): (X2 + y2 + j).A - {3, (83X - A + a)y). 
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CD / 1 
®/O/ 
@ ;o.t* 1-+ -- -1 
,,~* ®'lD7 
*~ 

® 1i57 
@/61 

! / 
L¢! 
7dl 
~ 
ffi!i1 
/01 

Figure 3.12. Normal form (4b) (£2 = -1): (X2 - i + JlA - j3'(£3X - A + :x)y). 
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JA->2 

13=0 

® CD 

®bc;! @ 

®@ 
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------~~~------a=O 

Figure 3.13. Normal form (5) (E2 = -1,/1 > 1): (x 2 -yl- A, {{IX 2 - f3x + yl- lX)y) 

0> It. 
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:gg+ :0 6 ++ ( ++ 

+_ L:::::!',-- -+ @ +-IQ 
* ++ /-+ 

~q; L -+ @ 

Figure 3.14 
1 > II > O .. 

Normal form (5) ( -e2 - -1,1 > II > 0)' ( 2 . X - y2 -Je 2 ,(IlX - f3x - 2 Y - IX)y) 
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----....:::::;-.,,.......-=:;..---- a =0 

/3=0 

CD 

® Ie:! 
@ /0' 

++ LE7+-
@ ++ +- ++ 

-+ 

Figure 3.15. Normal form (5) (£2 = -1,0> /1): (x 2 + y2 - A, (/1X 2 - f3x - y2 - c;:)y) 

0> /1. 
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fJ=O 

1J->2 

2-u 2 
a= r fJ 

2 4 (IJ--I) 

2>1J-> I 
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2-1J- 2 
a = 2 fJ 

4(1J- -I) 

Figure 3.16. Normal form (5) (62 = 1,11 > 0): (x2 + y2 - A,(IlX2 - f3x + y2 - lX)y) 
II> O. 
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@ @ 

13=0 ®gG: 
cv~i" 

@~l-++ 
+-

++ 

® 

@ 

Figure 3.17. Normal form (5) (£2 = 1,0 > 11): (x 2 + y2 - .le, (IlX2 - f3x + y2 - lX)y) 

0> 11. 

§4. HopfjHopf Interaction 

In this section, we consider a system of ODEs 

x + f(x,A.) = ° (4.1) 

where x E 1R4 ,f(0, 0) = 0, and 

(df)o.o = L == [_-_:-'.-lo_W_Ol+-_O_l ° W2' 

-W2 ° 
(4.2) 

This is the simplest vector field whose linear part has two distinct pairs of 
complex conjugate purely imaginary eigenvalues ±w1i, ±W2 i. We say that 
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L is resonant if there exist nonzero integers n l and nz such that 

nlw l + nzwz = 0, 

and nonresonant otherwise. 
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(4.3) 

Our goal here is limited. We assume that (4.1) is in Birkhoff normal form 
and study the dynamics associated with this normal form. Since the linear 
part L has two frequencies, it is not surprising that two-frequency tori appear 
in the unfoldings of Hopf/Hopf interactions. What is more surprising is that 
three-frequency tori are produced by this interaction. Our goal is to under­
stand this point. To make the discussion easier we assume nonresonance; 
the problem of resonance is discussed briefly at the end. 

In the nonresonant case, the Birkhoff normal form commutes with the 
2-torus TZ, which acts on \R 4 == 1[:2 by 

(1/11' 1/12)· (ZI> Z2) = (ei!//lzl,eiI/12zz) (4.4) 

where (1/11,1/12) E T2 and (ZI' Z2) E I[:z. Compare Theorem XVI, 5.1. 

Theorem 4.1. Assume that the vector field f in (4.1) has the linear part L in (4.2), 
which is nonresonant as in (4.3). Assume that f is in Birkhoff normal form, that 
is, f commutes with the action of T Z in (4.4). Then f has the form 

(4.5) 

where PI and Pz are complex-valued functions of Iz liZ, IZzlz, and A, satisfying 

j = 1,2. (4.6) 

PROOF. The proof is left to the reader as Exercise 4.1. D 

Using (4.5) we can write (4.1) in terms of amplitude/phase equations. Set 

Then (4.1) becomes 

(a) f! + Pjrj = O} 
(b) 8j + qj = ° 

j = 1,2. 

j = 1,2 

(4.7) 

(4.8) 

wherelj = Pj + iqj,piO) = O,qiO) = wjandpj,qjarefunctionsofrf,r~,andA. 
Since q;(O) "# 0, the dynamics of the amplitude/phase equations (4.8) is 

(essentially) determined by the amplitude equations (4.8(a». Moreover, if 
we define 

(4.9) 

then the form of (4.9) is that of the general mapping commuting with the 
standard action of Zz EB Zz in the plane. See Chapter X, specifically Lemma X, 
1.1. All that remains of the T Z phase-shift symmetries in the amplitude/phase 
equations are the half-period phase shifts. 



444 XIX. Mode Interactions 

Table 4.1. Types of Solution to (4.1) Characterized by Isotropy 

Isotropy 

Z2E!3 Z 2 
Z2(-1,1) 
Z2(1, -1) 
1 

Equations (g = 0) Type of Solution 

r l = r2 = 0 
r l = 0 = P2 
PI = 0 = rz 
PI = P2 = 0 

Steady state 
Periodic solution of period near 2n/w2 

Periodic solution of period near 2n/WI 
Invariant 2-torus 

' ... , 
",-+ 

... +- -----'''------
~ 

...... -\ 
++ ---~ ++ --'\ 

\--

--------l--------++ +-

Figure 4.1. How Zz $ Z2 steady-state mode interactions can force Hopf bifurcation. 

We now assume that f in (4.1) and hence g in (4.9) depend on a bifurcation 
parameter A. Steady-state solutions of the amplitude equations g = 0 corre­
spond to steady states, periodic solutions, and invariant 2-tori of the original 
ODE (4.1). Specifically, there are four types of solution corresponding to four 
isotropy subgroups (see X, 1.4), and each corresponds to a type of solution in 
(4.1). This information is recalled and summarized in Table 4.1. 

The classification of non degenerate Z2 E9 Z2 bifurcation problems in Prop­
osition X, 2.3, and Theorem X, 2.4, lets us draw conclusions here about the 
dynamics in (4.1). Specifically, the presistent bifurcation diagrams of Chapter X, 
Figure 4.3, show that periodic solutions of periods near 2n/w 1 and 2n/w2 
may be expected as primary bifurcations ofT the steady state. (These occur 
through standard Hopf bifurcation.) Moreover, we expect invariant 2-tori 
to be produced in this mode interaction, corresponding to the mixed mode 
solutions of Chapter X, Figure 4.3. Indeed, these tori may be asymptotically 
stable. 

Finally, as noted in Chapter X, Figure 4.5, reproduced here as Figure 4.1, 
a "Hopf bifurcation" may be forced to occur in the amplitude equations, 
along the branch of mixed mode solutions with trivial isotropy. This Hopf 
bifurcation is forced by exchange of stability and implies the existence of 
a branch of invariant 3-tori for (4.1). This point is one of the most important 
made by Takens [1974] in his study of Hopf/Hopfinteraction. See Iooss and 
Langford [1980] and §7.5 of Guckenheimer and Holmes [1983] for further 
details of the dynamics of (4.1). 

For the remainder of this section we briefly discuss the way the analysis of 
(4.1) changes when resonance occurs. Suppose that 

(4.10) 
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where we may assume n1 and n2 are coprime. The remark after Theorem X~I, 
5.1, now implies that the Birkhoff normal form of (4.1) commutes only wIth 
SI, under the action 

""(Zl,Z2) = (ein,I/!z1,ein21/!z2)' 

We now state the normal form. 

(4.11) 

Theorem 4.2. Assume that fin (4.1) has linear part Lin (4.2) which is resonant 
and satisfies (4.10). Assume that f is in Birkhoffnormal form, that is, commutes 
with the action (4.11) of S1. Then f has the form 

(PIZl + QZ~2-1Z2',P2Z2 + Q2Z~2Z2,-1) (4.12) 

where ~ and Qj are complex-valued functions of IZlI2, IZ212, Re(z~2z2')' and 
Im(z~2z2')' 

PROOF. The proof is left to the reader as Exercise 4.2. D 

We say that the resonance (4.10) is weak if the form of (4.12) is the same as 
the form of (4.5) to cubic order and strong otherwise. Recall (Proposition X, 2.3) 
that terms of order greater than 3 may be ignored in the singularity theory 
analysis of (4.9), at least when (4.9) is non degenerate. Thus up to order 3, 
the cases of weak resonance and no resonance are identical in form and admit 
the same analysis described earlier for the nonresonant case. 

These remarks do not constitute a proofthat weakly resonant systems behave 
similarly to nonresonant systems. However, they do: see Arnold [1983]. 

The cases of strong resonance are easily enumerated: we need n1 + n2 ~ 4. 
We may assume that n1 ~ n2 and hence that 

n1:n2=1:1,2:1,3:1, and 4:1 

for strong resonance. These cases are discussed in Arnold [1983]. 



CHAPTER XX 

Mode Interactions with 0(2) Symmetry 

§O. Introduction 

In the final chapter of this volume we extend the ideas of the previous chapter 
to the O(2)-symmetric case by studying mode interactions in O(2)-symmetric 
systems. 

Before describing the results, however, let us consider general mode inter­
actions in a r-equivariant system 

y + g(y, .1, ex) = 0, 

where y E IR" and 9 commutes with r. We have allowed for the presence of 
extra parameters IX; here it suffices to take IX E IR. 

First, assume IX is not present. The generic (in .1) linear degeneracies are 
single "modes," either steady-state or Hopf. Steady-state modes occur when 
(dg)o.o.o has a zero eigenvalue; Hopf modes when it has an imaginary eigen­
value. For a steady-state mode the corresponding eigenspace is generically 
r-irreducible; for a Hopf mode it is generically r-simple. 

When an extra parameter IX is present, however, we may expect, generically, 
to find linear degeneracies at isolated values of IX. These are the symmetric 
analogues of double zero eigenvalues, simultaneous zero and imaginary eigen­
values, and double imaginary eigenvalues, in a nonsymmetric system. The 
values of r:J. are generically isolated since such a degeneracy can be destroyed by 
an arbitrarily small change in IX. (Consider perturbations by projections onto 
individual components Wo or W l , much as in the proof of Propositions XIII, 
3.4, and XVI, 1.4.) These degeneracies are typically of three kinds: 

(a) The O-eigenspace of (dg)o.o.o decomposes as the direct sum of two r­
irreducible subspaces Wo EfJ Wl' 
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(b) A zero eigenvalue and a purely imaginary one occur simultane~usly: The 
problem can be posed on the direct sum of the two correspond.mg e.lgen­
spaces. The zero eigenspace is generically r -irreducible, the Imagmary 
eigenspace r -simple. 

(c) There may be a degeneracy in the imaginary eigenspace, in which case it 
splits as WI EB W2 where each ~ is r -simple. 

In all three cases, as rl is varied near 0 the bifurcation at 0 "splits" into two 
separate bifurcations, one along the Wo mode, the other along the WI mode. 
Secondary bifurcations, or other features of the interactions of these modes, 
may appear. 

A general theory for the study of such interactions for arbitrary r is not 
currently known. However, when r = 0(2) we can use Birkhoff normal form 
and amplitude/phase equations, much as in Chapter XIX. The remainder 
of this chapter develops these methods and illustrates the results that may 
be obtained. (We do not address the issues raised if the system is not in Birkhoff 
normal form to all orders.) The three previous cases (a, b, c) are described in 
§§1, 2, 3, respectively. 

Thus §1 concerns the interaction of two 0(2)-symmetric steady-state modes. 
After Liapunov-Schmidt reduction we can assume that the space is of dimen­
sion two, three, or four. The dimensions less than four correspond to 0(2) 
acting trivially, or nearly so, on at least one mode, and we therefore concentrate 
on dimension four as being the most interesting case. Here the space can be 
written as lil EEl Vm where 0(2) acts by I-fold rotations on lil and m-fold 
rotations on Vm • That is, we must consider nonstandard actions. We mention 
one key feature of the analysis: the possibility of generating periodic solutions 
by such an interaction. 

In §2 we consider Hopf/steady-state mode interaction with 0(2) symmetry. 
This situation arises in the analysis of Taylor-Couette flow in Case Study 6, 
and our main aim is to derive the results needed there. We obtain numerous 
branches of solutions, together with conditions on their directions of branching 
and stabilities. 

Finally in §3 we study Hopf/Hopf interactions with 0(2) symmetry. Here 
there is a multitude of cases. The dimension of the space can be assumed to 
be 4, 6, or 8, depending on whether the eigenvalues are simple or double. 
The four-dimensional case is· effectively that studied in Chapter XIX since 
in this case 0(2) acts tFivially or via its factor group Z2 = o (2)/SO (2). For 
this reason only the six- and eight-dimensional cases are studied, in two 
subsections. In addition, the 0(2) action may be nonstandard, requiring 
further case distinctions. 

In the six-dimensional case the full Birkhoffnormal form equations decouple 
into amplitude and phase equations. One interesting feature is that a Hopf 
bifurcation can be forced along a secondary branch, leading to the occurrence 
of an invariant 3-torus. 

In the eight-dimensional case the equations do not decouple, but the im-
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portant dynamics occur on six-dimensional fixed-point subspaces, and when 
restricted to these, the Birkhoff normal form again decouples into amplitude 
and phase equations. Again there is the possibility of a forced Hopf bifurcation, 
this time to an invariant 4-torus. 

§1.t Steady-State Mode Interaction 

Let g: IR" x IR -+ IR be a bifurcation problem with 0(2) symmetry. Suppose 
that 9 has a branch of 0(2)-invariant steady states which, for simplicity, 
we assume is the origin, so 

g(O, 2) == 0. 

We also assume that 9 has a steady-state bifurcation at 2 = 0, so 

V = ker(dg)o,o 

(1.1) 

(1.2) 

is nonzero. Generically, the representation of 0(2) on V is irreducible. Thus 
either 

dim V = 1 or dim V = 2, (1.3) 

and if dim V = 1 then 0(2) acts either trivially, or SO(2) acts trivially and 
0(2) ~ SO(2) acts as -Id. If dim V = 2 then we recall from XVII, l(d), that 
the 0(2) actions are indexed by an integer m 2 1 as follows. Identify V with 
C. Then 

K'Z = Z 

(8 E SO(2» 

(K = flip). 

This action is denoted by Pm' The standard action is Pl' 

(104) 

In PDEs such actions of 0(2) arise naturally when the equation is posed 
on a bounded domain with periodic boundary conditions. The 0(2) symmetry 
is then obtained by spatial translation and reflection. See the Benard problem 
in Case Study 4, and the Taylor-Couette system in Case Study 6. In such 
systems the kernel V often has the form 

(1.5) 

where Vo is a fixed vector in some Banach space. The action of 0(2) on Vm 
is given by 

(a) xf-+x+8 

(b) Xf-+-X 
(1.6) 

and is isomorphic to Pm' 
In XVII, §J(d), we also remarked that both the invariants and the equivariants 

for the actions Pm of 0(2) are the same for different values of m. As a result, 
generic steady-state bifurcation is much the same for all the actions Pm' Indeed 
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the matrices in Pm(0(2» are the same as those in PI (0(2»: they are just 
repeated m times. In algebraic language, the kernel of Pm is 

Zm = {2knjm: 0 -;;; k -;;; m - 1} 

and 0(2)jZm ~ 0(2). The action Pm factors through the standard action: 

Pm(Y)' X = PI (v(y»· x 

where v: 0(2) -+ 0(2) is the natural quotient map with kernel Zm· The general 
0(2)-equivariant mapping on C is 

g(z,..1.) = p(lzI 2 , ..1.)z 

so these bifurcations are easily studied. 
In this section we consider the linear degeneracy where two steady-state 

modes interact. Thus we assume (1.1 and 1.2) where 

(1.7) 

Now we cannot assume that I and m are both 1: the exact values of I and m 
are important. However, we can again factor out the kernel of the action 
of 0(2) on V in (1.7), which is Z, n Zm = Zd where d = gcd(l, m). This lets 
us assume that I and m are coprime in the abstract analysis. (However, 
when interpreting the results in a specific application, the kernel Zd must be 
restored.) 

This 0(2) mode interaction, with (I, m) = (1,2), occurs in the work of Jones 
and Proctor [1987J on Benard convection in cylindrical geometry. 

For the rest of this section, we assume that 

g: V x ~ -+ V; (1.8) 

that is, a Liapunov-Schmidt reduction has already been performed. 

Remarks 1.1. 
(a) The case I = m = 1 is markedly different from all others. From (l.8) we 
know that L = (dg)o.o has all eigenvalues zero and commutes with 0(2). When 
I of: m commutativity implies 

L = [al OJ ° dl 
and zero eigenvalues imply L = O. However, when I = m commutativity implies 

L = [al hI] 
cI dl 

and zero eigenvalues imply d = - a and ad - hc = O. Thus L is generically 
nonzero and nilpotent, with Jordan canonical form 

L=[~ ~J. 
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This case, the 0(2) symmetric Takens-Bogdanov bifurcation, leads to homo­
clinic orbits and other interesting dynamics. See Guckenheimer [1986] and 
Dangelmayr and Knobloch [1987a]. 
(b) Often in PDE models the modes are indexed by m, the wave number, and 
mode interactions with 0(2) symmetry occur for the simultaneous instability 
of a steady state to two consecutive modes. That is, m = I + 1. In order to 
reduce the number of different cases under discussion, we shall usually assume 
that 

m = I + 1, I ~ 2. 

In particular, we shall exclude the cases (I, m) = (1,1) and (1,2). 

The remainder of this section is divided into three subsections: 

(a) Invariant theory and the isotropy lattice, 
(b) Bifurcation diagrams, 
(c) Stability and dynamics. 

(a) Invariant Theory and the Isotropy Lattice 

Identify V = V, EB Vm with (;2, using coordinates Z = (Zl' Z2). By (1.5) the action 
of 0(2) on (;2 is 

(a) e·(Zl,Z2) = (e'i9zl,emi9z2) 

(b) /("(Zl,Z2) = (Zl,Z2)· 

The first result follows routine lines and is left as an exercise. 

Theorem 1.2. 
(a) A Hilbert basis for the 0(2)-invariants on C 2 is 

(b) The 0(2)-equivariants on C2 are generated by 

[ZJ [zm-lz/J [OJ [ ° J ~, 1 ° 2 , Z2 ' ZrZ~-l . 

Thus g in (1.8) has the form 
-m-l I m-I-l) g(z,A.) = (P1Zl + qlZl Z2,P2 Z2 + q2 Zl Z2 

where P l' P2' q l' q 2 are functions of u, v, w, A., and 

Pl(O) = P2(0) = 0. 

(1.9) 

(1.10) 

Our main interest is in the zeros of g. The first step is to find the isotropy 
lattice. Since we have excluded the case 1= m we may assume m> I ~ 1. 
The reader should check that the lattice is the one shown in Figure 1.1. 
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Figure 1.1. Isotropy lattice for 0(2) acting on (:1 when m > 12:2. 

Table 1.1. Isotropy Data for 0(2) Acting on 1[2, m > I ~ 3 

Isotropy l: Fix(l:) gIFix(l:) = 0 Signs of Eigenvalues of dg 

0(2) {O} PI [twice] 
Pl [twice] 

D, IR {(1, OJ) pdXl,O,O,A) = 0 Pl [twice] 
ZI=XEIR PI." 
Zl = 0 0 

Dm IR{(O, I)} Pl(O,yl, 0, A) = 0 PI [twice] 
ZI = 0 Pl.v 
Zl=YEIR 0 

Zl 1REf)1R III = PI + qlxm-lyl = 0 mpi + iPl 
Z = (x,y) III = P2 + q2Xmy'-2 = 0 0 

. 0(11 1 ,11 2 ) 
Eigenvalues of-o---

(x,yJ 
(:2 PI = P2 = 0 

ql = q2 = 0 

Here Z2 = {l, K} where K acts as in (1.9(b)). The fixed-point subs paces and 
the restrictions of g = 0 to these subspaces are given in Table 1.1. We also 
include the signs of the eigenvalues of dg. However, the prescription for finding 
these eigenvalues on the Dl solution is valid only when I ~ 3. When I = 2 
commutativity of dg with D2 does not force the eigenvalue to be double. 

By Table 1.1, generically steady-state solutions with trivial isotropy do not 
occur, since generically at points of mode interaction Ql(O) and Q2(O) are 
nonzero. Thus, when seeking steady-state solutions, we can restrict attention 
to the two-dimensional fixed-point subspace [R2 of Z2. Dangelmayr [1986] 
points out that generically, interesting dynamics (such as periodic solutions) 
may be expected to occur off this subspace. This point is discussed in more 
detail in subsection (c). 
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We call the solutions with Dl or Dm isotropy pure modes, and those with only 
Z2 isotropy mixed modes, by analogy with mode interactions with Z2 ED Z2 
symmetry in Chapter X. 

(b) Bifurcation Diagrams 

We now restrict attention to interaction between consecutive modes so 
m = 1 + 1, 12 2. We also make the generic hypothesis that ql (0)q2(0) # 0, 
which implies that all solutions to the universal 0(2)-unfolding of 9 = 0 lie 
in the two-dimensional fixed-point subspace Fix(Z2) x IR. With x = Re(zd, 
y = Re(z2) we have 

gIFix(Zz) x IR = (PIX + qIX1y',PZY + qzX1+!y'-I), (1.11) 

where Pj' qj arefunctions ofu = x 2 , v = yZ, W = 2Xly'+1, and A. The singularity 
theory for (1.11) is given in Armbruster and Dangelmayr [1986]. 

The smallest term in (1.11) involving 1 is homogeneous of degree 2/. To third 
order gIFix(Zz) x IR has the form 

k(x, y,).) = (Ax 3 + Bxy2 + iXAx, Cxz y + Dl + PAY). (1.12) 

Thus k is the general third order Zz EEl Zz-equivariant bifurcation problem 
on IRz; see Lemma X, 1.1. Moreover, we have shown that nondegenerate 
Zz EEl Zz-bifurcation problems (Definition X, 2.2) are 3-determined, that is, 
Z2-equivalent to their truncations at degree 3. Henceforth we assume that k 
is nondegenerate, a hypothesis that is valid generically. 

Thus we may think of gIFix(Z2) x IR as breaking the Zz EB Z2 symmetry 
of k at high order, and we might expect the bifurcation diagrams of the 
universal 0(2)-unfolding of 9 to be small "symmetry-breaking" perturba­
tions of those in the universal Zz EB Zz-unfolding of k. (Recall Chapter X, 
Figures 4.1-4.3.) To a large extent this view is correct; however, there are some 
important exceptions which are most easily understood by using group theory. 
As I becomes large we might expect the diagrams for gIFix(Zz) x IR = 0 to 
become closer to those for k = 0 since the symmetry-breaking terms begin at 
degree 21. Indeed, there are differences between I = 2 and I = 3 (where the first 
symmetry-breaking term is of degree ~ 6) and 124 (where it has degree 2 8). 

We begin the group-theoretic comparison by asking how much of the 
apparent Z2 ED Zz symmetry on Fix(Z2) actually comes from 0(2). (The oc­
currence of symmetry-breaking terms shows that the full Z2 ED Z2 symmetry 
cannot be present.) There are two points: 

(a) Rotation through a half-period n gives a symmetry on Fix(Z2). (1.13) 
(b) There is a symmetry on a one-dimensional subspace of Fix(Zz) given by 

rotation either through a quarter period n/2 or through an eighth period 
n/4, depending on the parity of I.' 

It is (1.13(b» that is perhaps unexpected. 
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We discuss these points in turn, assuming for definiteness that I is odd. 
Similar observations hold when I is even. Direct computation establishes 

(1.13(a)): 

Thus the action of n restricted to Fix(Zz) is 

n'(x,y) = (-x,y). (1.14) 

Abstractly, this follows from Lemma XIII, 10.2: the normalizer N(r.) of r. 
leaves Fix(r.) invariant (and indeed is the largest subgroup of r with this 
property). Here 

N(Zz) = {l,K,n,Kn}. 

Thus the only elements in 0(2) that act nontrivially on Fix(Zz) are nand Kn, 
and these have the same action. (Or again apply Lemma XIII, 10.2: it is N(r.)/r. 
that acts nontrivially.) 

Observation (1.13(b)) also follows by direct calculation: 

::. (z z) = (e '1ti /2 z e(l+l)1ti/Z z ) 2 l' Z 1, z· 

Thus if 1+ 1 == 2 (mod 4), that is, tu + 1) is odd, then 

n 
2'(0,y) = (0, -y), 

whereas if 1+ 1 == ° (mod 4), that is, W + 1) is even, then 

n "8' (0, y) = (0, - y). 

(1.15) 

(1.16) 

Abstractly, these symmetries on subspaces derive from the notion of hidden 
symmetry of Golubitsky, Marsden, and Schaeffer [1984]. The idea is as follows. 
Let Y E r '" N(r.) and suppose that 

W = Y' Fix(r.) n Fix(r.) #- {O}. 

Now W #- Fix(r.) since y ¢ N(r.). By definition 

y:W~W 

and y is a symmetry on the subspace W of Fix(L). Any r-equivariant map g 
satisfies 

g(yw) = yg(w), (w E W). 

Since g(w), yg(w) E Fix(L), these hidden symmetries y place extra restrictions 
on gIFix(r.), in addition to those imposed by the "overt" symmetries in N(r.). 
Symmetries on subspaces were first noticed by Hunt [1981, 1982J when 
discussing 0(2) mode interactions in the buckling of a cylindrical shell. See 
also the Exercises in XII, §4. 
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(a) x-mode L;?mlxedmOde 
y-mode 

----<1>__-.... ___ trivial 

(b) 

Figure 1.2. (a) Schematic Z2 $ Z2 bifurcation diagram. (b) The same diagram, drawn 
in (x, y,.l.) space and distinguishing points in the same group orbit. 

We have shown that (1.15,1.16) are symmetries of gIFix(Z2). Jf(1.16) could 
be extended to a symmetry (x,y) -+ (x, - y) then we would have full Z2 EB Z2 
symmetry. 

In fact 0(2) symmetry imposes more restrictions on gIFix(:l:) than those 
obtained from (1.14, 1.15, 1.16). For example, when 1=3 the term (x2 y,O) 
commutes with (1.16) but does not appear in gIFix(Z2). The abstract question, 
of determining the precise restrictions placed on glFix(:l:) by f-equivariance 
of g, is far from understood. 

How should the breaking of Z2 EB Z2 symmetry to (1.15, 1.16) affect the 
bifurcation diagrams for the universal 0(2)-unfolding of glFix(Z2)? For argu­
ment's sake, recall (Figure 1.2 (a) ) a typical bifurcation diagram in the universal 
unfolding of a nondegenerate Z2 EB Z2 bifurcation problem. (See Figure X, 
4.3(1), (1 > 0.) As explained in XIII, §5(a), Figure 1.2(a) is a schematic bifurca­
tion diagram, each point representing a Z2 EB Z2 group orbit of solutions. 
In particular, x-mode solutions (x, 0, A) with x oF 0 actually represent two 
solutions (± x, 0, A) and similarly for y-mode solutions. Mixed mode solutions 
(x, y, A) where xy oF 0 represent four solutions (± x, ± y, A). These solutions 
are all drawn in (x, y, A)-space in Figure l.2(b). 

Even when the Z2 EB Z2 symmetry is broken, we expect-because of (1.14, 
1.15, 1.16)-the pure mode solutions to occur in pairs. Thus there is just 
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x-mode r;?m ... mOd. mixed mode 
y-mode 

Figure 1.3. Schematic bifurcation diagram when symmetry-breaking terms are included. 

one orbit for each pure mode solution. However, now the four mixed mode 
solutions also occur in pairs (±X,y,A) since the symmetry (1.15,1.16) acts 
trivially on these solutions. Thus we expect two orbits of mixed mode solu­
tions. On the other hand, the Z2 E8 Z2 symmetry-breaking terms that are 
added to 9 are of "high" order. So it is reasonable to expect the solution 
branches in Figure 1.2(b) not to disappear. This is precisely what happens. 
Thus the schematic bifurcation diagram that we expect to find when symmetry­
breaking terms are added is Figure 1.3. For further details, see Buzano and 
Russo [1987] and Dange1mayr [1986]. 

(c) Stability and Dynamics 

We begin our analysis of the dynamics of the 4 x 4 system of ODEs 

i + g(Z,A) = 0 (1.17) 

by discussing the asymptotic stability of the steady-state solutions described 
in subsection (b). Again we focus on the similarities and differences between 
the 0(2) and Z2 E8 Z2 mode interactions. 

Table 1.1 showed how to compute the stabilities for each solution type when 
[ ;;:: 3. These results, obtained in the standard way by using the isotropy 
subgroups, show that for the trivial and pure mode solutions stability assign­
ments for the two types of mode interaction are identical, in the following 
sense: For the trivial solution, the two eigenvalues of dg I Fix(Z2) are each 
double as eigenvalues of dg. Thus the stability of the trivial solution is the 
same as the stability of dgIFix(Z2), and this stability is determined by the 
same coefficients in both cases. Similarly for pure mode solutions, the two 
eigenvalues of dglFix(Z2) determine the stability as follows: (when I ;;:: 3) one 
of these two eigenvalues is doubled (forced by D{ isotropy) and the fourth is 
forced to zero by 0(2) symmetry. (When [ = 2 the eigenvalue need not be 
doubled and a third nonzero eigenvalue must be controlled.) 

The eigenvalues for the mixed mode solution behave somewhat differently. 
Indeed, there are two eigenvalues given by dg!Fix(Zz) and one eigenvalue 
forced to zero by 0(2) symmetry. Now the fourth eigenvalue, which by Table 1.1 
is (l + I)Pl + [Pz, is independent of the two eigenvalues of dglFix(Z2). This 
eigenvalue is also the source of a very interesting bifurcation, as we shall see. 
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The eigenvalues of dgIFix(Z2) are determined by those of the 2 x 2 matrix 
8(hl' h2 )/8(x, y) in Table 1.1 and correspond to the eigenvalues along mixed 
mode solutions in the Z2 EB Z2 interaction. As in chapter x, Figure 4.3, these 
eigenvalues may cross the imaginary axis away from zero, causing a Hopf 
bifurcation to a periodic solution. We have seen this phenomenon for ampli­
tude equations in several different contexts. It produces 3-tori in degenerate 
Hopf bifurcation with 0(2) symmetry (XVII, §7), 2-tori in steady-state/Hopf 
mode interactions without symmetry (XIX, §3), and 3-tori in Hopf/Hopfinter­
actions without symmetry (XIX, §4). Periodic solutions can also be generated 
by this mechanism applied to the mixed mode solutions for steady-state 0(2) 
mode interactions. 

Dangelmayr [1986] points out that the "extra" eigenvalue mPl + lp2 can 
also change sign, and that when it does two periodic rotating wave solutions 
are formed. Moreover, when I ~ 2 these rotating waves can be asymptotically 
stable. We reiterate that the crossing through zero of a single eigenvalue does 
not produce a new steady state, but rather a periodic solution. The existence 
of the zero eigenvalue forced by symmetry is crucial to this kind of behavior. 
More precisely, this phenomenon requires a whole group orbit of mixed mode 
solutions (in this case a circle's worth) to bifurcate simultaneously. 

Dangelmayr's analysis proceeds as follows. Try to write the system (1.17) 
in phase/amplitude form by setting 

( 1.18) 

From (1.10) we obtain a system in which the amplitude equations depend 
explicitly on a mixed phase variable 8: 

(a) r + rpl + rm- 1 slql cos 8 = 0 

(b) oS + SP2 + rmsl- 1 q2 cos 8 = 0 (1.19) 

(c) () - (mqls2 + lq2r2)rm-2s'-2sin8 = 0 

where 

8 = mcp - lljl. (1.20) 

These equations hold for general I and m, but our discussion of them will again 
be limited to the case m = I + 1. Effectively we can use the SO(2) symmetry 
to eliminate one phase, but not both, from the system of ODEs. More precisely, 

r2q2<p + s2ql~ == 0 (1.21) 

is an integral for the 4 x 4 system (1.17). 
There are three types of steady state for the equation (1.19(c»: 

(1) r = 0, or s = 0, or both. These correspond to the pure mode and trivial 

solutions of (1.17). 
(2) sin 8 = 0 and rs #- O. These steady states correspond to steady mixed mode 

solutions of (1.17). (Note that cos 8 = ± 1.) 



§l. Steady-State Mode Interaction 457 

(3) mql s2 + lq2r2 = O. These are steady-state solutions of (1.19) that corre­
spond to periodic solutions of (1.17). 

To understand this last statement, recall (1.20), which implies that 

e = mcp - IrjJ. (1.22) 

If e = 0 we can couple (1.21) and (1.22) to form the linear system 

[r~2 S~q][~J = 0. 
( 1.23) 

As long as the determinant D = ms2ql + Ir2q2 -:p 0, then (1.23) implies that 
cp = rjJ = 0; that is, the steady state of (1.19) is a true steady state of (1.17). 
Now D is nonzero for the pure and mixed mode solutions but vanishes for 
type (3) solutions. Thus for type (3) solutions, cp and rjJ are nonzero. From 

e = ° we see that 

cplrjJ = 11m. (1.24) 

Therefore, the steady state of (1.19) corresponds to a periodic solution 
(ZI(t),Z2(t)) of (1.17), where ZI(t) winds I times around the origin and Z2(t) 
winds m times around. 

The planes (] = 0, n are invariant under the flow of the (r, s, (]) system. If no 
type (3) solution occurs then it may be shown that (] -> 0 or (] -> n as t -> ±oo. 
Hence no other interesting dynamics occur. 

Next, we claim that each of these periodic solutions is a rotating wave 
with isotropy 80(2) c SO(2) x SI. To see why, recall from (1.9(a)) that 
SO(2) c 0(2) acts on 1[;2 by an I-fold rotation on the first component and 
an m-fold rotation on the second. Thus temporal evolution of the system coin­
cides with spatial rotation of the solution trajectory. This verifies the claim. 
The 0(2) symmetry, in particular K in (1.9(b)), forces two such trajectories 
to occur in the system (1.17). 

To show the complexities that can arise, we present in Figure 1.4 a single 
persistent bifurcation diagram that occurs in the case (I, m) = (2,3). It is taken 
from Dangelmayr [1986J, who gives a detailed discussion, including cases that 
we have not studied here. 

x-mode 

Figure 1.4. Some of the complexities of the case (/, m) = (2,3). R = rotating wave. 
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§2. Hopf/Steady-State Mode Interaction 

Let 

y + G(y,,.1,,ex) = 0 (2.1 ) 

be an 0(2)-equivariant system of ODEs that depends on two parameters A, 
ex. We assume that y = 0 is a steady state, so 

G(O, A, ex) == O. 

As in XIX, §1, generically in two-parameter systems there can exist isolated 
points at which steady-state and Hopf bifurcations occur simultaneously. 
Specifically, assume that at A = ex = 0 the linearization (dG)o,o,o has eigen­
values 0 and ±wi (w =f. 0). 

Because of the 0(2) symmetry, generically each such eigenvalue is simple 
or double. In this section we assume all three eigenvalues are double; this 
will be the situation encountered in Case Study 6 in the discussion of the 
Taylor-Couette experiment. The analysis of the other cases is similar; see 
Exercises 2.1 and 2.2. Assuming all eigenvalues double amounts to assuming 
that both the steady-state bifurcation and the Hopfbifurcation break the 0(2) 
symmetry. 

Our main aim is to determine the various steady-state and periodic solutions 
of (2.1). To accomplish this we assume that a Liapunov-Schmidt reduction 
has been performed, yielding a mapping 

g: [R6 x [Rz x [R -> [R6 

depending on parameters A, ex, T, where T is a period-scaling parameter 
introduced by the reduction procedure. 

To simplify notation, identify [R6 with C3 = {(ZO,Zl'ZZ)} where Zo = 0 
corresponds to the four-dimensional eigenspace for eigenvalues ± wi, and 
Z 1 = Z Z = 0 corresponds to the two-dimensional eigenspace for the eigenvalue 
O. We choose the coordinates (z l' Z 2) as we did for 0(2)-symmetric Hopf 
bifurcation in (XVII, 1.5). The action of 0(2) on C 3 is then generated by 

(a) CP'(ZO,Zl,Z2) = (emi'l'zo,eli'l'zl,e-li'l'z2) 

(b) K'(ZO,Zl,Z2) = (ZO,Z2,Ztl· 
(2.2) 

See (XVII, 1.6). When analyzing 0(2)-symmetric Hopf bifurcation we were 
able to assume, without loss of generality, that I = 1. Here the simultaneous 
action of 0(2) on Zo prevents this. However, we can still factor out the kernel 
of the 0(2)-action on C3 or, equivalently, assume tbat I and m are relatively 
prime. (As usual, the kernel must be restored when interpreting the results 
in any particular application.) 

The reduced bifurcation equation 9 = 0 has S1 phase-shift symmetry as well 
as 0(2) symmetry. Rescale time so that f) E S1 acts by 

(2.3) 
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Later we study: 

(a) The invariant theory of 0(2) x 81 acting on 1[;3 by (2.2, 2.3), 
(b) The isotropy lattice, 

459 

(c) The branching equations and stabilities of some of the possible solutions, 
(d) Bifurcation to tori, 
(e) Sample bifurcation diagrams. 

The results in (c-e) are only sketched, and many details are left to the 
reader. 

(a) Invariant Theory 

In this subsection we prove the following: 

Theorem 2.1. Assume that m in (2.2) is odd. Then 
(a) A Hilbert basis for the 0(2) x 81-invariants is 

where J = IZ212 - IZ112 and A = ZJ 1(ZIZ2)m. 

<l> = Re A, 'P = JImA, 

(b) The 0(2) x Sl-equivariants are generated over the invariants by the twelve 
mappings (ZO,Zl,Z2)f-lo: 

Vi = (Zo, 0, 0), ibV 1 , 

V 2 = (zJl-1(Z I Z2)m,0,0), iJV2, 

V 3 = (0,Zl,Z2)' iV 3 , 

JV4 = J(O,ZI' -Z2), iJV4 , 

The (by now routine) details of the proof are not needed later and the reader 
may prefer to skip directly to subsection (b). We begin with the following: 

Lemma 2.2. Define an action of 0(2) on 1[;2 x IR by 

(a) (j)'(w,v,J) = (emiQJW,eniQJV,J) 

(b) K'(W,V,J) = (w,v, -J) 

where m and n are coprime. Then 
(a) A Hilbert basis for the 0(2)-invariants is 

ww, VV, J2, Re C, Jim C 

where C = wnvm. 
(b) The 0(2)-equivariants 1[;2 x IR -+ I[; are generated by 
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where 0(2) acts on the range I[: by qJ . z = emi<p z, K' Z = Z. 

PROOF. This is a routine computation along standard lines and is left as an 
exercise. 0 

We are now ready for the following: 

PROOF OF THEOREM 2.1. 
(a) We follow the approach outlined in XVI, §9. By Lemma XVI, 9.2, we can 
determine a Hilbert basis for the I[:-valued 8 1-invariants for (2.3). They are 

zo, zo, N, 15, v, V, (2.4) 

where N = IZ112 + IZ212, 15 = IZ112 -lz212, V = Z1Z2' The relation 

4vv = (N 2 - 15 2 ) (2.5) 

holds. There is an action of 0(2) on (2.4) induced by (2.2). The existence of 
this action is guaranteed by Lemma XVI, 9.1, but it may also be established 
directly. In particular, 

By Lemma 2.2(a), 

(a) cp' (zo, N, c5, v) = (emi<Pzo, N, c5, e21i<pv) 

(b) K'(zo,N,c5,v) = (zo,N, -c5,v). 
(2.6) 

(2.7) 

is a Hilbert basis for the 0(2) x 8 1-invariants, where A = z~lvm. But VV is 
redundant by (2.5). 
(b) Let g = (Zo, Z1' Z2) be an 0(2) x 8 1-equivariant mapping 1[:3 -4 1[:3. 

Commutativity with K, as in (2.2(b)), implies 

(a) 20 (ZO,Zl,Z2) = Zo(zo,z2,zd 

(b) Z2(ZO,Zl,Z2) = Z1(ZO,Z2,zd· 
(2.8) 

By (2.8(b)) we need only derive forms for Zo and Z1' We consider Zo first. 
Commutativity of g with 80(2) x 8 1 implies 

(a) Zo(zo,ei8z1,eiOz2) = ZO(ZO,Z1,Z2) 

(b) Zo(emil/lzo,elil/lz1,e-lil/lz2) = emiI/lZO(ZO,Z1,Z2)' 

Now (2.9(a)) states that Zo is a I[:-valued 8 1-invariant, so by (2.4) 

Zo = W1 (zo, N, c5, v). 

Now (2.6) implies that 

(a) W1(e mil/lzo, N, <5, e2lil/lV) = emiI/lW1(zo,N,<5,v) 

(b) Wl (zo, N, - <5, v) = W1 (zo, N, <5, v). 

(2.9) 

(2.10) 
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Since m is odd, Lemma 2.2(b) shows that vi, ibV 1, V 2 , and ibV 2 generate 
the Zo-coordinate of the 0(2) x Sl-equivariants. 

Finally we consider Zl' The restrictions imposed by (2.2(a) and 2.3) are 

Write 

(a) Zl(emil/!zo,e'il/!zl,e- lil/!z2) = e lil/!ZI(zO,Zt,Z2) 

(b) Zl (zo, eiOz t, e iO Z2) = eioZdzo, z l' Z2)' 

By (2.11) Aabcdef = 0 unless 

(a) mea - b) + l(c - d - e + f - 1) = 0 

(b) c - d + e - f - 1 = O. 

Substitute (2. 13(b)) into (2. 13(a)) to obtain 

mea - b) = 2/(e - f). 

Since 21 and m are coprime, 

(a) a - b = 21s 

(b) e - f = ms 

(c) c - d = 1 - ms 

(2.11 ) 

(2.12) 

(2.13) 

(2.14) 

for some integer s. Modulo zozo, ZtZt = teN - <5), and Z2Z2 = teN + <5), we 
may assume 

a = 0 or b = 0 

and 

c = 0 or d = 0 

and 

e = 0 or f = O. 

Moreover, (2.14) implies that a - band e - f have the same sign and (except 
when s = 0 or m = s = 1) c - d has the opposite sign. Hence either a = e = 
d = 0 or b = f = c = O. 

This shows that 

z6,sziS - 1 zi's 

zJ'szis+!zi's 

(s > 1), 

(s ~ 0) 
. (2.15) 

is a set of generators for the 0(2) x Sl-equivariants with complex coefficients 
depending on zozo, N, and b. Multiplying each ofthese generators by 1, i, 15, bi 
yields a set of generators with real coefficients depending on the 0(2) x st_ 
invariants WW, N, and <5 2• 

There are identities 
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(Z51 Z~Z~)S = 0 1 2 0 1 2 0 1 2 -{
2Re(A)(z21ZmZm)S-1 -Iz 141lz Z 12m (Z21 ZmZm)s-2 (s> 2) 

2 Re(A) - Z61Z~Z~ (s = 1). 
(2.16) 

Since ReA is an 0(2) x 5 1-invariant and IZol21lz1Z21m depends on zozo, N, 
and b, we can use induction on s to eliminate all of the last set of generators 
except for Z l' Similarly, 

whence induction using a formula similar to (2.16) reduces the first set of 
generators to just z61z;n-1 zT. Apply (2.8(b)) to complete the proof. 0 

(b) The Isotropy Lattice 

We next find the orbits, isotropy subgroups, and fixed-point subspaces of 
0(2) x 51 acting on 1[3 by (1.2 and 1.3). In order to avoid a multiplicity of 
cases depending on I and m we henceforth assume that 1= m = 1. This is 
the situation that obtains in Case Study 6 and was studied in Golubitsky 
and Stewart [1986a] in less convenient coordinates. 

The space 1[3 decomposes into irreducibles I[ EB 1[2 corresponding to the 
individual modes. We have already discused the orbits and isotropy subgroups 
for 0(2) x 51 acting on 1[2 when discussing 0(2) Hopf bifurcation in XVII, 
§l(c). There is a simple iterative procedure that lets us read off the orbits of 
0(2) x 51 acting on 1[3, which we formulate in general terms as follows: 

Proposition 2.3. Let the group r ad on the sum U EB V of two r-invariant 
subspaces. Let {ua: rt. E A} be a list of orbit representatives for the action of r 
on U, and let La C r be the isotropy subgroup of ua. Let {vaP: f3 E Ba} be a list 
of orbit representatives of La acting on V, and let 4:p be the isotropy subgroup 
of VaP' Then 

{(ua, vaP): rt. E A, f3 E Ea} (2.17) 

is a list of orbit representatives for r acting on U EB V, and YaP is the isotropy 
subgroup of (ua, vaP) in r. 

Remark. If the Ua and vap are chosen without redundancy, then there is no 
redundancy in the list of orbit representatives (ua, vaP)· But there may be 
redundancies in the list TaP of isotropy subgroups since distinct orbits can have 

the same isotropy subgroup. 

PROOF. Let (u, v) E U EB V. There exists y E r such that yu = Ua for some rt., 

hence 

y(u, v) = (yu, yv) = (ua , yv). 
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By construction there exists c5 E L~ such that c5yv = v~f3 for some p, hence 

c5y(u, v) = (c5yu, c5yv) = (u~, v~f3)' 
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Thus (2.17) is a list of orbit representatives. 
Next we show that T~p is the isotropy subgroup of (u., vp). By construction 

4.p fixes (ua, vaP). Conversely, suppose that a fixes (ua, vaP). Then au. = u., so 
a E La' and then avap = vaP' so a E T.p. 0 

We apply this procedure with U = C 2 , V = C, r = 0(2) x SI. By Chapter 
XVII, Table 1.2, the Ua and L~ are as listed in Table 2.1. Proposition 2.3 yields 
Table 2.2, and this leads directly to the orbit data for 0(2) x SI acting on 
C 2 EEl C of Table 2.3. 

The isotropy lattice is shown in Figure 2.1. All inclusions are clear except 
possibly that between Z2(Kn, n) and Z2 (K) x SI. Recall that the lattice consists 
of conjugacy classes. The group Z2(Kn, n) is conjugate in 0(2) x SI to Z2(K, n), 
which is contained in Z2(K) x SI. When checking noninclusion, conjugacy 
must also be taken into account, but this is easy. 

Table 2.1. Isotropy Subgroups for 0(2) x SI Acting 
on C 2; the group Z2(K) = {a, K} was called Z2 in 
Chapter XVII, Table 1.2 

0(2) X SI (0,0) 
(a, 0) 
(a, a) 
(a, b) 

a>O 
a>O 
a>b>O 

SO(2) = {(qJ, -qJ): qJ E SO(2)} 
Z2(K) EB Z~ = {(O,O),(K,O),(n,n),(Kn, n)} 
Z~ = {(O, 0), (n, n)} 

Table 2.2. Data for the Application of Proposition 2.3 

La Vap E C Yap 

0(2) X SI ° 0(2) X SI 

r--J 
x>O ~JK) X SI 

SO(2) 0 SO(2) 
x>o ~ 

Z2(K) EB Z'z ° Z2(K) EB Z2 
x>o Z2(K) 
iy,y > 0 Z2(Kn, n) 
w,Rew>O, Imw> 0 ~ 

Z'z ° zc 
2 

W,",O ~ 
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Table 2.3. Orbit Data for 0(2) x 81 Acting on C3 

Orbit 
Representative Isotropy Fix(I;) dim Fix(I;) 

(0,0,0) 0(2) x 8 1 (0,0,0) ° (x, 0,0) Z2(K) x 8 1 (x, 0,0) 1 
(0, a, 0) 80(2) (0, z, 0) 2 
(0, a,a) Z2(K) E!;) Z~ (O,z,z) 2 
(x,a,a) Z2(K) (x, z, z) 3 
(iy, a, a) Z2(K7t,7t) (iy, z, z) 3 
(0, a, b) Z~ (0,ZI,Z2) 4 
(x,a,O) 
(w,a,a) ~ (;3 6 
(w,a, b) 
a>b>O 

x,y> ° 
w,cO 

Figure 2.l. Lattice of isotropy subgroups of 0(2) x 8 1 acting on (;3. 
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(c) Branching Equations and Stability 

By Theorem 2.1 the 0(2) x SI-symmetric reduced bifurcation problem g has 

the form 

g(,o,'" zz, },,", z) ~ (c' + iJez{'~ ] +(e' + ,oc'f'"'t'] 
+ (p' + ,q'f]+ (p' + ,qZ)o[ L] (218) 

+ (p3 + iq3)[Z~'Z] + (p4 + iq4 )b[ ~i:z ], 
ZOZI ~OZI 

where ci , pi, qj are functions of invariants p, N, ~, <1>, and \}I, and parameters 
A, a, !. By general properties of the Liapunov-Schmidt reduction, the linear 
terms satisfy 

(a) CI(O) = 0, 

(b) p; (0) = 0, 

For reference we recall the action (2.2, 2.3) of 0(2) x SI: 

(a) CP'(ZO,ZI'ZZ) = (ei'l'zo,ei'l'zl,e-i'l'z2) 

(b) Ie (z 0' Z I , Z z) = (2"0' Z 2 , Z I ) 

(c) 8'(ZO,ZI,Z2) = (zo,ei8zl,eiOz2) 

In this section we compute: 

(cp E SO(2)) 

(2.19) 

(2.20) 

(a) The branching equations of gIFix(1:) x [R3 for each of the isotropy sub­
groups in Figure 2.1, 

(b) The signs of the eigenvalues of dg for most of these types of solution. 

We begin by listing in Table 2.4 the branching equations for solutions with 
specified isotropy. To perform these calculations we consider g evaluated at 
the orbit representatives listed in Table 2.3. We also use q;(O) oF 0 to solve 
the equations involving ql for r as a function of the remaining variables. The 
implicitly defined function r is of order at least 2 in the z-variables. 

Next we expand each branching equation using terms up to third order in 
the Taylor expansion of g, defined in (2.18). See Table 2.5. Assuming that 
the nondegeneracy conditions of Table 2.6 are satisfied, higher order terms of 
g are not required to identify solutions. Note also that in Table 2.6 we list 
nondegeneracy conditions which preclude the existence of solutions with 
isotropy Z'2 and with orbit representatives (x, a, 0) and (zo, a, a) with isotropy ~. 



Table 2.4. Branching Equations 

Isotropy 

0(2) X SI 
Z2(K) X SI 
80(2) 
Z2(K) EB Z2 
Z2(K) 

Orbit Representative 

(0,0,0) 
(x, 0, 0) 
(0, a, 0) 
(0, a, a) 
(x, a, a) 

(iy, a, a) 

(0, a, b) 

(x, a, 0) 

(zo, a, a) 

Branching Equations 

c 1 = 0 
pi _ p2 a2 = 0 
pi = 0 
c l + c3 a2 = 0 
pi + p3 X 2 = 0 
c 1 _c3 a2 =0 
pl_p3y2=0 

pi = 0 
p2 = 0 
q2 = 0 
c l = c2 = 0 
pl_a2p2=0 
p3 _ a2 p4 = 0 
q3_ aZq4=O 

c1 = c3 = 0 
pi + p3 Re(z5) _ q3 Im(z5) = 0 
(c l + ibc2 )zo + (c 3 + iiic4 )zoab = 0 
pia + PZba + p3 z5 b + p4bz5b = 0 
plb - pZbb + p3 zJa - p4bzJa = 0 
where pj = pj + iqj. 

Table 2.5. Branching Equations Truncated at Third Order 

Isotropy 

'b,(K) X SI 
SO(2) 
Z2(K) EB Z'2 
Z2(K) 

Truncated Branching Equations 

c!(O)· f1 + c!(0)x2 = 0 
p!(O)' tt + (p,~(O) - pZ(O))a2 = 0 
p! (0)' f1 + 2pMO)a2 = 0 
c!(0)x2 + (2c~(0) + c3 (0))a2 = -c!(Ol-!t 
(p!(O) + p3(0))X2 + 2p~(0)a2 = - p!(O)' f1 

c!(OV + (2c~(0) - c3 (0))a 1 = -c!(O)· f1 
(p!(O) - p3(0)V + 2p~(0)a2 = - p!(O)· f1 

Table 2.6. Nondegeneracy Conditions for Existence of Solutions 

Nondegeneracy Condition" 

(a) c! # 0 
(b) c! # 0 
(c) p~ - p2 # 0 
(d) p! # 0 
(e) pf # 0 
(f) 2c!p~ - (p! + p3)(2c~ + c3 ) 

(g) 2c~p,~ - (p~ - p3)(2c~ - c3 ) 

(h) p2 # 0 or qZ # 0 
(i) c2 # 0, p3 # 0, or q3 # 0 
(j) c 3 # 0 

• All derivatives evaluated at the origin. 

Intepretation 

Existence of Z2(K) x SI branch 
Existence of Z2(K) x SI branch 
Existence of 80(2) branch 
Existence ofSo(2) branch 
Existence of Zz(K) EB Z2 branch 
Existence of Zz(K) branch 
Existence of Z2(Kn, n) branch 
Nonexistence of Z'2 solutions 

{ Nonexistence of solutions 
with isotropy ~ 
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We believe that solutions with orbit representatives (zo, a, b) do not occur 
generically but have not proved this assumption. 

In Table 2.5 J1. is the vector of parameters, J1. = (A., ex). Thus 

1 (1 1) d 1 _ (1 1) Cil = C;"Ca an Pil - P;..Pa . 

Note that to third order the implicitly defined function r does not enter into 

the calculations. 
We now discuss computing the stabilities of the solutions in Table 2.5. 

We have chosen to study stationary and periodic solutions of (2.1) using 
Liapunov-Schmidt reduction, so asymptotic stability of such solutions may 
not follow directly from knowledge of the eigenvalues of dg. However, Chossat 
and Golubitsky [1987a] show that to third order the reduced bifurcation 
equations 9 with r = 0 are identical to the center manifold equations in 
Birkhoff normal form. Therefore, if the signs of the eigenvalues of dg are 
determined by the third order terms of g, then these signs do determine 
the stability of the given solutions. We now show that the non degeneracy 
conditions of Tables 2.6 and 2.9 (later) imply that stability is determined at 
third order. 

As we know, the form of dg at a solution to 9 = 0 is restricted in two ways: 
dg must commute with the isotropy subgroup L of the solution, and certain 
vectors are forced by the group action to be null vectors for dg. Since dg 
commutes with L it leaves the isotypic components ofthe action ofL invariant; 
see Theorem XII, 3.5. The null vectors forced by the action ofSO(2) x Sl are 
obtained by differentiating (2.20(a,c)) with respect to qJ and e, respectively. 
They are: 

(a) (izo, iZ1' -iz2) 

(b) (0, iz 1> iz 2)' 
(2.21) 

Properties of dg that are determined by these group-theoretic arguments 
are summarized in Table 2.7. We always take Vo = Fix(L} in the isotypic 
decomposition. 

Table 2.7 shows that dim lj is either 1 or 2 for the primary solutions. 
Moreover, when dim lj = 2 either a null vector of dg is in lj, or else dgllj 
commutes with an irreducible action of a circle group. Therefore, tr(dgl V) 
gives either the remaining nonzero eigenvalue of dgllj, or else the real pa~t 
of a complex conjugate pair of eigenvalues (because 2 x 2 matrices that 
commute with rotations are scalar multiples of rotations). The eigenvalues 
of dg along primary branches are listed in Table 2.8. 

The entries in Table 2.8 are more easily computed by using the complex 
notation of the normal form. Recall that the 2 x 2 Jacobian of a mapping 
f: C --+ C is given by 

(df)C = fz( + fl 
where ( E C. Therefore, 

tr(df) = 2 Re(fz). 
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Table 2.7. Isotypic Decomposition by Isotropy Subgroups of 
0(2) x 8 1 

Isotropy Isotypic Decomposition Null Vectors 

0(2) x SI (:3 

Z2(K) X SI Vo = 1R{(1,0,0)}, VI = IR {(i, 0, O)} (i, 0, 0) 

,-....- V2 = C{(O, 1, 1)}, V3 = C{(O, 1, -1)} 
SO(2) Vo = C{ (0, 1, O)} (0, i, 0) 

VI = C{(1,0,0)}, V2 = C{(O,O, l)} 
Z2(K) EB Z'2 Vo = C{(O, 1, 1)}, VI = 1R{(1,0,0)} (0, i, i) 

V2 = 1R{(i,0,0)}, V3 = C{(O, 1, -1)} (O,i, -i) 
Z2(K) Vo = {('I, e, e): '1 E IR, e E q (0, i, i) 

VI = {(i'1, e, - e): '1 E IR, e E q (ix, ia, - ia) 
Z2(Kn, n) Vo = {(i'1, e, e): '1 E IR, e E q (0, i, i) 

VI = {('I, e, - e): '1 E IR, e E q ( - y, ia, - ia) 

Table 2.8. Eigenvalues along Primary Branches 

Isotropy Subgroup Signs of Eigenvalues 

0(2) X Sl PI [4 times] 
e l [twice] 

e! 
o 
pi + X2p3 [*] 
pi _ X2p3 [*] 

dgiVo -+ 

dglVl -+ 

dgi V2 -+ 

dgIV3 -+ 

dgi Vo -+ 

dglVl -+ 

dgi V2 -+ 

dgi Vo -+ 

dglVl -+ 

dgIV2 -+ 

dgi V3 -+ 

0, p~ - p2 + a2(2pl- p~) - 2a4 px 
e l [*] 
p2 [*] 
O,p~ 
e l + a2 e3 

e l - a2 e3 

0, _p2 

[*] Indicates the real part of a complex conjugate pair. 

The Jacobian of g is 

(dg)«(o,(I,(z) = gzo(o + giJ,O + gz,(1 + giJI + gZ2(Z + gz'(z (2.22) 

where g = (gO,gI,gZ) in c02E,dinates and gZj = (g~j,g;j,g;) 
For example, along the 80(2) branch 

(dglVo)(O, (, 0) = g!, ( + giJ 

whence 

tr dgJVo = 2 Re g;,. (2.23) 

Similarly 
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(a) trdglVl = 2Reg~o 

(b) trdgIV2 = 2Reg;2' 
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(2.24) 

r--' 

Next we compute g~. evaluated at the orbit representatives of the SO(2) branch 
J 

(0, a, 0), obtaining 

(a) Re g~o = cl 

(b) Re g~, = pi + p;, a + (p2 Dz dz, 

(c) Reg;2 = pi + p2a2. 

(2.25) 

r--' 

The entry in Table 2.8 for dgl VI is (2.25(a)). By Table 2.4, along the 50(2) 
branch pi = p2 a2, so (2.25(c)) implies that sgn Re g;2 = sgn p2, yielding the 
dgl V2 entry. Finally, expanding the z I-derivatives in (2.25(b)) yields the eigen­
values of dgl Vo. 

From Table 2.8 we can explicitly determine the contribution to the eigen­
values made by the third order terms of g. The results are shown in Table 2.9. 

Table 2.9. Eigenvalues of dg Using Only Third Order Terms of 9 

Isotropy 

0(2) X SI 

r--' 

SO(2) 

Eigenvalues of dg to Third Order in 9 

P> J1 
c!'J1 
c~ 

[4 times] 
[twice] 

p! . J1 + (p! + p3)X2 
p!'11 + (p! - p3)X2 
o 
p~ _ p2 

c!· J1 + c~a2 [*] 
p2 

o 

[ .] Indicates possible secondary or tertiary bifurcation. 



470 xx. Mode Interactions with 0(2) Symmetry 

Table 2.10. Nondegeneracy Conditions in Addition to Those 
in Table 2.6 Needed to Determine Stability of Solutions at 
Third Order in 9 

Nondegeneracy Condition 

p~ + p3 of. 0 
p~ - p3 of. 0 
c~ of. 0 
2c~ + c3 of. 0 
2c~ - c3 of. 0 

Interpretation 

Eigenvalues along Z2(K) x SI branch 
Eigenvalues along Z2(K) x SI branch 
Eigenvalues along SO(2) branch 
Eigenvalues along Z2(K) EB Z'z branch 
Eigenvalues along Z2(K) EB Z'z branch 

Assuming the nondegeneracy conditions of Tables 2.6 and 2.9 we see that 
the signs of the eigenvalues along the primary branches are determined by 
the third order terms in g. 

Table 2.9 includes a prescription for finding the eigenvalues of dg along 
the secondary Z2(K) and Z2(K7T., 7T.) branches. Here the calculations for general 
9 are too tedious to be carried out by hand. However, the derivation using 
the general third order truncation of 9 is tractable, and the remainder of this 
subsection justifies the entries in Table 2.9. 

We explain the computations for the Z2(K7T., 7T.) branch: those for Z2(K) are 
similar. By Table 2.7 the isotypic components Vo, VI for Z2(K7T.,7T.) are both 
three-dimensional, and a null vector of dg lies in each isotypic component. 
By linear algebra, the remaining two eigenvalues for each of dgl J.j must be 
the eigenvalues of some 2 x 2 matrix. We claim these are the matrices No 
and NI in Table 2.9. 

Use (2.22) to write dgl Va explicitly as 

(dg)(il], (, () = il](gzo - gio) + (gz, + gz') + (gi, + gi,). 

Since (0, i, i) is a null vector for dg we have 

gz, + gz, = gil + g", 

along the Z2(K7T., 7T.) branch, so 

(dg)(il], (, () = il](gzo + g"o) + «( + ()(gz, + gz) (2.26) 

Next we write dgl Vo in terms of the real coordinates ('1, (', n where ( = " + ie-. 
Formula (2.26) becomes 

[ 
Re(g?o - g~ul 2Im(g?, + g~) 0][ I] ] 

- Im(g;o - gio) 2 Re(g;, + g;J 0 " 
* * 0 (". 

Thus the remaining two eigenvalues of dgl Va are those of the 2 x 2 matrix 

[ Re(g?o - g~ol 2Im(g?, + g~2)J (2.27) 
No = I I) 2 R (1 I)· - Im(gzo - gio e gz, + gz, 

It is now straightforward to verify the entry in Table 2.9. 
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Computing the eigenvalues of dgl VI requires slightly more sophisticated 
linear algebra. First write dgl VI explicitly as: 

(dg)(I/, (, - 0 = I](gzo + gio) + ((gz, - gz,) + ,(gi, - gzJ 

Suppose that dg I VI is written in real coordinates (I], (', e) where' = (' + ie, 
as the 3 x 3 matrix 

Q = [~: !: ~:] 
A3 B3 C3 . 

In these coordinates the null vector of dglVl is ( - y, 0, a); see Table 2.7. Set­
ting 

and computing T~IQT yields a 3 x 3 matrix whose null vector is (1,0,0). 
Thus 

T~IQT = [~ ;z 
° B3 + ay~IBI 

Thus the relevant 2 x 2 matrix is 

Setting 

we see that 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(a) Qj = g{, - g{2 

(b) Qj = g~, - g~2 

BI = Re(Qo + 120) 

Bz = Re(QI + Qd 

B3 = Im(QI + Qd 

CI = - Im(Qo - Qo) 

Cz = - Im(QI - 121) 

C3 = Re(Q\ - Qd. 

(2.28) 

(2.29) 

(2.30) 

After a longish calculation using the third order truncation of g and (2.28-2.30) 
we obtain the entry for NI in Table 2.9. 
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(d) Bifurcation to Tori 

In this section we briefly discuss the eigenvalue of dg that may cross the 
imaginary axis along a primary or secondary branch of solutions to 9 = O. 
Here we refer to the entries in Table 2.9 marked [*]. 

The eigenvalues marked [*] along the branch of steady-state Z2(K) x 8 1 

solutions produce possible Hopf bifurcations to periodic solutions. When 

p;. J1. + p~ + p3 

changes sign there is a bifurcation to periodic solutions with Z2(K) symmetry, 
and when 

p~. J1. + p~ - p3 

changes sign there is a bifurcation to periodic solutions with Z2(Kn, n) 
symmetry. 

When the eigenvalue 

c~· J1. + cka 2 

crosses zero a Hopf bifurcation from the rotating wave periodic solutions 
80(2) occurs. The resulting bifurcation leads to quasiperiodic motion on an 
invariant 2-torus, which we call a modulated rotating wave; see Exercise 2.2. 
Remarkably, the asymptotic stability of these new quasiperiodic solutions can 
be determined from the third order truncation of g. They are asymptotically 
stable precisely when 

p.~ _ p2 > 0, 

and 

H = c - - - Re > O. 1 p~ck c3 [ p3_iq3 ] 

P pk-p2 2 p2+i(c2 _q2) 
(2.31) 

This formula is derived in Crawford, Golubitsky, and Langford [1987]. 
Next we consider the Z2(K) branch. We claim that eigenvalues of Mo can 

cross the imaginary axis, yielding a Hopf bifurcation, and that eigenvalues of 
M 1 can cross either through 0 or through complex conjugate purely imaginary 
eigenvalues. 

By the nondegeneracy condition (f) in Table 2.6, det Mo =f. O. Thus if 
eigenvalues of Mo cross the imaginary axis they do so away from zero. This 
can happen when c~(O) and pk(O) have opposite signs. If we consider the ODE 
x + g(x) = 0 restricted to Vo = Fix(Z2(K)) we find a Hopf bifurcation to an 
invariant 2-torus. The 0(2) symmetry forces motion on an invariant 3-torus 
which is foliated by invariant 2-tori. Higher order terms are needed to deter­
mine the stability of these two-frequency motions. 

An eigenvalue of M 1 can cross through 0 along a branch of periodic solu­
tions with Z2(K) symmetry. This crossing can be detected from the third order 
truncation of 9 by solving det M 1 = o. When such a bifurcation occurs a new 
branch of invariant 2-tori appears. Roughly speaking, the periodic solutions 
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with isotropy conjugate to Z2(K) foliate an invariant 2-torus. When bifurcation 
occurs, motion on a new invariant torus appears, having one frequency near 
that of the primary Z2(K) solution, and one frequency near zero, corresponding 
to a slow drift along the 0(2) group orbit. See Chossat and Golubitsky 

[1987b]. 
Finally, it is possible for complex conjugate eigenvalues of MI to cross the 

imaginary axis. When this happens, motion on an invariant 3-torus is created. 
This motion has one frequency near that of the primary Z2(K) solution, one 
frequency near the magnitude of the imaginary eigenvalues concerned, and 
one frequency near zero corresponding to drift along the group orbit. Again 
see Chossat and Golubitsky [1987b]. Similar bifurcations to tori are possible 
along the branch of periodic solutions with Z2(KTC, TC) symmetry. 

(e) Sample Bifurcation Diagrams and Summary 

We have seen that in this Hopf/steady-state mode interaction with 0(2) 
symmetry, three primary bifurcating branches, three secondary branches, and 
possibly up to six tertiary branches of solutions can occur. Moreover, the 
existence and much of the determination of asymptotic stability of these 
solutions may be found from the normal form equations truncated at order 3. 
Thus, when an 0(2)-invariant steady-state loses stability simultaneously to a 
symmetry-breaking steady-state mode and a symmetry-breaking Hopf mode, 
complicated dynamics occur. 

The three primary branches-one of steady-state solutions, and two of 
periodic solutions, respectively rotating and standing waves-are to be 
expected. In addition, generically we find three secondary branches: two corre­
sponding to periodic solutions with less symmetry, and one corresponding 
to 2-frequency motion bifurcating from the branch of rotating waves. We call 
these solutions modulated rotating waves. Finally, depending on the exact 
signs occurring in the nondegeneracy conditions of Tables 2.6 and 2.10, up to 
six tertiary branches of tori may bifurcate from the secondary branches of 
periodic solutions. The determination of the direction of branching of these 
tori is beyond the scope of the present work and surely involves terms of 
at least degree 5 in the normal form equations. 

It is, however, still a nontrivial task to enumerate all of the different bifurca­
tion diagrams. Different choices of sign in Tables 2.6 and 2.1 0 indicate that 
a conservative lower bound for the number of possibilities is 1000. We prefer 
to address the following question: Suppose that we know the order 3 truncated 
reduced bifurcation equations g exactly, and suppose that the nondegeneracy 
conditions are satisfied. How do we draw the associated bifurcation diagram? 
This is the situation that pertains when we discuss bifurcation from Couette 
flow in Case Study 6. 

Since there is no distinguished bifurcation parameter in this problem we 
propose to draw the bifurcation diagram as follows. In the two-parameter 
(.Ie, a)-space we draw the curves along which zero or purely imaginary eigen-
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Hopf 
Neutral 
Curve 

Steady 
State 
Neutral 
Curve 

Figure 2.2. Clockwise path around bicritical point. 

O(2)x s' 

Figure 2.3. Bifurcation diagram corresponding to path in Figure 2.2. 

values of dG (where G is defined in (2.1» occur along the O(2)-invariant trivial 
solution. In a Hopf/steady-state mode interaction these neutral stability curves 
must intersect, as in Figure 2.2. 

We then consider the circular path in parameter space shown on the figure. 
We follow the path around the bicritical point (the point of mode interaction 
where the curves cross), and, using the explicit truncated g, we find which 
transitions in state are possible. One such scenario is shown in Figure 2.3. 
Along this path, starting in the south, we travel west and arrive at a Hopf 
bifurcation to a stable rotating wave and an unstable standing wave. Halfway 
around the circle the rotating wave loses stability to a stable 2-torus of 
modulated rotating waves. If we start in the south and move eastward we first 
go to a steady-state bifurcation to a stable noninvariant steady-state, which 
then bifurcates to a stable periodic solution with Z2(Kn, n) symmetry. This 
periodic solution loses stability to motion on a 2-torus whose direction of 
branching and stability we cannot determine. Other unstable solutions exist. 

EXERCISES 

2.1. Show that the ring of 0(2) x Sl-invariants is not a polynomial ring by establishing 
the relation 
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2.2. Using the actions (2.2, 2.3) of 0(2) x SI on I[; EB I[;z, and Proposition 2.3, show 
that the isotropy data in Table 2.3 change as follows: 

Orbit Isotropy Fix(L) dim Fix(L) 

0 (0,0,0) 0(2) X SI (0,0,0) ° 1 (x,O,O) D x SI (x,O,O) 
,-5 

(O,z,O) 2 2 (O,a,O) SO'(2) = {lip, -lip)} 
3 (O,a,a) DZI = <K, (n/I, n) (O,z,z) 2 

4 (x,a,a) Dj;" = <K, (2n/h, - 2n/h) (x,z,z) 3 

h = hcf(m,21) 
5 (x,a, -a) Dt = <K, (2n/h, 2n/h) (x,z, -z) 3 

h = hcf(m,2T) 
6 (O,a,b) «n/I, n) (0, ZI' zz) 4 

7 (x,a,O) «2n/m, -2In/m) (ZO,ZI'O) 4 

8 (w,a,a) « n, In) [m even] I[; EB I[;z 6 
(w,a,b) ~ [m odd] 

Here, to avoid duplication, the following must be noted: 

When I = 1 and m is even, 3 is the same as 4. 
When I = m and m is even, 6 is the same as 8. 

§3.t Hopf/Hopf Mode Interaction 

As we discussed in §O, two-parameter 0(2)-equivariant systems of ODEs 

x + g(x,A,a) = ° (x E IR") (3.1 ) 

may be expected to have isolated points at which distinct Hopf modes interact. 
In this section we discuss the simplest forms that such interactions may take 
and some of the associated dynamics. The number of possibilities, even in the 
simplest cases, is quite large, and consequently our discussion will be far from 
complete. To keep the length within bounds, we omit details of all calculations. 
A more complete discussion may be found in Chossat, Golubitsky, and 
Keyfitz [1986]. Examples of HopfjHopf mode interaction with symmetry 
occur in certain models of flame propagation; see Matkowsky and Olagunju 
[1982], Keyfitz et al. [1986], and Booty et al. [1986]. 

For ease of notation we assume that the mode interaction occurs at 
(x,..1., a) = (0,0,0). In the simplest such interactions, (dg)o.o. 0 has two pairs of 
purely imaginary eigenvalues ± woi, ± WI i, whose (generalized) eigenspaces 
Wo and WI are o (2)-simple. The 0(2) symmetry forces these eigenspaces to 
have dimension 2 or 4, depending on whether the corresponding eigenvalue 
is simple or double. If both eigenspaces are two-dimensional then we are 
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(essentially) in the case of Hopf/Hopf mode interaction without symmetry 
discussed in XIX, §4. 

In this section we assume that dim WI = 4 and consider in two subsections 
the cases 

(a) dim Wo = 2, 

(b) dim Wo = 4. 

Again, for simplicity we assume that [R!" = Wo EB WI' or equivalently that 
a center manifold reduction has already been performed. Thus we call (a) 
the six-dimensional case and (b) the eight-dimensional case. 

We wish to study the local dynamics occurring in O(2)-symmetric perturba­
tions of the Birkhoff normal form for (3.1). In this section, however, we assume 
that (3.1) is in Birkhoffnormal form. The simplest Birkhoffnormal forms occur 
when woi and WI i are nonresonant, that is, when wdwo is irrational. Under 
this assumption, Theorem XVI, 5.9, implies that the normal form of (3.1) 
commutes with the 2-torus T2 as well as with 0(2). This 2-torus is the closure 
of the one-parameter subgroup generated by the linearization L = (dg)o.o.o. 

In the six-dimensional case we show that the Birkhoff normal form equations 
decouple into amplitude and phase equations and, as in other instances of such 
a splitting, the dynamics of the amplitude equations more or less determine 
those of the normal form equations. This decoupling is not surprising since 
the normal form equations commute with the 3-torus SO(2) x T2. Thus the 
normal form equations are determined on group orbits (amplitudes constant) 
by the vector field at a single point on the group orbit. 

In the eight-dimensional case, the full normal form equations do not decouple 
into amplitude and phase form. However, generically the interesting dynamics 
occur on six-dimensional fixed-point subspaces, and on these subspaces the 
normal form equations do decouple. 

(a) The Six-Dimensional Case 

By a linear change of coordinates we may assume that 

wll 

[

0 -Wo 

(dgho.o = Wo 0 0 (3.2) 
o 

where 1 is the 2 x 2 identity matrix. We begin by describing the group action 
of 0(2) x T2. Since dim Wo = 2 the action of SO(2) on Wo is trivial and 
0(2)/SO(2) acts by ± 1 on Wo. The analyses of these two cases are identical, 
and we shall assume that 0(2) acts trivially on Wo ~ Co 

The action of SO(2) on WI ~ IC 2 has the form 
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for some positive integer k. Dividing by the kernel we may assume that k = 1. 
Thus we may assume that the action of 0(2) on IC EeIC2 is generated by 

(a) 1jJ'(ZO,ZI,Z2) = (zO,e il/!zl,e- il/!z2) 

(b) /('(ZO,ZI,Z2) = (ZO,Z2,Zt>. 

Compare with (XVII, 1.3). 
From (3.2) we may take the action of T2 to be 

(1jJ E SO(2» 

(OO,OI)'(ZO,ZI,Z2) = (ei60zo,ei6'zl,ei6'z2)' 

(3.3) 

(3.4) 

The BirkholT normal form for vector fields commuting with the action (3.2, 3.3) 
of 0(2) x T2 may now be derived as follows: 

Theorem 3.1. Vector fields commuting with 0(2) x T2 have the form 

(Po + ~oH ]+ (p, + ,q,{ ~]+ (p, + ,q,){ L] (3.5) 

where Pj' qj are functions of p, N, L\ and parameters, and 

PROOF. See Chossat, Golubitsky, and Keyfitz [1986], Proposition 2.3. D 

From (3.2) we have 

(a) Po(O) = 0, PI (0) = 0 

(b) qo(O) = Wo, ql(O) = WI' 
(3.6) 

The BirkholT normal form (3.5) decomposes into amplitude and p'hase 
equations. With rj = IZjl, the amplitude equations are: 

(a) ro + poro = 0 

(b) r1 + (PI + c5P2)r1 = ° 
(c) r2 + (PI - c5P2)r2 = 0, 

(3.7) 

where Po, PI are functions of p = r5, N = rf + r~, and A = c52 where 
c5 = r~ - rr. 

Zeros (ro, r1 , r2) of (3.7) correspond to periodic orbits, invariant 2-tori, and 
invariant 3-tori for the BirkholT normal form, depending on whether two, 
one, or none of the rj are zero. 

The amplitude equations (3.7) define a mapping f: 1R3 ~ 1R3 where 

f(ro, r1, r2) = (poro, (PI + c5P2)r1, (PI - c5P2)r2)' (3.8) 

The mappings (3.8) are precisely those that commute with Z2 x D4 acting on 
1R3 as follows. The group Z2 is generated by 1<:0' and D4 is generated by three 
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elements K 1 , K 2 , and K, all of order 2, acting by 

(a) Ko(ro, r 1 , r2 ) = (- ro, r1 , r2 ) 

(b) K1 (rO,r1 ,r2 ) = (ro, -r1 , -r2) 

(c) K2(rO, ru r2) = (ro, r1, - r2) 

(d) K(rO,r1,r2) = (ro,r2,rd. 

(3.9) 

This is no surprise: there are corresponding reductions for ordinary Hopf 
bifurcation to a Zz-equivariant bifurcation equation and for 0(2) Hopf 
bifurcation to a D4-equivariant equation; see Chapter VIII and XVII, §4. 

We use the Z2 x D4-symmetry to detect different types of solution by 
isotropy. The conjugacy classes of isotropy subgroups are given in Table 3.1, 
together with their fixed-point subspaces and the conditions for flFix(L) to 
vanish. The isotropy lattice is shown in Figure 3.1. Its structure is reflected in 
the bifurcation diagrams, which we draw later. 

A zero of the amplitude equations corresponds to an equilibrium orbit of 
the six-dimensional system. The (orbital) asymptotic stability of the latter 

Table 3.1. Orbit Data for Z2 x D4 

L Fix(L) JIFix(L) = 0 

0 Zz X D4 0 
1 D4 (ro, 0, 0) Po = 0 
2 Zz x (Kz> (0, r1 , 0) Pl- r?PZ=O 
3 Zz x (K> (0,r1 ,rl ) PI = 0 
4 <Kz) (ro, rl , 0) Po=PI-rrpz=O 
5 Zz (O,rl,rz) PI = pz = 0 
6 <K) (ro, rl , rtl Po = PI = 0 
7 ~ (ro,rl,rz) Po = PI = pz = 0 

Figure 3.1. Isotropy lattice for Zz x D4 · 
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Table 3.2. Form of Eigenvalues of df 

Type d[ Eigenvalues 

U 
0 

~] 0 B A,B,B 

0 

U 
0 n B A,B,B 

0 

U 
0 

~] 2 B A,B,C 

0 

[: 0 

~] 3 B A,B+ C,B- C 
C 

[~ 
D 

~] C, eigenvalues of N\ = [~ ~J 4 B 
0 

U 
D 

~] B - C, eigenvalues of N2 = [2~ B! c J 6 B 

C 

corresponds to asymptotic stability of the former. Suppose that z(t) = 

(ZO(t),Zl(t),Z2(t)) E (:3 is a trajectory of the invariant six-dimensional vector 
field. Then r(t) = (!zo(t)!,!Zl(t)!,!Z2(t)l) is the corresponding trajectory of the 
amplitude equations. Note that r(t) limits on a point r E 1R3 precisely when 
z(t) limits on the group orbit corresponding to r. 

The asymptotic stability of a zero of the amplitude equations may be com­
puted, using linearized stability, from the eigenvalues of the 3 x 3 Jacobian df. 
The form of df, as restricted by isotropy, and its eigenvalues, are given in 
Table 3.2 for most solution types. Since generically (when P2 #- 0) solutions 
of types 5 and 7 do not occur, we have not included them. 

Each of the eigenvalues of df can now be computed along primary branches 
(solution types 0-3) by evaluating the relevant partial derivatives of f. Along 
secondary branches (types 4 and 6) the best we can do in general is to find 
the trace and determinant of the specified 2 x 2 matrix. These results are 
summarized in Table 3.3. 

It is now possible, in theory, to determine the bifurcation diagrams associated 
to the amplitude equations using the FlFix(1:) column of Table 3.3. We note 
here only that generically (P2 #- 0) solutions of types 5 and 7 do not occur and 
that it is not possible for solutions on branches 2 and 3 and branches 4 and 6 
to be simultaneously asymptotically stable. 

Some aspects of the Birkhoff normal form equations.i truncated at order 3 
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Table 3.3. Computation of Eigenvalues of df 

Solution Type 

o 

1 

2 

3 

4 

Signs of Eigenvalues 

Po 
PI 
Po. P 

[twice] 

PI [twice] 
Po 
Pl.N - P2 + rf(2Pu. - P2.N - 2rIP2.t.) 
P2 
Po 
PI.N 
-P2 
P2 
tr NI = PPo. P + rf[PI.N - P2 + rr(2PI.t. - P2.N - 2rrp2.t.)] 

detNl2= POjPl.N - P2) - PO.NPI.p + rf[poj2PI.t. - P2.N 

- rI P2.t.) + PO.NP2.t. - 2po.t.pl. P + 2rrpO.t.P2.p] 
6 -P2 

tr N2 = PPo. P + 2rr Pl.N 
det N2 = PO.pPI.N - PO.NPI.p 

are studied in Chossat, Golubitsky, and Keyfitz [1986]. We mention four of 

their observations. 
Assume that j has the form 

(a) Po = 1X0(fJ - A + aop + boN) 

(b) PI = 1X 1 ( -A + alP + biN) 

(c) P2 = 1X1 P2 

where 1X0, lXI' ao, ai' bl , P2 are constant. 

(3.10) 

(1) As for a single mode bifurcation in the presence of 0(2) symmetry, the 

branches 2 and 3 emerge together, and generically one of them is stable 

only if both are supercritical. Then precisely one of them is stable at the 

bifurcation point if and only if P > 0, that is, if this pair bifurcates first. 

(2) The same principle governs the bifurcation of the secondary branches 4 

and 6 from 1. If this bifurcation occurs, then both branches emerge 

together and precisely one gains stability (by an exchange of stabilities) 

only when 1 is supercritical. Then either 1 is stable before the bifurcation 

and both 4 and 6 are supercritical, or 1 is unstable before the bifurcation 

and both 4 and 6 are subcritical. 

(3) The secondary branches may be finite (Fig. 3.2) or infinite (Fig. 3.3). 

(4) A tertiary Hopfbifurcation may occur on a secondary branch that is finite 

and forms a transition between a subcritical and a supercritical primary 

branch. This Hopf bifurcation can be detected by a change of stability 

along the branch. If either end is stable, under the conditions in 2 then 

there is an arrangement of fifth order terms that guarantees a stable 
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Figure 3.2. Finite secondary branches. 

4 
I 
6 
3 

Figure 3.3. Infinite secondary branches. 

Figure 3.4. Tertiary Hopf bifurcation in amplitude equations. 

481 

tertiary branch. See Figure 3.4. This tertiary Hopfbifurcation corresponds 
to an invariant 3-torus in the dynamics of the Birkhoff normal form 
equations. 

(b) The Eight-Dimensional Case 

In the eight-dimensional case we may assume 

wol 
(dg)o.o.o = l 0 

o 
(3.11 ) 

and we write Wo EEl WI = 1[2 EB 1[2 with coordinates (z l' Z 2' Z 3' Z4)' The action 
of 0(2) x T2 on 1[2 EB 1[:2 is 

(a) (81,82)'(ZI,Z2,Z3,Z4) = (ei8'zl,ei8'z2,ei8'z3,ei8'z4) 

(b) K'(ZI,Z2,Z3,Z4) = (Z2,ZI,Z4,Z3) 

(c) ""(ZI,Z2,Z3,Z4) = (eli1/!zl,e-lil/!z2,emil/!z3,e-mil/!Z4), 

(3.12) 
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for (01, ( 2 ) E T2 and 1/1 E 50(2). Note that 1/1 acts as rotation by 11/1 on the first 
1[2 and rotation by mlj; on the second. Because two wave numbers I and m 

exist, we cannot scale them both to 1 as we did in the six-dimensional case, 
but as usual, by factoring out the kernel, we may assume that I and mare 
coprime. 

The form of 0(2) x T 2-equivariant vector fields can be computed by first 
finding the general form for 50(2) x T2-equivariance and then determining 
the restrictions imposed by the flip K. 

Theorem 3.2. Let 9 be a nonresonant SO(2)-invariant vector field with linear 
part (3.11). Then 9 has Birkhojf normal form 

(PI + iqtlZl + (rl + istlzf- I zi(Z3 Z4)1 

(pz + iqz)zz + (/'z + isz)zfzi-I (Z3 Z4)1 

(P3 + iq3)Z 3 + (r3 + is3)(z I zz)mz~-I z~ 

(P4 + iq4)Z4 + (r4 + iS4)(ZIZ2)mZ~ztl 
Here Pj' qj, rj, Sj are functions of Pi = IZiI2, Re rx, 1m rx, where 

rx = (z I ZZ)m(Z3 z4t 

If further 9 is 0(2)-equivariant, then (3.13) must also satisfy 

gz(z) = gl(K'Z) 

g4(Z) = g3(K' z). 

PROOF. See Chossat, Golubitsky, and Keyfitz [1986]. 

(3.13) 

(3.14) 

o 

We next discuss the isotropy subgroups of 0(2) x T2 acting on I[z EEl 1[2 
and use these to classify some of the dynamics occuring in (3.11). We must 
consider three types of subgroup of 0(2) x T2, as follows. Each element of 
0(2) x T2 has the form 

(a) (t/J, 01, ( 2 ) E 50(2) x T Z 

or (3.15) 

(b) (KI/I,01,02) 

where K is the flip in 0(2). We define 

(a) Z(I/I,01,02) = «1/1,01 ,02» c 50(2) x T2 

(b) zAt/J,et>(2) = «Kt/J,el ,e2» (3.16) 

(c) S(k, I, m) = {(kO, Ie, mO): 0 E 51 }. 

Here ( ) means "group generated by." Because of its special role we define 

Z2 = ZAO, 0, 0) = (K). 
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Table 3.4. Isotropy Subgroups of 0(2) x T2 on ([2 EB CZ 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

11 

12 
13 
14 

Isotropy Fixed-Point Solution 
Subgroup Subspace Dimension Type 

0(2) x T2 {o} ° S(O, 0, I) x 8( I, -1,0) 22 = 23 = 24 = ° 2 I-rotating wave 
8(0,0,1) x Z2 x Z(n/l,n,O) 21 = 2 2 , 23 = Z4 = ° 2 I-standing wave 
S(O, 1,0) x Z2 x Z(n/m,O, n) 21 = 22 = 0, 23 = 24 2 m-standing wa ve 
S(O, 1,0) x S(l,O,m) 21 = 22 = 23 = ° 2 Ill-rotating wave 
S(O,O,1) x Z(n/I, n, 0) 23 = 24 = ° 4 2-torus 
S(O, 1,0) x Z(n/m,O,n) 2 1 =22 =0 4 2-torus 
8(1, I, m) 21=23=0 4 2-torus 
8(1, I, - m) 2 1 =24 =0 4 2-torus 
Z2 x Z(n, In, mn) 21 = 2 2 , 23 = 24 4 2-torus 
Zk(O, n, 0) x Z(n, In, nm) 21 = -22, Z3 = Z4 4 2-torus 

(m odd) 
Zk(O, 0, n) x Z(n, In, mn) 21 = Z2' Z3 = -24 4 2-torus 
(l odd, III even) 
Z(n/I, n, mn/!) (l =I I) Z3 = ° 6 3-torus 
Z(n/m, In/Ill. n) (m =I I) 21 = ° 6 3-torus 
Z(n,ln,lIln) (:2 E8 (:2 8 

(14) 

Figure 3.5. Isotropy lattice of 0(2) x T2 acting on (:2 E8 (:2. * = (10) if III odd, (11) if 
m even. t absent if I = 1; (\4) is contained directly in (5) and (7). § absent if III = 1; 
(14) is contained directly in (6) and (8). 

The conjugacy classes of isotropy subgroups of 0(2) x T2 and their fixed­
point subspaces are given in Table 3.4. Figure 3.5 shows the isotropy lattice. 
It depends on whether I and m are even, odd, or 1. 

It is now possible to determine the restricted vector fields glFix(L) for each 

isotropy subgroup L, and to show that for each of these restrictions the 
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associated system of ODEs decouples into amplitude and phase equations. 
As usual, zeros of the amplitude equations correspond to invariant tori in 
the normal form equations. Table 3.4 shows the dimensions of these tori 
(periodic solutions, 2-torus, or 3-torus), which depend only on the isotropy 
subgroup. Hopf bifurcation along a branch of invariant 3-tori seems possible 
and leads to the existence of invariant 4-tori. 



CASE STUDY 6 

The Taylor-Couette System 

With William F. Langford 

§O. Introduction 

The Taylor-Couette apparatus consists of a fluid contained between two 
coaxial, independently rotating cylinders. The experiments involve setting the 
speeds of rotation of the inner and the outer cylinders and observing the nature 
of the fluid flow between them. What astonishes observers of the experiment 
is the beautiful patterns that develop in the fluid flow. In this respect both 
theoreticians and experimentalists are united in an attempt to explain how 
these patterns form and why there are so many different types. Since the 
Taylor-Couette experiment is one of the simplest fluid flow experiments, it is 
a natural place to try to connect theory with experiment. 

In this case study we attempt to relate fluid flow pattern formation to the 
existence of (approximate) symmetry. We study only those patterns found near 
an invariant steady state and compare our theoretical and numerical predic­
tions with experimental findings. 

This case study is divided into three sections. In the first we introduce the 
flow patterns and set the background for a bifurcation analysis of the Navier­
Stokes equations based on 0(2) symmetry. The analysis and the numerical 
results concerning the Navier-Stokes equations are presented in §2. There we 
show that mode interactions with 0(2) symmetry occur in this model, and we 
indicate how to find the third order truncation of the bifurcation equations 
of steady-state/Hopf mode interaction with 0(2) symmetry. Using the theo­
retical results of Chapter XX, we make a prediction concerning the existence 
of asymptotically stable solutions in the Taylor-Couette system, and then 
we describe experiments that confirm this prediction. Finally in §3 we briefly 
discuss finite length effects. 

Some of the exposition and many of the results appearing in this case study 
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are taken from the papers of Langford et al. [1988J, Golubitsky & Langford 
[1987J and Tagg, Hirst & Swinney [1988]. We also acknowledge the excellent 
works ofChossat, looss, and Demay, whose theoretical and numerical studies 
on the Couette-Taylor system have complemented our own work. Finally we 
thank Randy Tagg and Harry Swinney for their help in relating our theoretical 
work to the experiments on the Taylor-Couette system. 

§ 1. Detailed Overview 

We have three major goals in this section: 

(i) To describe the most elementary fluid flow patterns observed in experi­
ments on the Taylor-Couette apparatus, 

(ii) To explain how symmetries enter the theoretical analysis of the Taylor­
Couette system and how the states described in (i) can be derived by using 
the techniques of bifurcation theory with symmetry, 

(iii) To show how genericity, elementary group theory, and the consideration 
of the experimentally observed states permit an educated guess that mode 
interactions as studied in Chapter XX will appear in the analysis of (ii). 

The section itself is divided into six parts. In subsection (a) we introduce 
the basic flow patterns and discuss both their dynamic nature and their 
symmetries. In (b) we show how 0(2) x 80(2) symmetry is introduced into 
the mathematical model of the Taylor-Couette system, the Navier-Stokes 
equations, through the assumption of periodic boundary conditions. Part (c) 
is devoted to showing how, in a natural way, we can expect the study of 
bifurcation with 0(2) x 80(2) symmetry to reduce to the study of bifurcation 
with 0(2) symmetry. The general idea for performing the linear theory calcu­
lations necessary for this bifurcation analysis is discussed in (d). In that 
subsection we describe both the experiments and the theoretical analysis 
contained in the seminal paper of Taylor [1923]. In (e) we indicate how 
steady-state/Hopf mode interactions arise in the model with periodic bound­
ary conditions model. In the final subsection (f) we illustrate conclusions that 
can be drawn for the PDE model, based on the nonlinear theory of mode 

interactions developed in Chapter Xx. 
We focus on three experimentally controllable parameters in the Taylor-

Couette system: 
Q 1 = the angular velocity of the inner cylinder, 

O2 = the angular velocity of the outer cylinder, 

IJ = the ratio of the radius of the inner cylinder to the radius 
of the outer cylinder. 

The first two parameters are easily varied in 30 experiment, and the third 
parameter can be varied-but only at the ex pense of building a new apparatus. 
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It is most natural to use cylindrical geometry when describing the Taylor­
Couette system. The axial direction refers to the direction along the a~is of 
the cylinder; the azimuthal direction refers to the direction around the cylInder; 
the radial direction needs no definition. 

(a) Basic Experimental Facts 

We begin our story with a description of selected experimental observations. 
When the outer cylinder is held fixed and the inner cylinder is rotated slowly 
at speed 0 1 , the fluid particles seem to rotate in circles with a speed that is a 
function of their distance from the outer cylinder. This state of motion of the 
fluid is called Couette flow; see Figure 1.1 (a). As n 1 is increased a critical speed 
is reached where Couette flow loses stability to a spatially structured state 
known as Taylor vortices; see Figure 1.1 (b). This state is time-independent in 
the sense that the velocity field of the fluid flow does not depend on time. 
Of course, the fluid particles themselves move in time. Note that vortices 
normally occur in pairs when the orientation of the fluid motion is considered. 

In the experiments the flow between the cylinders is visualized by adding 
small platelike particles-called kalliroscope---to the fluid, which align them­
selves in the direction of the flow and reflect light. The straight dark lines in 
the Taylor vortex pattern consist of points where the fluid flow is horizontal. 
Observe that the Taylor vortex pattern appears to be spatially periodic in the 
axial direction, at least near the midplane of a moderately long cylinder. As 
noted, the spatial period is measured by the extent of a vortex pair. 

The spiral vortices of Figure 1.1 (c) are another fluid flow pattern that is 
observed as a direct transition from Couette flow. To find this state the inner 
cylinder is rotated at a fixed velocity 0 1 < 0 and the outer cylinder is counter­
rotated at a velocity O2 > O. When 0 1 is small, Couette flow is still the 
observed state. As 0 1 is increased, however, there is a critical speed at which 
Couette flow loses stability to the spiral vortex pattern. 

Unlike Taylor vortices, the spiral vortex state is time-dependent. To under­
stand this point, look at Figure 1.1 (c) and imagine the spiral vortices spiraling 
up the cylinder. At a fixed level on the outer cylinder the velocity field must 
change in time as the spiral wave crosses that level. Like Taylor vortices the 
spiral vortices appear to be spatially periodic in the axial direction, again if 
one focuses on the center part of a moderately long cylinder. Moreover, this 
spatial periodicity suggests that the spiral vortices should be time-periodic 
(the period being the length of time it takes the spiral wave to move up one 
vortex pair along the cylinder) and a traveling wave (since the time evolution 
of spiral vortices may be obtained by rotating the apparatus). These points 
are confirmed by the experiments. 

A number of other fluid states have been observed in the Taylor-Couette 
experiment. This is amply illustrated by the findings of Andereck, Liu, and 
Swinney [1986J and reproduced in Figure 1.2. Some states that arise as 
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Figure 1.1. Pictures of the Taylor-Couette experiment: (a) Couette flow; (b) Taylor 
vortices; (c) spiral vortices; (d) wavy vortices; (e) twisted vortices; (f) interpenetrating 
spirals. (Courtesy of Harry Swinney and Randy Tagg.) 
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Figure 1.2, Experimentally determined flow regimes in the Taylor-Couette system. 
(Adapted from Andereck, Liu, and Swinney [1986].) 

secondary transItIOns are picured in Figure 1.1 (d)-(f). Again observe the 
striking spatially periodic patterns of wavy vortices, twisted vortices, and 
interpenetrating spirals. 

(b) The Infinite Cylinder Approximation 

Time evolution of the fluid flow vector field is governed by the three­
dimensional Navier-Stokes equations. The Taylor-Couette experiment is 
modeled by augmenting these equations with appropriately chosen boundary 
conditions. 

The accepted choice for boundary conditions on the inner and outer cylinder 
are "no slip" boundary conditions, in which the fluid is assumed to move along 
with the cylinder itself. The choice of boundary conditions on the ends of the 
cylinders is more problematic. There are two distinct choices to be made, 
depending on whether one is primarily interested in modeling the experi­
mental apparatus or the experimentally observed states. One assumes physi­
cally realistic no slip boundary conditions in which the flow field vanishes on 
the fixed ends ofthe cylinder. The other assumes periodic boundary conditions 
in the axial direction, this choice being motivated by the periodicity apparent 
in the observed states. 
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The goals of analyses differ depending on which choice of axial boundary 
conditions is made. With the choice of realistic boundary conditions one hopes 
to study an exact mathematical model of the experiment and to match up 
steady and time-periodic solutions of the equations with the experimentally 
observed states. The difficulty with this choice, however, is that direct mathe­
matical analysis is not possible-for example, there is no simple analytic 
formula for Couette flow, since even in Couette flow the motion of the fluid 
near the ends of the cylinder is complicated. With present-day computers it 
is possible, of course, to integrate the three-dimensional Navier-Stokes equa­
tions and to compare the computed solutions with experiment. This approach 
has been followed by several authors; see, for example, Marcus [1984], Cliffe 
and Spence [1985], and Dinar and Keller [1986]. Two drawbacks of this 
approach are that it is quite expensive to compute a large number of cases 
and the method does not provide a mathematical answer to the question, Why 
do the observed patterns actually appear? 

The choice of periodic boundary conditions is motivated by two considera­
tions. First and foremost, many of the observed states appear to be spatially 
periodic in the axial direction, and the class of solutions to these equations 
should provide insight into the nature of the patterns themselves. Second, the 
flow of the fluid far from the axial boundaries is unaffected (at least approxi­
mately) by boundary effects. We call this model the infinite cylinder approxi­
mation since any solution with periodic boundary conditions can be extended 
periodically to a solution with infinite extent in the axial direction. 

As we shall see in §2, one virtue of the infinite cylinder approximation is the 
existence of an exact formula for Couette flow. Once a trivial solution exists, 
it is possible to perform a bifurcation analysis by searching for critical speeds 
of the inner and outer cylinders in which the trivial solution Couette flow loses 
stability and then computing the relevant higher order terms to determine 
stable nontrivial states. Such computations also require computer assistance, 
but of a much simpler sort than required by the exact equations. For example, 
a standard desktop PC is sufficiently powerful. 

The goal of the infinite cylinder analysis is to provide an understanding of 
pattern formation. Since the model is at best approximate one must make a 
careful comparison of theoretical results with experiments to verify that the 
approximate model is reasonable. We use this approach in §§ 1 and 2. 

(c) Bifurcation with 0(2) x 80(2) Symmetry 

Since the Navier-Stokes equations are invariant under the Euclidean group 
E3 of all translations, rotations and reflections of space, the group of symme­
tries of a given model is a subgroup of E3 determined by the shape of the 
domain and the boundary conditions. In the Taylor--Couette system, the 
simplest symmetries are obtained by rotating the whole apparatus ab?ut the 
common axis of the cylinders. These rotations lead to an SO(2) aZImuthal 
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symmetry. (Note that reflecting the apparatus through a plane containing the 
cylinder axis is not a symmetry of the system as this reflection changes the 
signs of the rotation speeds OJ.) 

In the infinite cylinder approximation, translations along the axis of the 
cylinder yield symmetries of the equations, as do reflections of the cylinder 
through a plane perpendicular to its axis. As we have seen before, the assump­
tion of periodic boundary conditions allows us to identify these translations 
with the action of a circle group. Thus the axial symmetries, induced by 
periodic boundary conditions, may be identified with the group 0(2). Since 
the axial 0(2) and the azimuthal SO(2) symmetries commute, the spatial 
symmetries of the infinite cylinder model form the group r = 0(2) x SO(2). 

We now discuss how we may use both the experimentally observed Taylor 
and spiral vortex states and genericity to make informed guesses about the 
types of bifurcation that should be expected from Couette flow in the infinite 
cylinder approximation. We claim that in order to find Taylor and spiral 
vortices the typical steady-state and Hopf bifurcations with symmetry group 
r should have the same structure as those same bifurcations with 0(2) 
symmetry. We begin by considering steady-state bifurcation and let V be the 
eigenspace corresponding to the zero eigenvalue of the Navier-Stokes equa­
tions linearized about Couette flow. Recall from Theorem XII, 3.1, that in 
generic steady-state bifurcation we expect the action of r on V to be absolutely 
irreducible; that is, the only matrices commuting with the group are scalar 
multiples of the identity. Since the SO(2) part of r commutes with the whole 
of r, it must act trivially on V. Factoring out this trivial action we see that V 
is an absolutely irreducible representation of 0(2) and is hence either one- or 
two-dimensional. One-dimensional spaces V correspond to solutions of the 
full nonlinear equations that are invariant under translation. Since Taylor 
vortices are not invariant under translation in the axial direction, double 
zero eigenvalues are to be expected in an analysis of the infinite cylinder 
approximation. 

Similar reasoning applies in our abstract discussion of Hopf bifurcation. 
Here we let W be the real part of the eigenspaces associated with the complex 
conjugate pair of purely imaginary eigenvalues of the linearized equations. 
Recall Proposition XVI, 1.4, which states that typically either W is the direct 
sum of two identical absolutely irreducible representations or W is a non­
absolutely irreducible representation of r. In the first case, as discussed, SO(2) 
acts trivially. Since SO(2) acts non trivially on spiral vortices we do not expect 
this case to occur in our analysis. Next note that the irreducible representa­
tions of r are at most four-dimensional. (To verify this point recall that 
SO(2) x SO(2) is abelian and hence its irreducible representations are at most 
two-dimensional. See Theorem XII, 7.1. The two-element group r/(SO(2) x 
SO(2)) can act nontrivially on such a two-dimensional space to give a four­
dimensional irreducible representation ofr.) Thus the purely imaginary eigen­
values of the linearized equations are (generically) either simple or double. 

In fact, the spiral vortex state is consistent only with double eigenvalues. 
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To verify this point, begin by noting that no element of r - SO(2) x SO(2) 
can act trivially on W since any such element acts nontrivially on spiral 
vortices by transforming an upward spiraling vortex to a downward spiraling 
one. Thus, the kernel of the representation p of r on W must be contained 
in SO(2) x SO (2). Moreover, general principles imply that ker p is a nor­
mal subgroup of r. Now suppose that dim W = 2. Then dim ker p ;e:: 1 since 
dim r = 2 and the dimension of the orthogonal matrices on W is 1. Now 
normal subgroups of r with dimension at least 1 that are contained in 
SO(2) x SO(2) must either equal SO(2) x {O} or contain the azimuthal sym­
metry group {O} x SO(2) (see Exercise 1.1). As noted, the existence of spiral 
vortices implies that {O} x SO(2) cannot act trivially on W Similarly, axial 
translations in SO(2) x {O} act nontrivially on spiral vortices and hence on 
W Therefore, dim W = 4. 

Once we know that the eigenvalues of the linearization are double and that 
the representation p of r on W is irreducible, it foHows that p is essentially 
the same representation as that of 0(2) x SI, which appears in Hopf bifurca­
tion with 0(2) symmetry. (Here we have identified SI with the azimuthal 
symmetries SO(2).) See Exercise 1.2(a). 

We end this subsection by discussing two consequences of identifying the 
SI phase shift symmetry with the azimuthal SO(2) symmetry. 

(i) Every periodic solution is a "rotating wave" in the sense that time evolu­
tion of the solution can be obtained by azimuthal rotations of the cylinder. 

(ii) Analysis of this Hopf bifurcation by a center manifold reduction leads to 
a vector field which is in Poincare-Birkhoff normal form. 

The identification of SI with SO(2) means precisely that the time evolution 
of a periodic solution emanating from this bifurcation may be obtained merely 
by rotating the apparatus, thus verifying (i). This is not the same identification 
that would be obtained by noting that axial translation of the spiral vortex 
solution may also be obtained by rotation of the cylinders (due to the helical 
structure of spiral vortices). The existence of these two different symmetries 
in the isotropy subgroup of spiral vortices is related to the (sometimes confus­
ing) fact that there are three circle groups of symmetries in the Taylor-Couette 
system: axial, azimuthal, and phase shift. 

Another source of confusion is related to the fact that 0(2) Hopf bifurcation 
typically spawns two types of periodic solution: rotating waves and standing 
waves. In the Taylor-Couette experiment the 0(2) rotating wave is a time­
periodic solution whose time evolution is obtained by axial translation. The 
spiral vortices have this property. The 0(2) standing waves correspond to a 
pattern which does not travel in the axial direction. Such patterns have 
been called ribbons by Demay and looss [1984]. Note that ribbons must be 
invariant under an axial flip, and hence the flow field must be horizontal along 
a straight line-just like Taylor vortices. Nevertheless, even though ribbons 
are 0(2) axial standing waves, they are SO(2) azimuthal rotating waves, as 
indicated by (i). Chossat, Demay, and looss [1987] have shown that under 
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certain circumstances ribbons are asymptotically stable. Preliminary experi­
mental evidence of Tagg (personal communication) indicates that ribbons 
have been observed, though not at the parameter values suggested by the 
analysis of Chossat, Demay, and looss. 

(d) Basic Facts from the Numerical Calculations 

The choice of periodic boundary conditions in the axial direction introduces 
a new parameter into the problem: the axial wave number k. Since the spatial 
axial period (2n/k) is not specified by the choice of boundary conditions, it 
must be chosen in the analysis. Early experiments provide a rationale for 
making such a choice, which we now describe. 

The first comprehensive set of experiments was performed by Taylor 
[1923]. In these experiments, Taylor fixed the speed Q2 of the outer cylinder 
and then varied the speed Q1 of the inner cylinder quasi statically. In this way, 
he could search for instability of Couette flow; his results are reproduced in 
Figure 1.3. Thus the experimental data consist of points (Q2' Qn where the 
outer cylinder is fixed at velocity Q 2 and Couette flow loses stability at 
Q 1 = QT· 

In his 1923 paper Taylor also made theoretical predictions for the value of 
QT. He used the infinite cylinder approximation to compute the instability 
of Couette flow to axisymmetric, time-independent disturbances (Taylor vor­
tices). More precisely, Taylor fixed an axial wave number k and performed a 
linear bifurcation analysis to find the critical speed Q!(k) at which Couette 
flow loses stability. He then observed (at least numerically) that, as a function 
of k, Q!(k) had a unique global minimum and set QT to be that minimum 
value. Taylor's predictions are also presented in Figure 1.3. 

For small values of Q2 the agreement between theory and experiment is 
remarkably good, whereas for values ofQ2 « 0 there is a discrepancy between 
the experimental and theoretical values, the experimental value being consis-
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Figure 1.3. Comparison between observed and calculated speeds at which instability 
of Couette flow first appears when 11 = 0.88. (Adapted from Taylor [1923].) 
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tently smaller than the theoretical value. The later experiments of Snyder 
[1968J and the yet later and more comprehensive experiments of Andereck, 
Liu, and Swinney [1986J summarized in Figure 1.2 explain this discrepancy. 
In these circumstances the primary instability of Couette flow is caused by 
time-dependent disturbances (spiral vortices) rather than by time-independent 
disturbances. 

This observation suggests that in order to determine Or it is necessary to 
keep track of those eigenvalues of the Navier-Stokes equations that cross the 
imaginary axis at nonzero values. This was considered by Kreuger, Gross, and 
DiPrima [1966]. We use group-theoretic notions to help explain how their 
calculations are organized. We can interpret physically the choice of axial 
period as the axial length of one pair of Taylor vortices or one pair of spiral 
vortices. Hence we may assume (after rescaling by the axial period) that the 
axial 0(2) symmetries act by the standard representation of 0(2) on the 
eigenspace corresponding to the purely imaginary eigenvalues. The action of 
the azimuthal SO(2) symmetries, however, may be by any irreducible represen­
tation. Irreducible representations of SO(2) are indexed by a nonnegative 
integer. In the Taylor-Couette experiment this integer is called the azimuthal 
wave number and denoted by m. For the spiral vortex state m is the number 
of vortex pairs that intertwine to make up the spiral vortices. Taylor vortices 
correspond to m = O. 

Kreuger, Gross, and DiPrima [1966J approached the problem of time­
independent instabilities as follows: For each m they computed numerically 
the curve of critical values O!.m(k) at which Couette flow loses stability to a 
disturbance with azimuthal wave number m. Then they found a global mini­
mum O!.m for each (small) m and observed that except for the first few ms the 
values of O!.m increase with m. Hence they could choose 

Or == min O!.m ~ O!.o· 
Most importantly, they found that when the speed of counterrotation O2 « 0, 
then the minimum Or can occur for m = 1,2 or higher. 

(e) Mode Interactions 

Both the experiments and the numerical calculations suggest that there should 
exist critical values of O2 , the speed of the outer cylinder, at which Couette 
flow loses stability simultaneously to Taylor vortices and to spiral vortices. 
That is, in the infinite cylinder approximation, there should be values of 0 1 

and O2 at which steady-state/Hopf mode interactions with 0(2) symmetry 
occur. This point was first explored by DiPrima and Grannick [1971 J and 
more recently by Langford et al. [1988]. In §2 we describe the numerical results 
and compare them with experiments. There is one theoretical issue, however, 
that must be discussed when trying to make the existence of this mode 
interaction precise. 

When determining the existence of steady state and Hopf bifurcations from 
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Couette flow in the infinite cylinder approximation one chooses an axial wave 
number k as described previously. At a point of mode interaction, however, 
there is no reason why the wave numbers chosen for these two types of 
bifurcation should be equal. In fact, both the calculations and the experiments 
lead to different but approximately equal values of k. In any theoretical 
analysis of the infinite cylinder approximation, however, the two values of k 
must be equal in order to perform a rigorous reduction to a finite-dimensional 
system (using either a Liapunov-Schmidt reduction or a center manifold 
reduction). This equality is needed to construct an appropriate function space 
on which the reduction may be performed. 

There are at least two different methods for dealing with this difficulty, 
neither of which is totally satisfactory from a theoretical viewpoint. One is to 
assume that the cylinder has a definite axial length I, ignore boundary effects, 
and choose only axial wave numbers k for which I/k is an integer. This is the 
method used by Chossat, Demay, and looss [1987]. Another method is to let 
the instability to Taylor vortices determine the axial wave number k and fix 
this k to be the axial wave number of the instability to spiral vortices. This is 
the method used in DiPrima and Sijbrand [1982] and in Golubitsky and 
Langford [1987]. The two methods yield results that are very much in agree­
ment and, as we shall see, are also in good agreement with experiments. 

As remarked in subsection (d), there are values of O2 at which the first 
instability of Couette flow is by a Hopf bifurcation to spiral vortices with 
azimuthal wave number m, with m = 1,2 or higher. Therefore, we may expect 
that there are values of O2 at which Hopf bifurcations to spiral vortices with 
wave numbers m and m + 1 occur simultaneously. This point will be verified 
in §2. See Chossat, Demay, and looss [1987]. 

Recall our discussion in subsection (c), where we showed that in steady-state 
and Hopfbifurcation we expect only 0(2) symmetry to be present rather than 
0(2) x 80(2) symmetry. This turns out to be the case for Hopf/steady-state 
mode interactions as well, for the same reasons. See Exercise 1.2(b). Moreover, 
the consequences of this observation (basically that phase-shift symmetry and 
azimuthal rotation symmetry can be identified) are the same for this mode 
interaction as for Hopf bifurcation alone. Center manifold vector fields are 
always in normal form, and periodic solutions are always azimuthal rotating 
waves. 

In Hopf/Hopf mode interactions the identification of phase-shift symmetry 
and azimuthal rotation symmetry does not happen automatically. In fact, such 
an identification is unlikely to occur. This makes the rigorous analysis of 
Hopf/Hopf mode interactions more difficult. 

(f) Higher Order Terms 

The preceding discussion explains why and how steady-state/Hopf mode 
interaction with 0(2) symmetry occurs in the Taylor-Couette system. As we 
saw in XX, §2, there is a rich variety of secondary and tertiary branches of 
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solutions that can be expected as a product of this mode interaction. Besides 
the primary branches corresponding to Taylor vortices, spiral vortices, and 
ribbons, there must exist three secondary branches of solutions. One of these 
solutions corresponds to a time-periodic pattern that is invariant under a flip 
in the axial direction and may be identified with twisted vortices. The second 
corresponds to a time-periodic solution that, when flippped in the axial 
direction, is half a period out of phase; this solution may be identified with 
wavy vortices. The last of the secondary branches corresponds to a two­
frequency motion obtained by modulating the time-periodic spiral vortices. 
We refer to these states as modulated spiral vortices. 

The tertiary states all correspond to invariant 2- and 3-tori, and their 
existence depends on the precise values of the third order terms in the reduced 
bifurcation equations. 

Precisely which of the secondary states are asymptotically stable in the 
infinite cylinder approximation and which of the tertiary bifurcations actually 
occur can be determined only by computing the third order truncation of the 
reduced bifurcation equations. This reduction is discussed in the next section. 
We anticipate the results described there by stating that the third order 
truncation implies that Taylor vortices, spiral vortices, and wavy vortices are 
stable in a small neighborhood of the bicritical point. In addition, we find that 
spiral vortices and either Taylor or wavy vortices may be stable simultane­
ously for fixed values of 0 1 , O2 . A sample bifurcation diagram for IJ = 0.80 
is shown in Figure 1.4. The prediction that multiple stable states exist and that 
wavy vortices are stable has been confirmed experimentally; see Tagg, Hirst, 
and Swinney [1988]. 

The experimental results of Andereck, Liu, and Swinney [1986], Figure 1.2, 
show that near the bicritical point, the interpenetrating spirals state seems to 
be observed. This state does not occur in the steady-state/Hopf mode inter­
action model, but it does appear as a result of Hopf/Hopf mode interaction; 
see Chossat [1986]. The reason that interpenetrating spirals are observed near 
the steady-state/Hopf mode interaction is something of an accident. The 
radius ratio IJ = 0.883 of the cylinders in the experiment is such that the 
steady-state/Hopf bicritical point occurs at a value of O2 which is almost 

Couette 
flow 

wavy vortices 

Figure 1.4. Bifurcation diagram around bicritical point for rt = 0.80. 
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within experimental error of the value of O2 where the bicritical point for 
Hopf/Hopf mode interaction occurs. This issue is discussed in §2. At smaller 
radius ratios the two bicritical points separate. 

We make one last remark about higher order terms in the various bifurca­
tion analyses. As we mentioned in subsection (c) there are values of the OJ at 
which ribbons are shown to be stable, and there are values at which spiral 
vortices are shown to be stable. It thus comes as no surprise that there are 
0(2)-symmetric Hopf bifurcations from Couette flow where the cubic term in 
the bifurcation analysis, whose sign determines which of spiral vortices and 
ribbons are stable, is zero. That is, a degenerate Hopf bifurcation with 0(2) 
symmetry appears in the Taylor-Couette system. As we saw in XVII, §6, the 
product of this degeneracy is the existence of a branch of invariant 2-tori on 
which the motion is a linear flow. To determine whether or not these solutions 
are asymptotically stable requires the computation of certain terms up to 
order 7 in the bifurcation equations. This computation has been completed 
by Laure and Demay [1987]; the results indicate that near this degeneracy 
the 2-torus is always unstable. Consequently, there should exist values of OJ 
at which ribbons and spiral vortices are simultaneously stable. 

EXERCISES 

1.1. A subgroup L of r is normal ifYLy-l = L, VI' E r. 
(a) Let p: r ---> GL(V) be a representation of r on V Define 

ker p = b' E r: p(y) = Iv}. 

Show that ker p is a closed normal subgroup of r. 
(b) LetL be a normal subgroup of r = 0(2) x SO(2). Assume that L C SO(2) x 

SO(2) and that dim L = 1. Show that either 

L = SO(2) x {OJ or L::J {OJ x SO(2). 

(Hint: Suppose that L of- SO(2) x {OJ. Then the connected component of the 
identity of L contains a subgroup of the form {(ml}, O)}. Use the fact that L is 
normal to show that m = 0.) 

1.2. Let 0(2) x SI act on W ~ (:2 as in the study of Hopf bifurcation with 0(2) 
symmetry in (XVII, 1.3). Namely: 

(a) 0(ZI,2 2) = (eiOzt>eiOz2) 

(b) ~(ZI,Z2) = (e- i¢zl,e i¢z2) 

(c) K(ZI,2 z) = (2 2 ,ZI)' 

(~ E SO(2)) (Ll) 

Denote this representation of 0(2) x SI by p. Let I' be an orthogonal matrix on 
W that commutes with 0(2) x Sl 
(a) Show that )' = p«(J) for some (J E SI. 

(Comment: Since the azimuthal symmetries SO(2) commute with 0(2) x SI it 
follows that SI can be identified SO(2) by the map I} ---> /(J for some positive 
integer I.) 
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(b) Extend the action of 0(2) x s' to 1[:3 by letting; 

( 1.2) 

Assume now that y is an orthogonal matrix on 1[:3 which commutes with 
0(2) x S'. Show again that y = p(8) for some 8 E S'. 

§2. The Bifurcation Theory Analysis 

This section is divided into six parts. We begin in (a) by presenting the infinite 
cylinder approximation POE model discussed in §l(b), that is, the Navier-­
Stokes equations with periodic boundary conditions. We then give an explicit 
formula for the Couette flow solution. In part (b) we linearize these equations 
about Couette flow and present numerical results concerning the eigenvalues 
of the linearized equations. In doing so we show that mode interactions 
actually do occur in the infinite cylinder approximation. The form of the 
eigenfunctions for the linearized equations is presented in part (c). Once these 
eigenfunctions are determined explicitly it is easy to show that the symmetries 
of the Taylor-Couette system act in the way suggested by the discussion in 
§l. In (d) we present experimental findings of Tagg, Hirst, and Swinney (see 
Langford et al. [1988J), which illustrate the agreement between the linear 
analysis and the experiments). In (e) we briefly describe the results of a 
Liapunov-Schmidt reduction determining the third order truncation of the 
bifurcation equations. The relationship between the results of the nonlinear 
theory and experiment are discussed in the last subsection (f). 

(a) The Navier-Stokes Equations and Couette Flow 

The analysis begins with the Navier-Stokes equations 

(2.1 ) 
YO'u = 0, 

where u(t, x) = velocity vector at time t and x E ~3, P = pressure, P = mass 
density, v = kinematic viscosity. (2.2) 

Let us introduce the additional notation 

r, = radius of inner cylinder 

rz = radius of outer cylinder 

d = gap width = rz - r1 

Yf = radius ratio = r1/rZ 
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0 1 = angular velocity of inner cylinder 

O2 = angular velocity of outer cylinder 

RI = rlOld/v = Reynolds number of inner cylinder 

R2 = r2n 2 d/v = Reynolds number of outer cylinder 

11 = nt/0 2' 
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(2.3) 

Since we are interested in the case in which the cylinders counterrotate, we 
assume Rl > 0 and R2 < O. It is convenient to bring (2.1) into nondimensional 
form by rescaling lengths by d, velocities by the inner cylinder velocity rlO I , 

and time t by the quantity d2/v. Furthermore, given the cylindrical symmetry 
of the apparatus, it is natural to express (2.1) in cylindrical coordinates (r, e, z). 
We let II, v, w denote the corresponding components of u in cylindrical 
coordinates. Then (2.1) in the new variables, with partial derivatives denoted 
by subscripts, is 

u = V 2u - ~vo - ~ - p - R [UU + ~u + wu - V2] , r2 r2 , 1 , r 0 z r 

v, = V v + 2UO - 2 + -Po - RI UV, + -Vo + WV. +-2 2 v 1 [v uv] 
r r r r· r 

w, = V2 w - pz - RI [UW, + ~Wo + WWz] 

1 1 
V' u = U, + -u + -Vo + Wz = O. 

r r 

The "no slip" boundary conditions at the cylinder walls take the form 

(a) (u, v, W) = (0, 1,0) at r = 11/(1 - 11) 

(b) (U, V, w) = (0,11/11,0) at r= 1/(1-11). 

(2.4) 

(2.5) 

In the infinite cylinder approximation we assume that the flow u is periodic 
in the z direction, with period 2n/k, where k is the axial wave number to be 
determined numerically as §l(d). We solve (2.4) over one period in z, with 
periodic end conditions, as well as azimuthal periodicity 

(a) u(r, e, z) = u(r, e, Z + 2n/k) 

(b) u(r, e, z) = u(r, e + 2n, z). 
(2.6) 

It is well known that the problem (2.4)-(2.6) has an exact time-independent 
solution, known as Couette flow, given by 

Uc = (0, vc(r), 0), p = pc(r), 

A = _ 112 - 11 B = 11(1 - 11) 
11(1 + 11)' (1 - 11)(1 - 112)' 

(2.7) 
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Since Couette flow is independent of z and 8, it has the symmetry of the full 
group 0(2) x SO(2) described in §l. We are interested in the bifurcation from 
Couette flow to solutions with greater spatial structure, i.e., to solutions that 
break symmetry. 

(b) Sample Results from the Linear Eigenvalue Problem 

In this subsection we translate Couette flow to the trivial solution, write down 
explicitly the eigenvalue problem that must be solved to verify the stability 
of Couette flow, and present some sample numerical calculations showing 
that mode interactions occur in bifurcation from Couette flow. We begin by 
substituting 

u = Uc + U, P = Pc + p, 
and then dropping the "hats." The resulting system is 

U 2 
Ut = V 2 u - Z - zVo - Pr - C(r)uo + 2C(r)v 

r r 

2 V 2 1 
Vt = V V - -"2 + lUO - -Po - C(r)vo + 2Du 

r r r 

- R) [uvr + ~vo + wVz + u;] 

Wt = V2 w - pz - C(r)wo - R) [uwr + ~wo + WWz ] 

1 1 
Ur + -u + -Vo + Wz = O. 

r r 

The coefficients C(r) and D appearing in (2.9) are defined by 

'1R) - R2 
D= -R)A= , 

1 + '1 

2 '1(R) - '1R2) 
C(r) = R)(A + Bjr ) = -D + (1 _ '1)(1 _ '12)r2' 

(2.8) 

(2.9) 

(2.10) 

The boundary conditions for (2.9) states that the velocity is zero on the 
cylinder walls and that the periodicity conditions (2.6) are satisfied. 

The analysis of bifurcation from Couette flow begins with a linear stability 
analysis of the trivial solution of (2.9). (The validity of the principle of linearized 
stability for the Navier-Stokes equations has been examined by several 
authors; see Sattinger [1973J and references therein.) The linearization of (2.9) 
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is found by dropping the bilinear terms (in square brackets). Then the stability 
of the trivial solution is determined by the eigenvalues J, of the eigenvalue 
problem 

J,w = V2 w - pz - C(r)wo 

V'U = o. 

(2.11 ) 

This eigenvalue problem has been studied by many authors. The axisymmetric 
case was investigated by Taylor [1923] and Chandrasekhar [1961]. The non­
axisymmetric case was studied by Krueger, Gross, and DiPrima [\966]; 
Demay and Iooss [1984]; and Langford et al. [1988], among others; see the 
survey of DiPrima and Swinney [1981]. The results that we describe here are 
taken from Langford et al. [1988]. The reader is referred to this work for tables 
of numerical values and graphs of the neutral stability curves, from which 
Figures 2.1 and 2.2 have been taken, as well as for details of the numerical 
procedure used to solve the eigenvalue problem (2.11). 

These linear investigations show that, for each value of the radius ratio 1}, 

there are smooth curves in the (R 1 ,R2 ) plane, along which (2.11) has critical 
eigenvalues, either A. = 0 (real) or A. = ± iw (purely imaginary); see Figure 2.1. 
Here m is the azimuthal wave number, as defined in §1(e); we note that A. = 0 
if and only if m = O. In every case the eigenvalues have been found to have 
multiplicity 2, as predicted by symmetry arguments in §l. 

It is worth observing in Figure 2.1 (b) just how close the intersection of the 
m = 0 and m = 1 neutral stability curves is with the intersection of the m = 1 
and m = 2 neutral stability curves. The actual values for R2 are -128.9 and 

(0)"1- 0.883 (b) '1-0.800 
m-3 

200 

R, 

100 

-400 -300 -200 -100 0 -300 -200 -100 0 
R2 R2 

Figure 2.1. Set of neutral stability curves for counter rotating cylinders: (a) '1 = 0.883; 
(b) '1 = 0.80. (From Langford et al. [1988].) 
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1.0 r---~--"""'----'-----' 

0.4'-:--_~---L--...u-----I 
-400 -300 -200 -100 o 

R2 

Figure 2.2. Location of bicritical points in R2 as '1 varies, 0.45 < '1 < 0.98. If (R2, '1) 
lies in a region marked m = k, then as RI increases Couette flow first loses stability to 
a disturbance with axial wave number k. (From Langford et al. [1988].) 

,.,=0.883 

R, 

100 

200 
'1=0.736 

100 

-400 -300 -200 -100 0 
R2 

Figure 2.3. Experimentally determined critical values of RI for '1 = 0.883, 0.80, and 
0.76. The solid curves are the theoretical envelopes of the lowest critical R, for all 
possible m. The dashed curves are the theoretical values of R, for m = 0 only. (From 
Langford et al. [1988].) 
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-142.8, respectively. Due to long relaxation times, this difference cannot be 
resolved in the results of experiments reported by Andereck, Liu, and Swinney 
[1986], and shown in Figure 1.2. As we mentioned in §l(d), this near coales­
cence of the bicritical points seems to explain why interpenetrating spirals 
are observed near the bicritical point of steady-state/Hopf mode interaction. 
One also sees that these bicritical points separate for smaller radius ratios '7. 
For example, when'7 = 0.80 the value of R z at which the Hopf/Hopfbicritical 
point occurs is about 25% higher than the value of R z at which the steady­
state/Hopf bicritical point occurs. For '7 = 0.883 this difference is only 11 %. 
It should, therefore, be easier to see the differences between the two mode 
interactions by using smaller radius ratios in the experiments. In fact, in 
subsection (e), we show that there are additional complications predicted by 
the nonlinear analysis for experiments with radius ratio '7 = 0.883. 

In this case study we are concerned with the bicritical points, as in Figure 
2.1, where (2.11) simultaneously has eigenvalues Ie = 0 and A. = ± iw (i.e., 
In = 0 and In #- 0 in Figure 2.1). The analysis shows that below the enve­
lope of the curves in Figure 2.1 all the eigenvalues have negative real part; 
i.e., Couette flow is linearly stable to small disturbances. As R 1 increases in 
Figure 2.1, Couette flow loses stability successively to an increasing number 
of modes (eigenfunctions of (2.11)). Therefore, intersection points above the 
lower envelope in Figure 2.1 are of less interest than those on the envelope, 
where Couette flow first loses stability. Here we focus on the intersection of 
the In = 0 and In = 1 curves in Figure 2.1. For a similar study of the inter­
sections of In and In + 1 curves with In ~ 1, see Chossat et al. [1987]. 

The bicritical points in Figure 2.1 move as the radius ratio '7 varies. How­
ever, the numerical results in Langford .et al. [1988] show that their ordering 
in R2 remains monotone. See Figure 2.2. In Figure 2.3 we present experiment­
ally determined values of R 1 at which Couette flow loses stability, and com­
pare these values with the linear theory. 

(c) Eigenfunctions and Symmetry 

Let us now assume that the parameters have been chosen, as determined 
numerically, so that the eigenvalue problem (2.11) has eigenvalues 0 and ± iw, 
each of which is double, and no others on the imaginary axis. As in Langford 
et al. [1988], the corresponding six eigenfunctions can be written 

<1>0 = e ikZ [ ~:~~~], <1>1 = ei(O+kz) [~:i~~], <1>2 = ei(O-kZ)[ ~:~~~], 
iWo(r) iW1 (r) -iW1 (r) 

(2.12) 

together with the three complex conjugates CDj . The exponential dependence 
on z and () is obtained by elementary separation of variables, then the r­

dependent vectors are computed numerically as the solution of a two-point 
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boundary value problem. A factor i is included in the third components 
(equivalent to a phase shift of n/4) so that Vo, Vo, and Wo are real functions. 
In every case, VI' VI' and WI are complex. Note that in (2.12) we have assumed 
that the azimuthal wave number m is 1. 

Let us now consider the time-dependent linearized equations, that is, (2.9) 
with the bilinear terms dropped. Again, by separation of variables, this has 
solutions 

where <l>js are defined in (2.12), together with the three complex conjugates ¢1. 
Here iw is the numerically computed purely imaginary eigenvalue, and w > O. 
The general real solution of the linearized differential equation is then given by 

z 
L [zA(t, x) + Zj¢1(t, x)] where Zj E C. (2.14) 

j=O 

The sum in (2.14) spans a six-dimensional linear space of smooth functions, 
satisfying the boundary conditions of(2.9), and periodic in t with period 2n/w. 
We refer to this space as the six-dimensional kernel; it is the space on which 
the Liapunov-Schmidt reduction of the nonlinear equations will be per­
formed. Details of this reduction may be found in Golubitsky and Langford 
[1987]. 

Using (2.12)-(2.14) we can compute the way the symmetries of the Taylor­
Couette apparatus act on (;3. In this calculation we set 

(a) Z = kz 

(b) 8 = 8 - wt. 

The group 0(2) of axial translations and flips is generated by 

(a) Sf/> = (Z,8) = (Z + t/J,8) 

(b) K(Z,8)=(-Z,8) 

(2.15) 

(2.16) 

where, in addition, K changes the sign of the third component of the velocity 
field. It follows that S¢ and K induce actions on (;3 by 

(a) S,p(ZO,ZI,ZZ) = (ei¢zO,ei¢zl,e-i¢zz) 

(b) K(ZO,ZI'ZZ) = (zo,zz,zd· 

The group SO(2) of azimuthal rotations acts by 

18(Z, 8) = (z,8 + 8) 

and induces the action on 1[:3 

(2.17) 

(2.18) 

(2.19) 

Thus the reduced bifurcation equations obtained by a Liapunov-Schmidt 
reduction must commute with the action (2.17, 2.19) of 0(2) x SO(2) on 1[:3; 
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Table 2.1. Comparison of Experimental and 
Theoretical Results at the Steady-State/Hopf 
Bicritical Point for Radius Ratio '1 = 0.80 

Theoretical Experimental Difference 

R2 -99.2 -100.7 -1.5~-;; 

Rl 129.5 131.7 1.1% 

ko 3.57 3.59 0.6'/" 

kl 3.55 3.39 -1.7~;~ 

wdill 0.345 0.339 -1.8% 
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see Sattinger [1983] and VII, §3. Moreover, this action is the one promised 
in our general discussions in §1. 

The SI phase shift symmetry t --+ t - to can be computed from (2.13, 2.14). 
After rescaling time by w we find that phase shifts act by 

(2.20) 

Comparing (2.19) and (2.20) shows that indeed azimuthal rotations and phase­
shift symmetries can be identified, as discussed in §1. 

(d) Comparison of the Linear Calculations with Experiment 

Experimental results of Tagg, and Swinney are recorded in Figure 2.3. In that 
figure a circle at (R 2 ,R 1 ) indicates a value of Rl at which Couette flow is 
observed to lose stability when the outer cylinder is counterrotated at the 
speed R 2 . The dark curves show the numerical values of instability of Couette 
flow, taken from Figure 2.1. (The dotted line indicates the points of instability 
of Couette flow to Taylor vortices, also taken from Figure 2.1.) 

When the radius ratio 1] = 0.8 a precise determination of the steady-state/ 
Hopf bicritical point was made, both numerically and experimentally. The 
results are presented in Table 2.1 (along with the axial periods and the time 
frequency of the Hopf mode). Observe that the agreement is to within 2~;~, 
thus suggesting that the infinite cylinder approximation is a reasonable one 
for a cylinder of moderate length. See Langford et al. [1988]. 

(e) The Liapunov-Schmidt Reduction 

We are now in a position to apply the general results on mode interactions 
with 0(2) symmetry discussed in XX, §2. We present some of the results of the 
nonlinear analysis in this subsection. Because of the 0(2) x SO(2) symmetry 
present in this steady-state/Hopfmode interaction, we know the form that the 
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equations 9 obtained by Liapunov-Schmidt reduction must take. (See (2.18) 
of Chapter XX.) We recall this form now. 

Let 

(a) p = IZol2 
(b) N = IZ112 + IZ212 
(c) b = IZ212 -lz112 
(d) L\ = b2 (2.21 ) 

(e) A = Z~21Z2 

(f) <I> = Re A 

(g) qt = bImA. 

Let g: (:3 x [R4 -+ (:3 be the 0(2) x SO(2)-equivariant mapping obtained by 
Liapunov-Schmidt reduction on the infinite cylinder approximation mode at 
a bicritical point of steady-state/Hopf mode interaction. The parameters listed 
in [R4 include the system parameters Ru R 2 , and IJ and the perturbed period 
parameter r. The details of this reduction may be found in Golubitsky and 
Langford [1987]. Then 9 has the form 

[ zo] [20Z122] [0] 
g(z,/I) = (c 1 + ibc2) ~ + (c3 + ibc4) ~ + (pi + iql) :: 

+ (p2 + jq2)b[ ;~ ] + (p3 + jq3)[ZtZ'] + (p4 + iq4 )b[ ~i~, ] 
-'"2 ZOZI ZOZI 

(2.22) 

where cj , pi, and qi are functions of p, N, L\, <1>, qt and the vector of parameters 
Jl = (R I ,R 2 ,I/,r). In the Liapunov-Schmidt reduction all linear terms must 
vanish, so 

c1 (0) = pl(O) = ql(O) = o. (2.23) 

Further, as noted in (XX, 2.19(b» 

c;(O) = p;(O) = 0, q;(O) # O. (2.24) 

In our analysis we will work explicitly with 9 truncated at third order in Z 

and linear order in the parameters. Thus we assume that ci , pj, qi have the form 

(a) c1 = c~(O)· Jl + c!(O)p + cMO)N 

(b) c2 = c2 (0) 

(c) ("3 = c3 (0) 

(d) c4 = 0 
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(e) pI = p~(O)'/1 + p~(O)p + p1(O)N 

(f) ql = q~ (0)'/1 + q~(O)p + pMO)N 

(g) p2 = p2(0) 

(h) q2 = q2(0) 

(i) p3 = p3 (0) 

(j) q3 = q3(0) 

(k) p4 = 0 

(I) q4 = O. 
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(2.25) 

As shown in XX, §2, the existence and stability of solutions corresponding to 
Taylor vortices, spiral vortices, ribbons, wavy vortices, and twisted vortices 
are determined at third order, assuming certain nondegeneracy conditions. In 
addition the existence of certain branches of tori is determined by the third 
order truncation of g. In Table 2.2 we give the values of the derivatives (2.25) 
for some representative radius ratios. See Golubitsky and Langford [1987] 
for more details. 

Table 2.2. Third Order Truncation 

rJ 0.736 0.800 0.883 

c1. (0) 0.537 0.457 0.342 
c12(0) 0.294 0.248 0.182 
c!(O) -39.2 -13.4 1.06 
cMO) -164. -84.4 -27.2 
c2(0) -168. -97.9 -37.9 
c3 (0) -169. -99.2 -42.8 
pt(O) 0.488 0.429 0.330 
p1'(0) 0.233 0.210 0.166 
p!(O) -123. -64.1 -21.1 
p1(O) -101. -49.8 -13.6 
p2(0) -35.0 -21.9 -10.2 
q2(0) -104. -61.9 -24.5 
p3(0) -94.3 -56.5 -24.4 
q3(0) -51.2 -32.0 -13.2 

(f) Predictions from the Nonlinear Theory 

In Figure 2.4 we present the bifurcation diagrams of the third order truncated 
9 for '1 = 0.883; recall Figure 1.4 where the bifurcation diagram for '1 = 0.800 
is given. These bifurcation diagrams are presented, following the pattern for 
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Etc = 0.883 Couette Flow 

Figure 2.4. Bifurcation diagram around bicritical point for I'J = 0.883. 

bifurcation diagrams around bicritical points described in XX, §2(e). In par­
ticular, we follow the path shown in Chapter XX, Figure 2.2 in a clockwise 
direction. The light lines in that figure indicate the neutral stability curves for 
m = 0 and m = 1. 

Note the tori shown in these diagrams. At third order we can determine 
that the modulated spiral vortices are unstable (see XX, (2.31)); we have not 
attempted to determine the stability and direction of branching of the other 
tori, and these branches are shown as vertical for that reason. 

There is one major prediction that can be made from the calculations on 
the nonlinear equations. At I'J = 0.8, the steady Taylor vortices state should 
lose stability to an asymptotically stable time-periodic (m = 1) wavy vortices 
state and this wavy vortices state should lose stability via a torus bifurcation 
to a two-frequency motion on an invariant 2-torus. If that 2-torus is asymp­
totically stable, then we would expect it to be observed in experiments; if it is 
not stable, then we would expect a jump bifurcation from wavy vortices to 
spiral vortices. In recent experiments Tagg, Hirst, and Swinney [1988] have 
found the wavy vortices state, thus confirming this prediction of theory, and 
a jump from wavy vortices directly to spiral vortices. 

Another observation that can be made on the basis of the calculations from 
the nonlinear equations is that between IJ = 0.80 and IJ = 0.883 the coefficient 
c~(O) changes sign. This implies that the direction of branching and the 
stability of Taylor vortices change; thus the transition from Couette flow to 
Taylor vortices should not continuous when I'J = 0.883, and some hysteresis 
effects should be expected. The codimension three degeneracy which occurs 
when c~(O) = 0 has not been yet been fully explored, either theoretically or 
experimentally. On the theoretical side a first analysis is given by Signoret and 
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looss [1987]. Other codimension three points are also shown to exist by the 
calculations; see Golubitsky and Langford [1987]. 

§3. Finite Length Effects 

In this section we briefly discuss the relaxation of the infinite cylinder hypoth­
esis. We suppose the outer cylinder and the end plates are at rest, and we 
consider only the first bifurcation from (approximately) Couette flow to steady 
Taylor vortices. In a finite-length apparatus the number of Taylor vortices is 
of course finite. This observation, despite its triviality, raises a difficult ques­
tion: How does the number of cells, an integer, depend on the length L of the 
apparatus, a real parameter? Necessarily, there must be some discontinuous 
behavior. 

Before this question was investigated carefully, it was generally felt that the 
number of cells N(L) was simply a step function, and indeed, this is true of the 
idealized problem with periodic boundary conditions. However, Benjamin 
[1978] challenged this view as regards physically realistic boundary condi­
tions. He argued on grounds of genericity and then substantiated his claims 
with experiment. More complete experiments were later performed by Mullin 
[1982]. In this case study we focus on the latter, specifically on the competition 
between four and six vortices. 

Let us insert here the parenthetical remark that if the end plates are fixed, 
then under usual experimental conditions the number of Taylor vortices is 
always even. (In particular, this is true if the spin-up is gradual. We will call 
the primary flow the flow which develops if spin-up is gradual.) To understand 
this phenomenon, recall that the circulation of the bifurcating flows is driven 
by centrifugal force, which is approximately independent of the axial variable 
z away from the end faces but falls off near the ends where the velocity vanishes. 
Thus there exists a preference for inward flow along the end faces, and this 
can only happen along both faces if the number of cells is even. 

The relevant part of Mullin's data is presented in Figure 3.1; in this figure 
R, the Reynolds number, is the nondimensionalized speed of rotation of the 
inner cylinder, and W. the width of the gap, is chosen as the unit of length. 
Spin-up is performed gradually with the height L held constant, say L = L *. 
If L * > L 2 , Ll < L * < L 2 , or L * < Ll the primary flow has six, six, or four 
cells, respectively; however, when Ll < L * < L2 the evolution of the flow as 
R is increased is not smooth, but suffers a jump as R passes the middle of the 
three intersections of the line {L = L *} with the cusped curve C in the figure. 
In other words, the anticipated jump in N(L) is broadened into a more subtle 
discontinuity which is spread out over the interval (L 1 ,L2 ). 

More generally, the curve C divides the plane into two regions such that 
there are one or two stable, experimentally observable flows according to 
whether (R, L) lies in region I or region II, respectively. We may refer to the 
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o 

Figure 3.1. Experimental results on the competition between four and six vortices. 
(After Mullin [1982].) 

two stable states in region II as four-cell or six-cell, although their cellular 
structure is only partially developed at the moderate values of the Reynolds 
number occurring in the figure. One or the other of the two flows in region II 
loses stability across C, giving rise to the possibility of jumps when, as here, 
(R, L) crosses the boundary moving from region II to region I. In general if 
(R, L) is varied quasistatically along a path which begins in region I, passes 
through region II, and reenters region I, a jump will occur on reentry if and 
only if the point H lies between the two points of C where the path crosses 
the boundary (between in the sense of distance along r). 

Schaeffer [1980] discussed an analytical model which sheds insight on these 
experimental results. His model is a perturbed bifurcation problem containing 
two state variables (corresponding to the amplitudes of the competing four­
cell and six-cell modes), the bifurcation parameter R, and two auxiliary 
parameters (the height L and a homotopy parameter r). A plausibility argu­
ment deriving this model from the full PDE is also presented. The homotopy 
parameter r, which varies between ° and 1, determines the boundary condi­
tions on the end plates as follows: For r = 0, periodic boundary conditions 
are imposed; for r = 1, "no slip" conditions are imposed; and for 0 < r < 1, 
boundary conditions interpolating between these extremes are imposed. 
Schaeffer solved the equations in the model for small, nonzero r and showed 
that the resulting solutions possess the same qualitative behavior as shown in 
Figure 3.2 provided the coefficients in the equations satisfied certain inequal­
ities (in more technical language, provided the modal parameters lay in 
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Figure 3.2. Qualitative behavior of the competition between four and six vortices in 
the model of Schaeffer [1980]. 

a certain region). The calculations of Hall [1982J later showed that these 
inequalities are indeed satisfied. 

For more details about this work, we refer the reader to Schaeffer [1980J 
and to the later papers to be discussed. One reason for not discussing it here 
is that it raises issues lying outside the scope of this volume. Specifically, in 
deriving the bifurcation equations with two state variables from the PDE, 
Schaeffer made an ad hoc assumption, based on genericity, about how choos­
ing " nonzero would affect the equations. The relation of this assumption to 
the general theory is unclear at present; indeed, this assumption is related to 
the challenging open problem of developing a generic theory for breaking of 
symmetry in the equations. (see Golubitsky and Schaeffer [1983J). 

We conclude this section by mentioning several more recent papers on finite 
length effects. On the experimental side, Mullin, Pfister, and Lorenzen [1982] 
report on laser-velocimetry measurements of the flow speed, especially near 
the point H in Figure 3.1 where one expects a hysteresis point. The quantita­
tive data from these experiments confirm the presence of a hysteresis point. 
(These data also provide further tests for the calculations to be reported later, 
but comparisons have not yet been made.) 

Dinar and Keller [1986J solve the steady-state Navier-Stokes equations 
numerically for various values of Rand L. In effect, they repeat Mullin's 
experiments numerically. Besides the intrinsic challenge of such computations, 
they also allow one to follow unstable solution branches, an impossibility for 
physical experiments. In particular, Dinar and Keller's results confirm that in 
the full bifurcation diagrams, the stable solutions observed experimentally are 
connected with unstable branches, as shown in Figure 3.2. Roughly speaking, 
their calculations agree with the experimental results to better than 5%. 

Finite cylinder effects that we have not discussed in this section include 
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anomalous modes (Bolstad and Keller [1987J, Cliffe and Mullin [1985J), the 
special circumstances surrounding the two-, four-cell competition in Ben­
jamin's original experiment (Tavener and Cliffe [1987]), and the bifurcation 
problem in which the end plates both rotate (Tavener, Mullin, and Cliffe 
[1987J). 
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degenerate 0(2) 336, 348 
symmetry-breaking 258 

n state variables 214 
pitchfork 90, 220, 427 
problem (with symmetry) 80 
simple 425 
steady-state 67,275,296,412 
subcritical 91,268,323 
supercritical 91, 219 
transcritical 90, 220, 226 

Birkhoff normal form 258-261, 284, 
295,297,310,333,335,336,341, 
416,443,447,467,482 

truncated 285, 290, 313 
Borel's lemma 59 
Boundary conditions 149,448 

Dirichlet 224 
no slip 489,499,510 
periodic 448,486,489,493,510 

Boussinesq equations 148,223,404 
Buckling 

beam 344 
plate 19 

C 
Cart an decomposition 110, 233 
Center manifold theorem 467,492, 

495 
Character 113, 300, 307 
Circle group (SI ) 8, 24, 26, 269 



528 

Codimension 18 
r- 210 

Commute 23, 39,42, 49 
Commuting linear mappings 139, 266 
Compact 27, 28 
Conjugacy class 70, 463 
Conjugate (see also Subgroup) 

elements 32,73 
Conley index 138 
Connected 27 

component 28 
Containment relation 106 
Convection (see Benard problem) 

doubly diffusive 404 
Coset space 72 
Couette flow 20,487,488,499 
Couette-Taylor system (see Taylor-

Couette system) 
Counter rotating cylinders 501 
Coupled cells 365,366, 387-399 
Coupling strength 389 
Cyclic group (see Z.) 

D 
D2 (see also Z2 EEl Z2) 396,397 
D3 11,14,15,17,99,191,218,226,227, 

248,250,255,257,364,391 
nondegenerate bifurcation 192,216, 

252 
D4 99, 324, 333, 335, 341, 348, 384, 

386,477 
Ds 49,90 
D6 -+ T2 144, 145, 363,404 
D. (dihedral group) 21,24,26,42,44, 

52,66,70,73,75,84,89,95,97-
10~ 133, 176, 17~ 18~21~26~ 
314,363-369,376,383,394-
398 

D. x SI 367-370,372 
Dead load 247 
Degeneracy 16 

linear 18, 21 
nonlinear 21,324 

Dense 65 
Dihedral group (see also D.) 11 
Discriminant 47,60,338 
Disjoint union 77,78, 105 
Doubly diffusive (see Convection) 

Index 

E 
E2 (Euclidean group) 143,404 
E3 490 
tS'(r) 46,61 
8 x •• (r) (see Equivariant, mapping) 
J"x .• (r) (see Equivariant, matrix germs) 
Eigenfunction 498, 503 
Eigenspace 271 

generalized 263 
imaginary 264 
real 263 

Eigenvalue 
multiple 9, 19,224,262,318 
of df 297 
simple 10 

Eigenvalue crossing condition 268, 332 
Elastic cube (see also Traction problem; 

Rivlin cube) 3-5 
Equivalence 

r- 15, 164, 165, 166, 169, 199-202, 
230,267 

strong 166,167,170,202 
Equivariance conditions 167 
Equivariant 9, 24 

branching lemma 11, 68, 82, 90, 134, 
154,224,282 

Hopftheorem 275,365,369 
mapping (see Equivariant, r-) 
matrix germs 168 
preparation theorem 234, 243, 244 
singularity theory 9, 15 
r- 13,39,49,74,209 

Even function 13, 43, 50 
Exceptional group 104 
Exchange of stability 268, 327, 354, 

427,429 
Extension 49 

F 
Factorthrough 209,236,242 
Finite length effects 485, 509 
Fixed-point free 134, 300 
Fixed-point subspace (Fix(l:)) 9, 10, 

67,74,78,153,168,211,302 
Flip 26 
Floquet 

equation 293, 294, 296 
exponent 260, 314 
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multiplier 294 
operator (or monodromy) 294-296, 

313,316 
theorem 294 
theory 260,293 

Fourier 
analysis 145 
series 114 

Fredholm alternative 288 

G 
r-simple 259,263-265,269,272-274, 

295,300,367,447 
Generate 45, 50, 51 

finitely 54,168,169,172 
freely 53, 176 

Generators 15 
invariant 172 

Generic 1~81, 13~273 

Germ 46, 50, 51 
flat 59 

GL(n) (general linear group) 25 
Gradient system 138 
Group 

closed 25 
orbit 7,67,462 

H 
IHl (see Quaternions) 
Haar integration 24, 30, 32, 76, 292 
Hamiltonian system 138, 283 
Hexagons 142,153,154,155,163 

/- or g- 155 
Higher order terms 165, 197, 198,204, 

205,344,419,495 
Hilbert basis 45,47, 58, 72, 245, 331, 

339,450,459,460 
Hilbert basis theorem 54, 56 
Hilbert-Weyl theorem 13,43,46,51, 

54,55,58,204 
Homoclinic 19,414,450 
Homogeneous deformations 247 
Homotopy parameter 510 
Hopf fibration 140,283 
Hosepipe 5-7, 17, 324, 326, 329 
Hysteresis point 425 

U (see Icosahedral, group) 
Icosahedral 

group (U) 104 
solutions 225 

Implicit function theorem 242 
Indeterminate 54 
Index 120 
Index theory 137,282 
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Infinite cylinder approximation 489, 
490,493,499,505 

Inner product (see also Invariant) 288 
Interpenetrating spirals 488, 489, 496, 

503 
Intrinsic 

ideal 202,347,348,419 
part 203, 345 
S- 202 
submodule 202,206,347,348 

Invariant 9, 24, 43 
coordinate functions 179, 188 
r- 10,13,33,75 
r x SI_ 308 
inner product 31 
polynomial 43 
subspace 10 
theory 9, 13, 338, 450, 459 
torus (see Torus) 

Irreducible 10,21,24,33, 38, 145 
absolutely 24,40, 82, 111, 137, 139, 

259,261,263,273,307,371 
component (see Isotypic) 
multiplicity 303, 304 
non-absolutely 41,261,263,273, 

307,359 
Isola point 425, 426 
Isomorphic 29 

r- 29,239,241 
Isotropy (see Subgroup) 
Isotypic component 36 

decomposition 36,80, 162,274,298 
Itr( V) (see Intrinsic, part) 
Itrs(V) (see Intrinsic, S-) 

J 
Jacobian matrix (in complex 

coordinates) 182 
Jordan canonical form 449 
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K 
Jf(g,r) 205,344 
%.(g,r) 204 
KaUiroscope 487 
k-parameter r-unfolding 209 

L 
Lagrange multiplier 248 
Laplace equation 108,399 
Lattice 143 

dual 145 
hexagonal 144,367,403-411 
isotropy 98, 132, 232, 268, 326, 328, 

341,450,451,462,464,478,483 
Leading coefficient 56 
Legendre 

associated function 108 
polynomial 114 

Liapunov center theorem 283 
Liapunov-Schmidt 

reduced mapping 276 
reduction 10, 19,81, 143, 147, 152, 

224,260,269,277,310,311,467, 
495,505 

Lie group 24, 25 
compact 13,24,28 
connected component 28 
linear 25 

Limit point 18, 221 
Loss of stability 5,412 

M 
Malgrange preparation theorem 245 
Manifold 32 
Midplane reflection 153, 405 
Modal parameter 199,216,341,354, 

419 
Mode 18,367,413 

anomalous 512 
critical 413 
interaction 18,22,224,412,414,446, 

485 
Hopf/Hopf 18,20,442,475 
steady-state/Hopf 18,416,458, 

485,486,494 
steady-state/steady-state 18,448 
with 0(2) symmetry 447 

Index 

mixed 20, 444, 452 
pure 452 

Model-independent 2, 5 
Modulated rotating wave 472,473 
Modulated spirals 496, 508 
Module 25 

free 53 
Monodromy operator (see Floquet, 

operator) 
Mooney-Rivlin material 16,248,249, 

252,255,256 
Multiplicity (see also Eigenvalue) 9 

N 
Nakayama's lemma 186, 189, 193, 

207 
Navier-Stokes equations 20,148,485, 

489,490,498 
Neo-Hookean material 248,249,252, 

256 
Neutral stability curve 474, 501, 508 
Nilpotent 290,291,449 
Nondegeneracy conditions 315,382, 

419 
Nonpersistence 353 
Nonresonant 276,443,476 
Norm 46 
Normal form (see also Birkhoff normal 

form) 16 
theorem (see Poincare-Birkhoff) 

Normalizer (see Subgroup, normalizer) 

o 
{) (octahedral group) 49,53,72,80,85, 

94, 133, 198,213 
0(2) 9, 34, 38, 40, 52, 65, 80, 89, 176, 

178,213,262,268,282,293,298, 
324,330,386,446,458,476,485, 
497 

0(2) x 8 1 325,331,459,474 
0(2) x 80(2) 486,490,491 
0(2) x T2 476,481 
0(3) 21,34,43, 73, 86, 103, 137,202, 

209,223,227,363,367,399-
403 

O(n) (orthogonal group) 24, 72, 139, 
325,338 
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Octahedral 
group (see (]I) 104 
solutions 225 

Odd function 13, 50 
~ (see Trivial group) 
One-parameter group 286 
Orbit (see Group, orbit) 

principal 71 
type 70 

Order 8 
Orthogonal group (see O(n)) 
Orthogonality of characters 113, 307 
Oscillating triangles 408 
Oscillation 387 

P 
.9'(r) 46 
.9'(g, r) (see higher order terms) 
Patchwork quilt 153, 154, 163,405 

twisted 411 
Pattern formation 365, 490 
Periodic 

boundary conditions (see Boundary 
conditions) 

function 143 
solution (see also Bifurcation, Hopf) 

414,457 
Period-scaling parameter 270, 293, 

311,332,376 
Permutations (see also S3' S4) 7,48 
Perturbation 168 
Phase shift 3, 8, 458, 495 
Pitchfork (see Bifurcation) 
Platelike 4, 11,248 
Poenaru's theorem 51,181,236 
Poincare-BirkhofT normal form 

theorem 285 
Prandtl number 149,224 
Principal orbit type 71 
Principal stretch 247 
Pullback (see also Unfolding) 243 
Pure conduction state 142, 149,223 

Q 
Quasiperiodic 335,403, 425 
Quaternions (!HI) 42, 85, 135, 139, 266, 

282,283 
unit (or SU(2)) 42, 135,282,283 
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R 
Radius ratio 223, 486, 497, 498, 503 
Rayleigh-Benard convection 141,148 
Rayleigh number 141,149,223,224 
Recognition problem 165, 185, 346 
Reducible 

completely 33 
Reflection groups 134 
Regular polyhedra 105 
Regular triangles 153,154,163,405 
Relation 46 
Representation 24, 28, 29 

isomorphic 32 
minus (of 0(3)) 113,399 
natural (of 0(3)) 130 
plus (of 0(3)) 113,399 
ofSO(3) 107 

Resonance 443,444 
strong 445 
weak 445 

Restricted tangent space (RT(h, r)) 
164, 166, 167, 168 

Reynold's number 499, 509 
Ribbons 492,496 
Ring 25 

polynomial 46, 72 
Rivlin cube (see also Elastic cube) 247, 

251,255 
Rodlike 4, 11, 248 
Rolls 142, 153, 154, 162,405 
Rotating wave 6, 17, 269, 282, 298, 324, 

326,329,334,349,359-361, 
456,457,492 

Rotation group (see SO(n)) 
RT(h, r) (see Restricted tangent space) 

S 
SI (see also SO(2)) 8,29, 38,44,53, 

269,286 
S3 (symmetric group) (see also D3 ) 7, 

12,17,48,227,248 
S4 (symmetric group) 398 
Saddle-node (see also Limit point) 425 
Schur's lemma 41 
Schwarz's theorem 43, 46, 51, 58, 245, 

246,331 
Sector solutions 225 
Self-adjoint 226 
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Semidirect sum (or product) 144,404 
Semisimple 290,291 
Similarity 29 
Singularity 18 
SO(2) 35, 39, 262, 359, 360 
50(2) 9, 298, 325, 329 
SO(3) 21, 103, 227 
SO(n) 22,26 
Special orthogonal group (see SO(n)) 
Spherical harmonics 68, 108, 109, 114, 

130,224,399 
order 2 227, 403 

Spherical polar coordinates 108 
Spiral vortices (or spirals) 20,487,488, 

491,492,496 
Spontaneous symmetry-breaking 2, 8, 

12,68, 132,247 
Stability 

asymptotic 14,86, 156, 167,222, 
232,259,260,313,333,348, 
376,403,426,455,465,472, 
478 

orbital 86, 87, 88, 96, 232, 294, 
297,335 

finitely determined 313, 315 
linear 86, 165, 199-201, 500 

orbital 87, 88, 297 
neutral 86 
nondegenerate 315 
unstable 86, 90 

Standing wave 6, 17,298, 324, 326, 
334,349,404,492 

Steady state (see also Bifurcation) 1, 8, 
167 

Strong r-equivalence (see Equivalence) 
SU(2), special unitary group (see 

Quaternions, unit) 
Subcritical (see Bifurcation) 
Subgroup 25 

closed 25, 79 
commutator 302 
conjugate 32, 69 
isotropy 7,67,69,88,462 

maximal 68, 73, 78, 83, 127, 133, 
138,282,376 
complex 132, 134, 135 
of r x S1 299 
quaternionic 132, 134, 135 
real 132, 134, 135 

of SO(3) 117, 119 
of 0(3) 127,130 

minimal 71 
spatial 303 
submaximal 133, 137, 326 

Lie 26 
normal 25, 28, 497 
normalizer (Nr(~)) 79, 228 
open 25 
of 0(3) 119-122 

class I 119,401 
class II 119,401 

Index 

class III 119, 120, 123, 126,401 
planar (in SO(3)) 104 
quotient 25 
ofSO(3) 104 
twisted 260,299,302, 371,401 

Submanifold 71 
Sub maximal (see Subgroup, isotropy) 
Submersion 237 
Supercritical (see Bifurcation) 
Surface harmonics 109 
Symmetric group (see S3; Permutation) 
Symmetric matrices 227 
Symmetry 3,7, 10,23, 142, 152 

T 

group 7 
hidden 49, 453 
periodic solutions 3, 269 
phase-shift 259 
of solutions 3, 10 
spatial and temporal 3, 6, 259, 269, 

270, 300 

If (see Tetrahedral group) 
T(g, r) (see Tangent space) 
T2 286,443,476 
T" (see Torus, group) 
Takens-Bogdanov bifurcation 19,450 
Tangentspace 211 
Taylor expansion 13 
Taylor vortices 20,487,488,491,493, 

509 
Taylor-Couette system 19,447,448, 

485 
Taylor's theorem 50 
Tetrahedral group (If) 104 
Time reversal 349 
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Torus 
group (Tn) 26, 63, 287, 328 
invariant 6, 17, 19,327, 334,472 

2-torus 329, 335, 348, 349, 353, 
387,398,415,425,429,456,474, 
477,484 

3-torus 348,415,444,447,456, 
477,481,484 

4-torus 448, 484 
maximal 233 

Trace formula 68, 73, 76, 260, 304 
Traction problem (see also Elastic cube) 

14,15, 191 
Transcritical (see Bifurcation) 
Transition variety 353 
Transpose 26 
Travelling wave 404 
Trivial 

action 29 
group (~) 7,28,166,177,185,204, 

213,214 
solution 75 

Twist 300, 400 
type 401 

Twisted 
tetrahedral group 401 
vortices 20,488,489, 496 

Typical 81 

U 
Unfolding 209 

r- 234 

isomorphic 236 
pullback 236, 237 
sum 234,238 
theory 208 
universal 15,210,212,220,241, 

350 
versal 210,241,242 
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Universal unfolding theorem 208,210, 
211,233 

Unstable (see Stability) 

V 
Viscous fluid 141 

W 
Waveform 392 
Wave number 450,493,494, 501 
Wavy rolls 409,410 
Wavy vortices 20,488,489,496, 508 

Z 
Zz 10, 13,26, 50, 73, 167, 176, 177,202, 

213,283,415,417,425 
Zz EB Zz (see also D2 ) 79, 85, 167, 176, 

177,187,201,213,452,454,455 
nondegenerate bifurcation 187,215 

Zz x D4 477 
Zn (cyclic group of order n) 22,26,66, 

325, 359, 361, 399 
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