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Abstract

Symmetry is used to investigate the existence and stability of heteroclinic cycles involving steady-state and periodic
solutions in coupled cell systems withDn-symmetry. Using the lattice of isotropy subgroups, we study the normal form
equations restricted to invariant fixed-point subspaces and prove that it is possible for the normal form equations to have
robust, asymptotically stable, heteroclinic cycles connecting periodic solutions with steady states and periodic solutions with
periodic solutions. A center manifold reduction from the ring of cells to the normal form equations is then performed. Using
this reduction we find parameter values of the cell system where asymptotically stable cycles exist. Simulations of the cycles
show trajectories visiting steady states and periodic solutions and reveal interesting spatio-temporal patterns in the dynamics
of individual cells. We discuss how these patterns are forced by normal form symmetries. © 2000 Elsevier Science B.V. All
rights reserved.
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1. Introduction

Coupled systems of differential equations or cells are often used as models of physical systems. For example,
they are used by Hadley et al. [15] and Aronson et al. [2] to model arrays of Josephson junctions and by Kopell and
Ermentrout [16,17] and Rand et al. [23] to model central pattern generators (CPGs) in biological systems. Recently,
Collins and Stewart [4–6] and Golubitsky et al. [12] have shown that many phase relations observed in animal
gaits can be modeled by coupled cell systems. In these works the symmetry of the cell network is important in
determining the patterns of oscillation that the system can support. See the works of Dionne et al. [7,8], Golubitsky
and Stewart [11], and the related work of Lamb and Melbourne [20].

In this paper, we discuss the existence of heteroclinic cycles in coupled cell systems. Such cycles model inter-
mittency and are known to occur robustly and asymptotically stably in systems with symmetry (see [9,10,14]).
Armbruster et al. [1] and Melbourne et al. [22] show that heteroclinic cycles can occur stably in systems with
O(2)-symmetry and, in previous numerical work [3], we show that these cycles are also found stably in systems
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Fig. 1.D6-symmetric six-cell network with nearest and second nearest neighbor coupling.

with Dn-symmetry,n ≥ 5. In this paper, we provide the proofs behind the results in [3], continue our studies by
showing that heteroclinic cycles also occur in rings of coupled cells (which have structure in addition toDn-symmetry),
and discuss how symmetry forces certain spatio-temporal patterns in the periodic solutions in the cycle.

1.1. Coupled cell systems

We assume that then cells are identical and that the internal dynamics of each cell is governed by a system of
differential equations (that may depend on parameters, which we suppress). That is, for 1≤ i ≤ n,

dXi

dt
= f (Xi), (1)

whereXi = (xi1, . . . , xik) ∈ Rk denotes the state variables of celli andf is smooth and independent ofi (since
the cells are assumed to be identical). For instance, in biological applications (1) might be a Hodgkin–Huxley type
model.

A network is a collection of identical interconnected cells. For example, Fig. 1 illustrates a six-cell network
with nearest and next nearest neighbor coupling. We model the interconnected network by a system of differential
equations of the form

dXi

dt
= f (Xi) +

∑
j→i

αij h(Xi, Xj ), (2)

whereh is the coupling function between two cells, the summation is taken over those cellsj that are coupled to
cell i, andαij is a matrix of coupling strengths.

1.2. Heteroclinic cycles

A heteroclinic cycleis a collection of solution trajectories that connects sequences of equilibria and/or peri-
odic solutions. For a more precise description of heteroclinic cycles and their stability, see the papers of Mel-
bourne et al. [22], Krupa and Melbourne [19], the monograph by Field [10], and the survey paper by Krupa
[18].
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Fig. 2. Pattern inside lattice of subgroups that suggests the existence of heteroclinic cycles.

Melbourne et al. [22] describe a method for finding heteroclinic cycles in symmetric systems of differential
equations. Let0 ⊂ O(N) be a Lie subgroup and letg : RN → RN be0-equivariant, i.e.

g(γX) = γg(X)

for all γ ∈ 0. Consider the system

dX

dt
= g(X). (3)

Note thatN = kn in ann cell system withk state variables in each cell. Equivariance ofg implies that whenever
X(t) is a solution, so isγX(t). Using fixed-point subspaces, Melbourne et al. [22] suggest a method for constructing
heteroclinic cycles connecting equilibria. Suppose that6 ⊂ 0 is a subgroup. Then the fixed-point subspace

Fix(6) = {X ∈ RN : σX = X ∀σ ∈ 6}
is a flow invariant subspace [13]. The idea in [22] is to find a sequence of maximal subgroups6j ⊂ 0 such that
dim Fix(6j ) = 1 and submaximal subgroupsTj ⊂ 6j ∩6j+1 such that dim Fix(Tj ) = 2 as is shown schematically
in Fig. 2. Such configurations of subgroups have the possibility of leading to heteroclinic cycles if saddle–sink
connections between equilibria in Fix(6j ) and Fix(6j+1) exist in Fix(Tj ). Since saddle–sink connections are
robust in a plane, these heteroclinic cycles are stable to perturbations ofg so long as0-equivariance is preserved
by the perturbation.

1.2.1. Cycles involving periodic solutions and broken symmetry
Near points of Hopf bifurcation, this method for constructing heteroclinic connections can be generalized to

include time periodic solutions as well as equilibria. Melbourne et al. [22] do this by augmenting the symmetry
group of the differential equations withS1 — the symmetry group of Poincaré–Birkhoff normal form at points of
Hopf bifurcation — and using phase–amplitude equations in the analysis. In these cases the heteroclinic cycle exists
only in the normal form equations since some of the invariant fixed-point subspaces disappear when symmetry
is broken. However, when that cycle is asymptotically stable, then the cycling-like behavior remains even when
the equations are not in normal form. This is proved by using asymptotic stability to construct a flow invariant
neighborhood about the cycle and then invoking normal hyperbolicity to preserve the flow invariant neighborhood
when normal symmetry is broken. Indeed, as is shown by Melbourne [21], normal form symmetry can be used to
produce stable cycling behavior even in systems without any spatial symmetry. More generally, it also follows that
if an asymptotically stable cycle can be produced in a truncated normal form equation (say truncated at third- or
fifth-order), then cycling-like behavior persists in equations with higher-order terms — even when those terms break
symmetry — and the cycling-like behavior is robust.

1.2.2. A cycle withO(2)-symmetry
Melbourne et al. [22] prove the existence of robust, asymptotically stable heteroclinic cycles involving time

periodic solutions in steady-state/Hopf and Hopf/Hopf mode interactions in systems withO(2)-symmetry. In these
symmetry-breaking bifurcations each critical eigenvalue is doubled by symmetry — so the center manifold for a
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Fig. 3. Cycle connecting a steady-state with a standing wave in a system withO(2) × S1-symmetry withS1-symmetry due to normal form.

steady-state/Hopf mode interaction is six-dimensional and for a Hopf/Hopf mode interaction it is eight-dimensional.
It is well known thatO(2)-symmetry-breaking Hopf bifurcations at invariant equilibria lead to two types of periodic
solutions:standing waves(solutions invariant under a single reflection for all time) androtating waves(solutions
whose time evolution is the same as spatial rotation) [13]. Fig. 3 shows a cycle connecting a steady-state with a
standing wave obtained from a steady-state/Hopf mode interaction. The time series in this figure are taken from
three different coordinates:x0 is a coordinate in the steady-state mode andx1, x2 are coordinates in the Hopf mode.
In these coordinates a standing wave is an oscillation where both coordinates oscillate equally (with just a phase
shift). Other types ofO(2) cycles involving only periodic solutions are obtained from Hopf/Hopf mode interactions
and examples are shown in [3]. These cycles connect rotating waves with rotating waves and standing waves with
standing waves (see also Figs. 11 and 13).

1.2.3. A cycle withD6-symmetry
In this paper, we prove the existence of heteroclinic cycles involving steady-state and time periodic solutions

in differential equations withDn-symmetry. In [3], we presented numerical evidence for the existence of these
cycles. We approach the existence of heteroclinic cycles by studying various mode interactions — in particular,
the six-dimensional steady-state/Hopf mode interaction whereDn acts by its standard representation on the critical
eigenspaces. The exact cycles we discuss are found in the normal form equations which haveDn × S1-symmetry
whenn = 6 andn = 5 — though much of this discussion is relevant for the generalDn system.

Reflectional symmetries of a hexagon come in two (nonconjugate) types: those whose line of reflection connects
opposite vertices of the hexagon (κ) and those whose line of symmetry connects midpoints of opposite sides (γ κ)
[13]. It is known thatD6-symmetry-breaking steady-state bifurcations produce two nontrivial equilibria — one with
each type of reflectional symmetry — andD6-symmetry-breaking Hopf bifurcations produce two standing waves
— one with each type of reflectional symmetry. In normal form the symmetry groups of these four solutions are
Z2(κ) × S1, Z2(γ κ) × S1, Z2(κ) × Zc

2, andZ2(γ κ) × Zc
2, whereZc

2 = Z2(π, π). In Section 2, we show that the
lattice of subgroups ofD6 × S1 includes those subgroups pictured in Fig. 4.

Using the ideas in [22], Fig. 4 suggests that robust, asymptotically stable heteroclinic cycles can appear in
unfoldings ofD6 normal form symmetry-breaking steady-state/Hopf mode interactions. The cycle connects the first
steady-state with the first standing wave with the second steady-state with the second standing wave and back to
the first steady-state. We prove that these cycles do exist and present the results of simulation of one such example
in Fig. 5.
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Fig. 4. Subgroups inD6 × S1 lattice that permit existence of heteroclinic cycles.

1.2.4. A cycle in a ring of six coupled cells
A main point of this paper is to demonstrate the existence of robust, asymptotically stable, heteroclinic cycles in

rings of coupled cells withDn-symmetry. Finding such a heteroclinic cycle directly from (2) requires the analysis of
a system of differential equations of dimensionnk. This task is complicated when either the number of cellsn or the
number of state variables of each cellk is large. We proceed by using a (Maple-assisted) center manifold reduction
to normal form equations on a six-dimensional center manifold. Using this reduction we find parameter values of
the cell system where asymptotically stable heteroclinic cycles exist. In order to arrange for the steady-state/Hopf
mode interaction to occur, we need to use three state variables per cell.

We verify the results of theory by simulating the coupled cell equations withn = 6 cells andk = 3 state variables
per cell. This simulation is of anN = 18 dimensional system of differential equations (see Fig. 6). As noted in [13],
the normal form symmetries appear in the coupled cell system as spatio-temporal symmetries where the spatial
symmetries are permutations of the cells. These symmetries have the curious property that in one of the standing
waves two of the cells are forced to oscillate at twice the frequency of the other four cells [13] (see Fig. 7).

1.2.5. Cycles inDn-symmetric Hopf/Hopf mode interactions
Numerical simulations show evidence of two types of heteroclinic cycles inD5-symmetric Hopf/Hopf mode

interactions [3]. One cycle connects standing waves and the other connects rotating waves. In Section 4, we prove
the existence of the two types of cycles mentioned above inDn-symmetric Hopf/Hopf mode interactions,n ≥ 5.
The proof of existence is done by inspection of the isotropy lattice of the action ofDn × T2 onC4, and by studying
the normal form equations with respect to this action, to show the existence of appropriate connecting trajectories.

Fig. 5. Heteroclinic cycle connecting steady statesZ2(κ) × S1 andZ2(γ κ) × S1 with standing wavesZ2(κ) × Zc
2 andZ2(γ κ) × Zc

2 in a system
with D6 × S1-symmetry. Standing waves have different amplitudes. Coefficients listed in (18).
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Fig. 6. Heteroclinic cycle in a six-cell ring. Up to third-order, the center manifold flow for this coupled cell system (after scaling) is the same as
the flow in Fig. 5: (left) first component and (right) second component of each cell. Coefficients are found in (24).

As explained in Section 4, these cycles are visualized in aD5-symmetric cell system without computing the reduced
equations on the center manifold (see Figs. 11,13 and 14).

This paper is organized as follows. In Section 2, we describe mode interactions in two-parameter families of
D6-equivariant vector fields and prove the existence of robust, asymptotically stable cycles in the normal form
equations of steady-state/Hopf mode interactions. We prove the existence of a heteroclinic cycle in a ring of six
cells in Section 3. In particular, we show that networks of six identical cells with nearest neighbor and second nearest
neighbor coupling can possess these heteroclinic cycles. In Section 4, we study Hopf/Hopf mode interactions in
systems withDn-symmetry (n ≥ 5) and visualize the cycles in aD5-symmetric ring of cells. In Section 5, we discuss
briefly heteroclinic cycles in other ring systems withDn-symmetry.

Fig. 7. Enlargement of Fig. 6 illustrating the symmetries of SW1 (left) and SW2 (right) in a cell system. Observe that cells 1 and 4 oscillate at
twice the frequency of the other cells in SW2.
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2. Mode interactions with DnDnDn-symmetry

Consider the two-parameterDn-equivariant system of differential equations

dx

dt
= F(x, λ, µ), (4)

wherex ∈ RN andλ, µ ∈ R. Assumex = 0 is aDn-symmetric trivial equilibrium, i.e.

F(0, λ, µ) = 0.

Assume also that the Jacobian(dxF )0,0,0 has two nonconjugate critical eigenvalues lying on the imaginary axis.
Under these assumptions,(λ, µ) = (0, 0) is acodimension-twopoint. The codimension-two point is of one of the
following types:

Eigenvalue type Mode type

0, 0 Steady-state/steady-state
0, ±ωi Steady-state/Hopf
±ω1i, ±ω2i (ω1, ω2 incommensurate) Nonresonant Hopf/Hopf

Mode interactions can be specified further by the action ofDn on the critical eigenspaces. In this paper, we
assume that each critical eigenvalue is double and thatDn acts by its standard two-dimensional action on each
critical eigenspace. Moreover, in our analyses we consider only heteroclinic cycles whose nodes include periodic
solutions; therefore, we study only the steady-state/Hopf and Hopf/Hopf mode interactions.

In this section, we consider steady-state/Hopf mode interactions. After performing a center manifold reduction
on (4), we arrive at a truncated reduced system of ODEs

dz

dt
= g(z, λ, µ), (5)

wherez ∈ C3 andg(0, λ, µ) = 0. The eigenvalues of(dzg)0,0,0 are the critical eigenvalues of(dxF )0,0,0 on the
imaginary axis. By an appropriate change of coordinates we can also assume that (5) is in Poincaré–Birkhoff normal
form up to any finite order. This introduces an extraS1-symmetry, so thatg is nowDn × S1-equivariant. We can
then choose coordinatesz = (z0, z1, z2) such that theDn × S1-action onC3 takes the following form [13]. Let
γ = 2π/n ∈ Zn andθ ∈ S1 = [0, 2π), and letκ be a fixed element inDn ∼ Zn. Then

γ (z0, z1, z2) = (eγ iz0, eγ iz1, e−γ iz2), κ(z0, z1, z2) = (z̄0, z2, z1),

θ(z0, z1, z2) = (z0, eθ iz1, eθ iz2). (6)

As noted in Section 1, robust cycling-like behavior is proved by finding asymptotically stable heteroclinic cycles in
a truncated normal form equation.

2.1. TheD6 × S1 lattice of isotropy subgroups

Using these subgroups ofD6 × S1,

Z2(κ) = {1, κ}, Z2(γ κ) = {1, γ κ}, Zc
2 = {1, (π, π)},

Z2(κ, π) = {1, (κπ)}, Z2(κπ, π) = {1, (κπ, π)}, Z̃6 = {(θ, −θ) : θ ∈ Z6},
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Fig. 8. Lattice of isotropy subgroups ofD6 × S1 acting onC3, up to conjugacy.

we can determine the lattice of isotropy subgroups ofD6 × S1 as shown in Fig. 8. Embedded in this lattice is
Fig. 4 which suggests the possible existence of a heteroclinic cycle in aD6 system. This cycle would connect
equilibrium E1 (Z2(κ) × S1) to standing wave SW1 (Z2(κ) × Zc

2) to equilibrium E2 (Z2(γ κ) × S1) to standing
wave SW2 (Z2(γ κ) × Zc

2) and back to E1. A cycle with a trajectory traveling in the opposite direction is also
possible.

To determine whether a cycle actually exists, we need to determine theD6-invariant functions andD6-equivariant
mappings. Then we use these mappings for calculating branching equations of solutions with maximal isotropy
subgroups. Finally, we determine the existence of the cycles and their stability.

2.2. D6-invariants andD6-equivariants

Proposition 2.1. Every real-valuedD6 × S1-invariant germ is a function of

ρ, N, ReA, ReB, ReC, ReD, ReE,

1, δ Im A, δ Im B, δ Im C, δ Im D, δ Im E,

whereδ = |z2|2 − |z1|2 and

ρ = |z0|2, N = |z1|2 + |z2|2, 1 = δ2, A = z2
0z̄1z2,

B = z6
0, C = (z1z̄2)

3, D = z2
0(z1z̄2)

2, E = z4
0z1z̄2.

See Appendix A for a proof of this proposition.

Proposition 2.2. TheD6 × S1-equivariant germsf : C3 → C3 are generated over theD6 × S1-invariants by the
following mappings:
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V 1 = (z0, 0, 0) iδV 1,

V 3 = (z̄5
0, 0, 0) iδV 3,

V 5 = (z̄3
0(z̄1z2), 0, 0) iδV 5,

V 7 = (0, z1, z2) iV 7,

V 9 = (0, z2
0z2z̄

2
0z1) iV 9,

V 11 = (0, z̄4
0z2, z

4
0z1) iV 11,

V 13 = (0, z̄2
0z̄1z

2
2, z

2
0z

2
1z̄2) iV 13,

V 15 = (0, (z̄1z2)
2z2, (z1z̄2)

2z1) iV 15,

V 2 = (z̄0z1z̄2, 0, 0) iδV 2,

V 4 = (z̄0(z̄1z2)
2, 0, 0) iδV 4,

V 6 = (z0(z1z̄2)
3, 0, 0) iδV 6,

δV 8 = δ(0, z1, −z2) iδV 8,

δV 10 = δ(0, z2
0z2, −z̄2

0z1) iδV 10,

δV 12 = δ(0, z̄4
0z2, −z4

0z1) iδV 12,

δV 14 = δ(0, z̄2
0z̄1z

2
2, −z2

0z
2
1z̄2) iδV 14,

δV 16 = δ(0, (z̄1z2)
2z2, −(z1z̄2)

2z1) iδV 16.

See Appendix A for a proof of this proposition.

2.3. Branching equations

It follows from Propositions 2.1 and 2.2 that the generalD6 × S1-equivariant mapping has the formg(z, λ, µ) =
(C(z), Q(z)) ∈ C × C2, where

C(z) = C1z0 + C3z̄0z1z̄2 + C5z̄5
0 + C7z̄0(z̄1z2)

2 + C9z̄3
0z̄1z2 + C11z0(z1z̄2)

3, (7)

Q(z) = Q1

[
z1

z2

]
+ Q2δ

[
z1

−z2

]
+ Q3

[
z2

0z2

z̄2
0z1

]
+ Q4δ

[
z2

0z2

−z̄2
0z1

]
+ Q5

[
z̄4

0z2

z4
0z1

]
+ Q6δ

[
z̄4

0z2

−z4
0z1

]

+Q7

[
z̄2

0z̄1z
2
2

z2
0z

2
1z̄2

]
+ Q8δ

[
z̄2

0z̄1z
2
2

−z2
0z

2
1z̄2

]
+ Q9

[
(z̄1z2)

2z2

(z1z̄2)
2z1

]
+ Q10δ

[
(z̄1z2)

2z2

−(z1z̄2)
2z1

]
, (8)

whereδ = |z2|2 − |z1|2, Cj = cj + iδcj+1, cj are real-valuedD6 × S1-invariant functions andQj = pj + qj i are
complex-valuedD6 × S1-invariant functions depending on two parametersλ andµ.

Additionally, the eigenvalue structure ofg leads toc1(0) = 0 andQ1(0) = ωi. Solvingg = 0, we find steady-
state and periodic solutions that bifurcate from the trivial solutionx = 0 at the codimension-two point(λ, µ) =
(0, 0). These solutions are listed in Table 1, where all coefficients for the branching equations are evaluated at
zero.

Next we determine the stability of the branching solutions. We do this by considering the isotypic decomposition
of C3 into a direct sum of6-irreducible subspaces

C3 = V0 ⊕ V1 ⊕ · · · ⊕ Vq.

In Table 2, we show the isotypic decomposition by each of the isotropy subgroups of solutions. Other isotropy
subgroups are shown as well for later use in this section. Note that Fix(6) = V0 for each subgroup6. Furthermore,
observe that when6 is a subgroup of a periodic solution,(D6 × S1)/6 forces one eigenvalue ofdg to be zero. The
corresponding null vector is also listed in Table 2. In each case, the stability of solutions with maximal isotropy is
determined by tr(dg|Vj ). We compute the Jacobian dg in complex coordinates

(dg)(ζ ) = gz0ζ0 + gz̄0 ζ̄0 + gz1ζ1 + gz̄1 ζ̄1 + gz2ζ2 + gz̄2 ζ̄2,

whereζ = (ζ0, ζ1, ζ2), g = (g0, g1, g2) andgzj
= (g0

zj
, g1

zj
, g2

zj
). The eigenvalues of dg are also listed in Table 2

up to fifth-order ing.
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Table 1
Branches of solutions forD6 steady-state/Hopf mode interaction

Solution Isotropy subgroup Orbit representative Branching equations

Trivial D6 × S1 (0, 0) z = 0

Steady state,A1 = E1 Z2(κ) × S1 (x, 0, 0) λ = −
(

c1
ρ + c5x2

c1
λ

)
x2

Steady state,A3 = E2 Z2(γ κ) × S1 (eiγ /2x, 0, 0) λ = −
(

c1
ρ − c5x2

c1
λ

)
x2

Standing wave,A2 = SW1 Z2(κ) × Zc
2 (0, r, r) λ = −

(
2p1

N + p9r2

p1
λ

)
r2

Standing wave,A4 = SW2 Z2(γ κ) × Zc
2 (0, r, e−iγ r) λ = −

(
2p1

N − p9r2

p1
λ

)
r2

Rotating wave, RW Z6 (0, r, 0) λ = −
(

p1
ρ + p1

N − p2

p1
λ

)
r2

Table 2
Isotypic decomposition by isotropy subgroups ofD6 × S1, wherex ∈ R, z ∈ C

Isotropy Isotypic decomposition Null vectors Eigenvaluesa

D6 × S1 V0 = C3 p1 (4 times):c1 (twice)

Z2(κ) × S1 V0 = (x, 0, 0) V0: 2(c1
ρ + 2c5x2)x2

V1 = (ix, 0, 0) V1: −6c5x4

V2 = (0, z, z) V2: p1
λλ + (p1

ρ + p3)x2 + p7x4 (*)

V3 = (0, z, −z) V3: p1
λλ + (p1

ρ − p3)x2 − p7x4 (*)

Z2(γ κ) × S1 V0 = (eiγ /2x, 0, 0) V0: 2(c1
ρ − 2c5x2)x2

V1 = (eiγ /2ix, 0, 0) V1: 6c5x4

V2 = (0, z, e−γ iz) V2: p1
λ + (p1

ρ + p3)x2 − p7x4 (*)

V3 = (0, z, −e−γ iz) V3: p1
λ + (p1

ρ − p3)x2 + p7x4 (*)

Z2(κ) × Zc
2 V0 = (0, z, z) (0, i, i) V0: 0, 4(p1

N + p9r2)r2

V1 = (x, 0, 0) V1: c1
λλ + (2c1

N + c3)r2 + c7r4

V2 = (ix, 0, 0) V2: c1
λλ + (2c1

N + c3)r2 − c7r4

V3 = (0, z, −z) V3: −2(p2 + 2p9r2)r2 (*)

Z2(γ κ) × Zc
2 V0 = (0, z, e−γ iz) (0, i, e−γ i i) V0: 0, 4(p1

N − p9r2)r2

V1 = (eiγ /2x, 0, 0) V1: c1
λλ + (2c1

N + c3)r2 − c7r4

V2 = (eiγ /2ix, 0, 0) V2: c1
λλ + (2c1

N + c3)r2 + c7r4

V3 = (0, z, −e−γ iz) V3: −2(p2 − 2p9r2)r2 (*)

Z6 V0 = (0, z, 0) (0, i, 0) V0: 0, 2(p1
N − p2 + (2p1

1 − p2
N)r2)r2

V1 = (z, 0, 0) V1: c1 (*)

V2 = (0, 0, z) V2: 2p2r2 (*)

a(*) indicates real part of a complex conjugate pair.
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Table 3
Amplitude equations on Fix(6)

Isotropy
subgroup

Fixed-point
subspace

Restricted amplitude equations

Z2(κ) × S1 (x, 0, 0) ẋ = (c1 + c5x4)x

Z2(γ κ) × S1 (eiγ /2x, 0, 0) ẋ = (c1 − c5x4)x

Z2(κ) × Zc
2 (0, z, z) ṙ = (p1 + p9r4)r

Z2(γ κ) × Zc
2 (0, z, e−γ iz) ṙ = (p1 − p9r4)r

Z2(κ) (x, z, z) ẋ = (c1 + c3r2 + c5x4 + c7r4 + c9r2x2 + c11r6)x, ṙ = (p1 + p3x2 + p5x4 + p7r2x2 + p9r4)r

Z2(γ κ) (eiγ /2x, z, e−γ iz) ẋ = (c1 + c3r2 − c5x4 − c7r4 − c9r2x2 − c11r6)x, ṙ = (p1 + p3x2 − p5x4 − p7r2x2 − p9r4)r

Z2(κ, π) (x, z, −z) ẋ = (c1 − c3r2 + c5x4 + c7r4 − c9r2x2 − c11r6)x, ṙ = (p1 − p3x2 − p5x4 − p7r2x2 − p9r4)r

Z2(κπ, π) (ix, z, −z) ẋ = (c1 − c3r2 − c5x4 − c7r4 + c9r2x2 + c11r6)x, ṙ = (p1 − p3x2 + p5x4 − p7r2x2 + p9r4)r

In Table 3, we list maximal and submaximal isotropy subgroups and their fixed-point subspaces. Sinceg is in
Poincaré–Birkhoff normal form, the restriction of (7) and (8) to each of the fixed-point subspaces decouples into
amplitude/phase equations. Thus, using polar coordinateszj = rj eiθj , we arrive at the amplitude equations listed
in the last column of Table 3. Observe that zeros of the amplitude equations withr = 0 correspond to steady states
of (7), while zeros withr 6= 0 correspond to standing waves. Both types of solutions with maximal isotropy have
effective dimension equal to 1. Note also that the effective dimension of the fixed-point subspaces of the submaximal
subgroupsZ2(κ), Z2(γ κ), Z2(κ), andZ2(γ κ) is 2. Now let

P0 = Fix(Z2(κ, π)), P1 = Fix(Z2(κ)), P2 = Fix(Z2(κπ, π)), P3 = Fix(Z2(γ κ)). (9)

Then these solutions lie on flow-invariant linesLj = Pj ∩Pj−1. Next we show that robust heteroclinic cycles exist
and determine conditions for their stability.

2.4. Existence and stability of a cycle

We consider here conditions similar to those used by Melbourne et al. [22] for proving the existence of a
heteroclinic cycle, except that now we have a system withD6-symmetry instead ofO(2)-symmetry. We assume that
µ = 0 and view (7) and (8) as a bifurcation problem inλ. Then, we encounter four symmetry-breaking branches of
solutions bifurcating simultaneously atλ = 0. Two of the branches contain steady states (not related by symmetry)
and two contain standing waves (not related by symmetry). Substitution of solutions of the branching equations in
the eigenvalues of dg leads to the following coefficients at lowest order, which are needed to assert the existence of
the cycle.

δ1 = p1
ρ − c1

ρ

p1
λ

c1
λ

+ p3, δ2 = p1
ρ − c1

ρ

p1
λ

c1
λ

− p3, δ3 = 2c1
N + c3 − 2p1

N

c1
λ

p1
λ

,

δ4 = 2c1
N − c3 − 2p1

N

c1
λ

p1
λ

, δ5 = (p1
ρ + p3)

c1
λ

p1
λc

1
ρ

+ (2c1
N + c3)

p1
λ

2p1
Nc1

λ

,

δ6 = (p1
ρ − p3)

c1
λ

p1
λc

1
ρ

+ (2c1
N − c3)

p1
λ

2p1
Nc1

λ

.
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Table 4
Signs of eigenvalues along primary branches

Equilibrium in Fix(Z2(κ)) Fix(Z2(κπ, π)) Fix(Z2(γ κ)) Fix(Z2(κ, π))

Fix(Z2(κ) × S1) sgn(δ1) sgn(δ2)

Fix(Z2(κ) × Zc
2) sgn(δ3) sgn(δ4)

Fix(Z2(γ κ) × S1) sgn(δ2) sgn(δ1)

Fix(Z2(γ κ) × Zc
2) sgn(δ3) sgn(δ4)

Theorem 2.3. Consider the generalD6 × S1-equivariant system(7) and (8)with µ = 0 and solutions as listed in
Table1. For λ > 0, there exists a branch of robust heteroclinic cycles as suggested in Fig.4 if

c1
λ > 0, c1

ρ < 0, p1
λ > 0, p1

N < 0, (10)

sgn(δ1) = sgn(δ4) = −sgn(δ2) = −sgn(δ3), (11)

δ5 > −2, δ6 > −2. (12)

Proof. Observe that all primary bifurcations of solutions are of pitchfork type. Conditions (10) imply that the trivial
solution is subcritically asymptotically stable, while the nontrivial solutions are supercritical. In order to prove the
existence of the cycle shown in Fig. 4, we must show that in each planePj three conditions are satisfied.
1. One of the equilibria is a saddle and the other a sink. Specifically, E1 is a saddle and SW1 a sink inP1; SW1 is a

saddle and E2 a sink inP2; E2 is a saddle and SW2 a sink inP3; SW2 is a saddle and E1 a sink inP4. The cycle
can also be constructed in the reverse direction by interchanging saddles and sinks.

2. There are no other equilibria.
3. Solutions are bounded near the origin.

We verify part 1 as follows. Consider the transition E1
P1→SW1. Assumptions (10) and Table 2 indicate that

both solutions, E1 and SW1, have negative eigenvalues along tangent directions to the corresponding fixed-point
subspaces Fix(Z2(κ) × S1) and Fix(Z2(κ) × Zc

2). InsideP1, symmetry forces the remaining eigenvectors to be
perpendicular to those fixed-point subspaces. A Taylor series expansion of the corresponding eigenvalues leads to
coefficientsδ1 andδ3, which appear in the column for Fix(Z2(κ)) in Table 4. Whenδ1 andδ3 are nonzero, the sign
of the relevant eigenvalues are determined near bifurcation by the sign ofδj . Similar calculations for the remaining
transitions complete the entries in Table 4. When (10) and (11) hold, 1 is verified whenλ > 0. We use the following
results to verify parts 2 and 3.

Proposition 2.4(Melbourne et al. [22]).Consider the system of ODEs

dx

dt
= (a1λ + b1x

2 + c1y
2)x,

dy

dt
= (a2λ + c2x

2 + b2y
2)y, (13)

wherea1, a2 > 0, andb1, b2 < 0. Then all trajectories starting within a circle of radiusO(
√

λ) stay bounded near
the origin if ε = (c1a2/b2a1) + (c2a1/b1a2) > −2.

Remark 2.5 (Melbourne et al. [22]).If the equilibria in(13) on the axes are a pair of saddles and a pair of sinks,
then there are no equilibria off the axes.

Part 2. follows by applying Proposition 2.4 and Remark 2.5 to the appropriate amplitude equations that appear
in Table 3.
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Fig. 9. Contracting and expanding eigenvalues of the heteroclinic cycle shown in Fig. 4.

Finally, we verify part 3. by showing that solutions starting near the origin are bounded inP1. From the amplitude
equations shown in Table 3, we find

ẋ = (c1
λλ + c1

ρx2 + (2c1
N + c3)r2)x, ṙ = (p1

λλ + (p1
ρ + p3)x2 + 2p1

Nr2)r.

After applying Proposition 2.4, we arrive at (12). Similar calculations for the remaining invariant planes yieldδ6 in
(12). Hence, whenλ > 0, 1–3 show the existence of a heteroclinic cycle. �

Note that the robustness of saddle–sink connections guarantees the existence of the cycle in an open region in
parameter space. We now address the stability of the heteroclinic cycle with the aid of Fig. 9. At each equilibria
Aj , define the maximum real part of the eigenvalues of(dg)Aj

as follows. The strongest expanding eigenvalue of
the equilibriumAj is ej , the weakest contracting eigenvalue transverse toPj−1 + Pj is tj , the weakest contracting
eigenvalue in the radial direction isrj , and the weakest contracting eigenvalue restricted toPj−1 is cj (see Table 5).
Under these assumptions,rj , cj , andej are positive, andtj is negative. In the absence of transverse eigenvalues,
settj = −∞.

Theorem 2.6(Melbourne et al. [22]).Consider a heteroclinic cycle connecting steady states and standing waves
as in Theorem2.3.Let Wu(Aj ) denote the unstable manifold of the equilibriumAj . Assume that for each j, there
is a flow-invariant subspacePj such thatWu(Aj ) ⊂ Pj andAj+1 is a sink inPj . Then the heteroclinic cycle is
asymptotically stable when

k∏
j=1

min{cj , ej − tj } >

k∏
j=1

ej . (14)

Using (14), we arrive at the following result.

Theorem 2.7. Assume the following conditions are satisfied:

p2 > 0, (15)

|δ1δ4| < |δ2 min{−δ3, δ4 + 2p2}|, (16)

|δ2δ3| < |δ1 min{−δ4, δ3 + 2p2}|. (17)

Then the heteroclinic cycle of Theorem2.3 is asymptotically stable.
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Table 5
Eigenvalues along the cycle

Eigenvalue Restriction

−rj Lj

−cj Pj−1

ej Pj

tj Normal toPj−1 + Pj

Table 6
Eigenvalues along the cycle

Equilibrium Contractingcj Expandingej Transversetj

E1 −δ2, −2c1
ρ δ1 −6c5

E2 −δ2, 2c1
ρ δ1 6c5

SW1 −δ3, −4p1
N δ4 −2p2(0)

SW2 −δ3, −4p1
N δ4 −2p2(0)

Proof. The existence of the desired subspacesPj follows from (10) and (11). Next we verify the structure of the
eigenvalues at each equilibrium. Whenδ1 > 0, the direction of motion isA1 → A2 → A3 → A4. The opposite
direction is obtained whenδ1 < 0. Now assumeδ1 > 0.

From Table 4, we find contracting, expanding, and transverse eigenvalues as in Table 6. Sinceδ1 > 0 it follows
from (11) thatδ4 > 0, δ2 < 0, andδ3 < 0. These conditions together with (10) imply that all contracting and
expanding eigenvalues are positive. From (15), we note that transverse eigenvalues are negative at the standing
waves. At the steady states, however, one of the transverse eigenvalues must be positive — either−6c5 or 6c5.
Since these eigenvalues are determined to fifth-order (see Table 4), they are dominated by the remaining eigenvalues
and do not play a role in the stability of the cycle. Theorem 2.6 is still applicable. Substitution of the eigenvalues
(to third-order) in (14) yields (16) and (17), while−2p2 < 0 implies (15). Whenδ1 < 0, the roles ofδ1 andδ2 are
reversed and the roles ofδ3 andδ4 are also reversed. Similar calculations yield (17). �

Using the generalD6×S1-equivariant map (7) and (8), we numerically integrate the system (5) with the following
coefficients

c1 = λ − 1.5ρ − 4N, c2 = 1.3, c3 = −9, c5 = 0.5,

p1 = 1.2λ − 3ρ − N, p9 = 4, p2 = 4, p3 = 4, q1 = 0.8λ + 1, q9 = 8, (18)

and all other coefficients set to zero. The results are shown in Fig. 5 where Re(zi), i = 1, 2, 3, is plotted. The two
standing waves can be distinguished by their amplitudes.

3. A network of coupled cells with D6D6D6-symmetry

Consider a coupled cell system with nearest neighbor and next nearest neighbor coupling in a ring of six identical
cells as in Fig. 1. We show that a heteroclinic cycle between equilibria and standing waves can occur in these
coupled cell systems by performing a center manifold reduction to the normal form equations of Section 2 at a
steady-state/Hopf mode interaction point. From the reduction we then find parameter values of the cell system where
an asymptotically stable cycle exists. We discuss how patterns in the cell dynamics are forced by the symmetries of
the normal form equations.
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Table 7
Eigenvalues ofL

Irreducible representation Subspace Eigenvalues ofL

Trivial 1D V0 J

StandardD6 V1, V5 J − A − 3B

StandardD3 V2, V4 J − 3A − 3B

Nontrivial 1D V3 J − 4A

Let Xi denote celli. Assuming that each cell is described byk state variablesXi = (xi1, . . . , xik) ∈ Rk, we
have a system of six equations

dXi

dt
= F(Xi, λ) + A(Xi+1 − 2Xi + Xi−1) + B(Xi+2 − 2Xi + Xi−2), i = 1, . . . , 6, (19)

whereF : Rk → Rk is an arbitrary smooth function that satisfiesF(0) = 0, λ a bifurcation parameter, andA and
B arek × k constant matrices which define the strength of the nearest neighbor and next nearest neighbor coupling,
respectively. Note that addition in the indices is taken mod 6. The linearization of (19) at the origin is

L =




J − 2A − 2B A B 0 B A

A J − 2A − 2B A B 0 B

B A J − 2A − 2B A B 0
0 B A J − 2A − 2B A B

B 0 B A J − 2A − 2B A

A B 0 B A J − 2A − 2B




,

whereJ = (dF)0. The eigenvalues ofL can be calculated by complexifyingX = (X1, . . . , X6) ∈ R6k to C6k. Let
ζ = exp{1

3π i} be a sixth root of unity inC and consider the decomposition

C6k = V0 ⊕ · · · ⊕ V5,

where

Vj = {[v, ζ j v, ζ 2j v, ζ 3j v, ζ 4j v, ζ 5j ] : v ∈ Rn}
are invariant subspaces underL. A calculation shows that the eigenvalues ofL|Vj are those ofJ − 2(A + B) +
(ζ j + ζ 5j )A + (ζ 2j + ζ 4j )B (see Table 7). Observe thatL|V0 andL|V3 have simple eigenvalues, while other
subspaces have eigenvalues of multiplicity 2. WhenJ − A − 3B has a zero real eigenvalue and a purely imaginary
eigenvalue, each of multiplicity 2, then we have symmetry-breaking steady-state/Hopf mode interactions in (19).
This mode interaction occurs inV1 ⊕ V5 which is the standard representation ofD6, and requires thatk ≥ 3. Next
we seek conditions for the eigenvalues of the remaining subspaces to have negative real part.

Proposition 3.1. Assumek = 3 in (19)and

J =

 α 0 0

0 α −ω

0 ω α


 ,

whereα < 0 in the linearization of(19).Assume diagonal diffusive couplings of the formA = −aI andB = −bI,
wherea < 0, −3b < a < −b. Then the eigenvalues ofL|V2 andL|V3 have negative real parts, and the real parts
of the eigenvalues ofL|V1 are zero ifα + a + 3b = 0.
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Proof. Direct calculations show that eigenvalues ofL|V2 and L|V3 are those ofJ − 3aI − 3bI and J − 4aI,
respectively. Note that eigenvalues ofJ areα andα ±ωi, which have negative real part. Sincea +b < 0 anda < 0,
it follows that eigenvalues ofJ − 3aI − 3bI andJ − 4aI also have negative real parts. The eigenvalues ofL|V1 are
those ofJ + aI + 3bI with real partα + a + 3b. �

3.1. Center manifold reduction

Under the conditions of Proposition 3.1, the flow restricted to the irreducible representation of the standard
action of D6 is asymptotically stable insideR6k. We can then consider a center manifold reduction onto the
center subspaceV1 ⊕ V5. Before performing the reduction, we must put (19) in a suitable form. LetX =
(x11, . . . , x1k, . . . , x61, . . . , x6k) and write,

dXi

dt
= LX + f (Xi, λ), (20)

wheref (Xi, λ) = F(X, λ) − LX contains only nonlinear terms. The action ofD6 onX is generated by the cyclic
permutationγ = (1 2 3 4 5 6) and the flipκ = (2 6)(3 5). LetU = (u1, . . . , u18). We transform the system fromX
coordinates toU coordinates using the linear transformationX = PU, where the columns ofP are the eigenvectors
of the action ofD6 onC6k. In the new coordinate system, we have

dUi

dt
= L̃Ui + f̃ (U, λ), (21)

whereL = diag(J − A − 3B, J − A − 3B, J − 3A − 3B, J − 3A − 3B, J − 4A, J ) andf̃ = P −1f (PU).
It follows from Proposition 3.1 that the first two columns inL̃ span the center eigenspace, and all other columns

span spaces with negative eigenvalues. In the new coordinatesU , the action ofD6 on the ring of cells is given by
[γ̃ ] = P −1[γ ]P and [̃κ] = P −1[κ]P . Observe that the action of [γ̃ ] and [κ̃] on the center eigenspace is not yet of the
form (6). We must introduce an additional linear change of coordinates. LetV = (v1, v2, . . . , v18), w0 = v1 + v4i,
w1 = v2 + v3i, w2 = v5 + v6i, ands0 = u1 + u4i, s1 = u2 + u5i, s2 = u3 + u6i. We change coordinates on the
center eigenspace as follows:

s0 = w0, s1 = w1 + w̄2, s2 = (w1 − w̄2)i.

In real coordinates, this last change of coordinates is of the formU = QV, where

Q =




Q1 0 0

0 I6 0

0 0 I6


 , Q1 =




1 0 0 0 0 0

0 1 0 0 1 0

0 0 −1 0 0 −1

0 0 0 1 0 0

0 0 1 0 0 −1

0 1 0 0 −1 0




,

andI6 is a 6× 6 identity matrix. Under the transformationU = QV, (21) becomes

dVi

dt
= L̂Vi + f̂ (V , λ), (22)

whereL̂ = L̃, sinceQ1 commutes withJ − A − 3B, andf̂ = Q−1P −1f (PQV). Using complex coordinates, it
can be shown that theD6-action on the center eigenspace(w0, w1, w2) is the same as (6). The cell system (22) is
now in a suitable form for a center manifold reduction [24].
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Table 8
Patterns in solutions forced by isotropy in a six-cell system

Solution Isotropy subgroup Pattern of solution

Trivial D6 × S1 X = (0, 0, 0, 0, 0, 0)

E1 Z2(κ) × S1 X = (X1, X2, X3, X4, X3, X2)

E2 Z2(γ κ) × S1 X = (X1, X1, X3, X4, X4, X3)

SW1 Z2(κ) × Zc
2 X(t) = (X1(t), X2(t), X2(t + 1

2T ), X1(t + 1
2T ), X2(t + 1

2T ), X2(t))

SW2 Z2(γ κ) × Zc
2 X(t) = (X1(t), X1(t), X3(t), X1(t + 1

2T ), X1(t + 1
2T ), X3(t)), whereX3(t) = X3(t + 1

2T )

3.2. Consequences of normal form symmetries

We now interpret how symmetries of periodic solutions in the normal form equations (7) and (8) appear in
periodT periodic solutionsX(t) of (19). LetX(t) = (X1(t), . . . , X6(t)) ∈ R6k. Spatial symmetries inD6 act
as permutations of the cells while symmetries inS1 act as phase shift symmetries [13]. The results are listed in
Table 8. There are two types of periodic solutions in our cycles: the standing waves SW1 and SW2. We illustrate
the restrictions forced by isotropy on SW2.

Standing wave SW2. The periodic solutionX(t) has spatial symmetryγ κ = (1 2)(3 6)(4 5). Therefore,

X(t) = (X1(t), X1(t), X3(t), X4(t), X4(t), X3(t)).

TheZc
2 action permutes the cells by(1 4)(2 5)(3 6) and shifts time by half a period. Thus,

X(t) = (X4(t + 1
2T ), X4(t + 1

2T ), X3(t + 1
2T ), X1(t + 1

2T ), X1(t + 1
2T ), X3(t + 1

2T )).

Combining the restrictions onX(t) placed by both symmetries yieldsX4(t) = X1(t+ 1
2T ) andX3(t) = X3(t+ 1

2T ).
Thus, cells 3 and 6 are forced to oscillate at twice the frequency of the other cells. Oscillation in the ring of cells
now has the pattern

X(t) = (X1(t), X1(t), X3(t), X1(t + 1
2T ), X1(t + 1

2T ), X3(t)),

whereX3(t) = X3(t + 1
2T ).

3.3. Example

We now perform a (Maple-assisted) center manifold reduction on a cell system of the form (19), withk = 3,
a = −2, b = 1, α = −1, ω = 1, and

F(Xi, λ) =




b11λxi1

b22λxi2 + b23λxi3

b32λxi2 + b33λxi3


+




a11x
2
i1 + a12xi1xi3 + a13x

2
i2 + a14xi1x

2
i2

a21x
2
i1 + a22xi1xi2 + a23xi1xi3 + a24x

2
i3 + a25x

3
i1

a31xi1xi2 + a32x
2
i3 + a33x

2
i1xi2 + a34x

2
i1xi3 + a35x

3
i3


 . (23)

After the reduction is completed, we need to find parameter values for the coefficients of the linear and nonlinear
terms in (23) so that the vector field restricted to the center manifold reduces, to third-order, to the generalD6 ×
S1-equivariant map of Eqs. (7) and (8). Term by term comparison leads to the following relations for the coefficients
of the linear terms:

ω = q1(0), b11 = c1
λ,

1
2(b22 + b33) = p1

λ,
1
2(b23 + b32) = q1

λ.

The following proposition indicates how to find the coefficients of the nonlinear terms.
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Proposition 3.2. Seta13 = a21 = 1 in (23).LetCX denote the space of coefficients of the remaining nonlinear terms,
i.e.CX = {a11, . . . , a35}. LetCN be the space of coefficients of nonlinear terms in the normal form equations(7) and
(8), truncated at third-order, i.e.CN = {c1

ρ, c1
N, c2, c3, p1

N, q1
N, p2, q2, p1

ρ, q1
ρ, p3, q3}. There exists a nonlinear

mapT : CX → CN that maps coefficients of the nonlinear terms in(23) about(0, . . . , 0) onto coefficients of the
nonlinear terms in the normal forms(7) and (8).

Proof. Perform the center manifold reduction on (19) withF as defined in (23) anda13 = a21 = 1. Term by term
comparison between the reduced flow on the center manifold and the coefficients of the normal form equations (7)
and (8) yields explicitlyT , where(dT)(0,... ,0) is full rank. The proposition then follows from the implicit function
theorem. �

Dividing a vector field by a scalar does not change its trajectories, it only changes the speed along which each
trajectory is traversed. Moreover, it is straightforward to verify that Theorem 2.3 still holds when all coefficients
exceptq1(0) are scaled. For instance, except forq1(0), divide the parameters (18) used to construct the cycle of
Fig. 5 by 100, i.e. set

c1 = 0.01λ − 0.015ρ − 0.04N, c2 = 0.013, c3 = −0.09,

c5 = 0.5, p1 = 0.012λ − 0.03ρ − N, p9 = 0.04,

p2 = 0.04, p3 = 0.04, q1 = 0.008λ + 1, q9 = 0.08.

Next we perform a center manifold reduction on the cell system (19) and then apply Proposition 3.2. Solving for
CX yields

a11 = −0.132091, a12 = −0.130820, a14 = 0.750809, a22 = −0.750346,

a23 = −0.097380, a24 = −0.084128, a25 = −0.079626, a31 = −0.123358,

a32 = −0.521642, a33 = −0.257943, a34 = 0.133102, a35 = 0.159356. (24)

Numerical integration of (19) produces the cycle shown in Fig. 6. Simulating the trajectories for a longer time shows
that each periodic solution appears for an approximately constant length of time.

The symmetries of SW1 can be visualized by magnifying the region ofxi2(t) (see Fig. 7). As predicted by
symmetry, two wave forms appear in the six cells. Cells 1 and 4 define the first wave form and oscillate with a
half-period phase shift. The remaining cells describe the second wave form with cells 2 and 6 synchronized and
cells 3 and 5 a half-period out-of-phase. Similarly, the second standing wave is visualized under magnification in
Fig. 7. SW2 also has two wave forms. Cells 2, 3, 5 and 6 describe one wave with two cells synchronized and two
cells a half-period out-of-phase. The synchronous cells 1 and 4 describe the second wave and, as predicted, they
oscillate at twice the frequency of the other cells.

The details of this pattern of oscillation can be further explained by considering a Fourier series expansion of
cell 3:

x3(t) = a0 + a1 et i + a2 e2t i + a3 e3t i + a4 e4t i + · · · .

Since the cell oscillates at twice the frequency, i.e.x3(t) = x3(t + 1
2T ), it follows thataj = 0 for all odd integers.

Generically,a0 6= 0, which explains the nonzero mean inx3(t). Near bifurcation the other even Fourier coefficients
are near zero, which explains the small amplitude of the double frequency oscillation.
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Fig. 10. Upper part of the lattice of isotropy subgroups ofDn × T2, up to conjugacy. The isotropy subgroups are listed in Table 9.

4. Hopf–Hopf mode interactions with DnDnDn-symmetry

In this section, we consider Hopf/Hopf mode interactions withDn-symmetry,n ≥ 5. After a center manifold
reduction we arrive at the reduced system of ODEs (5) withz ∈ C4. By an appropriate change of coordinates we
can further assume that (5) is in Poincaré–Birkhoff normal form to any finite-order so thatg is Dn ×T2-equivariant.
We can then choose coordinatesz = (z1, z2, z3, z4) such that theDn × T2 action onC4 takes the following form.
Let γ = 2π/n ∈ Zn andκ be a fixed element inDn ∼ Zn, and let(θ1, θ2) ∈ T2, then

γ (z1, z2, z3, z4) = (eiγ z1, e−iγ z2, eiγ z3, e−iγ z4), κ(z1, z2, z3, z4) = (z2, z1, z4, z3),

(θ1, θ2)(z1, z2, z3, z4) = (eiθ1z1, eiθ1z2, eiθ2z3, eiθ2z4).

4.1. TheDn × T2 lattice of isotropy subgroups

We look for heteroclinic cycles in the vector fieldg by inspection of the isotropy lattice. We consider the case
n 6= 0 mod 4. Whenn = 0 mod 4, the existence and stability theorems that we prove for then 6= 0 mod 4 case also
hold. Define

Zcn
2 =

{ 〈(π, π, π)〉 if n is even,
1 if n is odd.

Let Zn(k, l, m) ≡ {(kγ, lγ, mγ ) ∈ Z3
n : k, l, m ∈ Z}, whereγ is a generator ofZn, S1(1, 0) ≡ {(θ, 0) ∈ T2 : θ ∈

S1}, andS1(0, 1) ≡ {(0, θ) ∈ T2 : θ ∈ S1}. Part of the isotropy lattice of the action ofDn × T2 on C4 is given in
Fig. 10, and the isotropy subgroups are listed in Table 9.

The isotropy lattice suggests the existence of three heteroclinic cycles.
1. A cycle connecting four types of standing waves:(2) → (4) through (10),(4) → (3) through (11),(3) → (5)

through (9), and back to (2) through (8).
2. A cycle connecting two rotating waves (1) and (6) through (12) and (13).
3. A cycle connecting the standing waves as in (1), but instead(5) → (6) through (14), then(6) → (1) through

(12) or (13), and(1) → (2) through (7). This cycle connects standing waves and rotating waves.
In the following, we sketch the existence and asymptotic stability of the first two cycles. The existence of the third
cycle is more difficult to establish since the connecting fixed-point subspaces (7) and (14) are four-dimensional. It
is likely that generically these cycles do not exist.

4.2. Dn-invariants andDn-equivariants

In this section, we compute normal form equations forDn × T2-equivariant smooth germs onC4. First, let
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Table 9
Isotropy subgroups of theDn × T2-action onC4 from the lattice in Fig. 10

Isotropy subgroup Fixed-point subspace

(1) Zn(1, −1, 0) × S1(0, 1) (z, 0, 0, 0)

(2) Z2(κ) × Zcn
2 × S1(0, 1) (z, z, 0, 0)

(3) Z2(κ, π, 0) × Zcn
2 × S1(0, 1) (z, −z, 0, 0)

(4) Z2(κ, 0, π) × Zcn
2 × S1(1, 0) (0, 0, z, −z)

(5) Z2(κ) × Zcn
2 × S1(1, 0) (0, 0, z, z)

(6) Zn(1, 0, 1) × S1(1, 0) (0, 0, 0, z)

(7) S1(0, 1) (z1, z2, 0, 0)

(8) Z2(κ) × Zcn
2 (z1, z1, z3, z3)

(9) Z2(κ, π, 0) × Zcn
2 (z1, −z1, z3, z3)

(10) Z2(κ, 0, π) × Zcn
2 (z1, z1, z3, −z3)

(11) Z2(κ, π, π) × Zcn
2 (z1, −z1, z3, −z3)

(12) Zn(1, −1, 1) (z1, 0, 0, z4)

(13) Zn(1, 1, 1) (0, z2, 0, z4)

(14) S1(1, 0) (0, 0, z3, z4)

m =
{

n if n is odd,
1
2n if n is even.

Proposition 4.1. Every smoothDn × T2-invariant germf : C4 → R is a function ofN1 = |z1|2 + |z2|2, N2 =
|z3|2 + |z4|2, 11 = δ2

1, 12 = δ2
2, 112 = δ1δ2, x = z1z̄2z3z̄4 + z̄1z2z̄3z4.

Re(I0), Re(I1), . . . , Re(Im), δj Im(I0), . . . , δj Im(Im),

wherej = 1, 2, Ik = (z1z̄2)
m−k(z3z̄4)

k andδ1 = |z2|2 − |z1|2, δ2 = |z4|2 − |z3|2.

The proof of Proposition 4.1 is similar to that of Proposition 2.1 forD6 ×S1-invariants and is omitted for brevity.

Proposition 4.2. Letf : C4 → C4 commute with the action ofDn ×T2. The generalDn ×T2-equivariant mapping
f = (f1, f2, f3, f4) is given by

f (z, λ, µ) = C1




z1

z2

z3

z4


+ (C3δ1 + C5δ2)




z1

−z2

z3

−z4


+ (C7 + C9δ1 + C11δ2)




z2v34

z1v̄34

z4v12

z3v̄12




+C13




z1v12v̄34

z2v̄12v34

z3v̄12v34

z4v12v̄34


+

m−1∑
i=0

2∑
j=0

D2i+1
j+1 δj




v̄m−1−i
12 v̄i

34z2

vm−1−i
12 vi

34z1

v̄m−1−i
34 v̄i

12z4

vm−1−i
34 vi

12z3




, (25)

whereδ0 = 1, v12 = z1z̄2, v34 = z3z̄4, Cj and D
j
l are complex-valuedDn × T2-invariant functions of two

parametersλ andµ, and
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Table 10
Expansion of the branching equations to lowest order inu for each maximal isotropy solution

Solution Orbit type Expansion

(1) RWω1 (u, 0, 0, 0) λ =
a3 − a1

N1

a1
λ

u2

(2) SW1ω1 (u, u, 0, 0) λ = −
2a1

N1

a1
λ

u2

(3) SW2ω1 (u, −u, 0, 0) λ = −
2a1

N1

a1
λ

u2

(4) SW2ω2 (0, 0, u, −u) λ = −
2b1

N2

b1
λ

u2

(5) SW1ω2 (0, 0, u, u) λ = −
2b1

N2

b1
λ

u2

(6) RWω2 (0, 0, u, 0) λ =
b5 − b1

N2

b1
λ

u2

Cj =




aj + iaj+1

aj + iaj+1

bj + ibj+1

bj + ibj+1


 , D

j
l =




q
j
l + iqj+1

l

q
j
l + iqj+1

l

r
j
l + irj+1

l

r
j
l + irj+1

l


 .

A proof of Proposition 4.2 is similar to that of Proposition 2.2 forD6 × S1-equivariants and is omitted for brevity.

4.3. Branching equations

Consider a generalDn × T2-equivariant vector fieldf on C4 that depends on two parametersλ andµ. Assume
that at the origin the vector field has a nonresonant Hopf–Hopf mode interaction whenλ = µ = 0 and that the
eigenvalues of(df)0 areω1i, ω2i, whereω1 andω2 are not rationally related. This implies thata1(0) = b1(0) = 0,
a2(0) = ω1, andb2(0) = ω2.

On solving the amplitude equations corresponding tof |Fix(6), we find branches of periodic solutions bifurcating
from the trivial equilibrium for each maximal isotropy subgroup6 of Dn × T2. For each Hopf bifurcation, there is
one rotating wave with isotropy subgroupZn × Zn × S1 denoted RW and two standing waves, one with isotropy
subgroupZ2(κ)×Zcn

2 ×S1 denoted SW1 and one with isotropy subgroupZ2(κ, π)×Zcn
2 ×S1 denoted SW2 where

S1 = S1(0, 1) for theω1 Hopf bifurcation andS1 = S1(1, 0) for theω2 Hopf bifurcation (see Table 10).
Using the isotypic decompositionC4 = V1 ⊕ V2 ⊕ V3 ⊕ V4, given by each maximal isotropy subgroup6, the

stability of the bifurcating periodic solution is determined by trace(df)|Vj for all j (see Table 11). Since dim6 = 1
at maximal isotropy solutions, the action ofDn × T2/6 on the tangent space forces(df) to have a zero eigenvalue
in V1 = Fix(6). The action on the other irreducible representations is by a rotation so generically the eigenvalues
are complex.

Sincef1 = f2 ◦ κ, we can writedf at the origin in complex coordinates as

df(W) =
[

4∑
i=1

[
∂fi

∂z1
wi + ∂fi

∂z̄1
w̄i

]
, . . . ,

4∑
i=1

[
∂fi

∂z4
wi + ∂fi

∂z̄4
w̄i

]]
,
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Table 11
Irreducible representations of the tangent space at maximal isotropy solutionsa

Solution V1 V2 V3 V4

(1) RWω1 (w, 0, 0, 0) (0, w, 0, 0) (0, 0, w, 0) (0, 0, 0, w)

(2) SW1ω1 (w, w, 0, 0) (w, −w, 0, 0) (0, 0, w, w) (0, 0, w, −w)

(3) SW2ω1 (w, −w, 0, 0) (w, w, 0, 0) (0, 0, w, −w) (0, 0, w, w)

(4) SW2ω2 (0, 0, w, −w) (0, 0, w, w) (w, −w, 0, 0) (w, w, 0, 0)

(5) SW1ω2 (0, 0, w, w) (0, 0, w, −w) (w, w, 0, 0) (w, −w, 0, 0)

(6) RWω2 (0, 0, w, 0) (0, 0, 0, w) (w, 0, 0, 0) (0, w, 0, 0)

aNote that(df)|V1 has one null vector.

Table 12
Real part of trace of(df)|Vi for each maximal isotropy solution up to a positive constant

Solution V1 V2 V3 V4

(1) RWω1

∂

∂z1
f1

∂

∂z2
f2

∂

∂z3
f3

∂

∂z4
f4

(2) SW1ω1

∂

∂z1
(f1 + f2)

∂

∂z1
(f1 − f2)

∂

∂z3
(f3 + f4)

∂

∂z3
(f3 − f4)

(3) SW2ω1

∂

∂z1
(f1 − f2)

∂

∂z1
(f1 + f2)

∂

∂z3
(f3 − f4)

∂

∂z3
(f3 + f4)

(4) SW2ω2

∂

∂z3
(f3 − f4)

∂

∂z3
(f3 + f4)

∂

∂z1
(f1 − f2)

∂

∂z1
(f1 + f2)

(5) SW1ω2

∂

∂z3
(f3 + f4)

∂

∂z3
(f3 − f4)

∂

∂z1
(f1 + f2)

∂

∂z1
(f1 − f2)

(6) RWω2

∂

∂z3
f3

∂

∂z4
f4

∂

∂z1
f1

∂

∂z2
f2

Table 13
Explicit computation of trace(df)|V1 at each maximal isotropy solution

z V1

(1) (u, 0, 0, 0) a1 + (a1
N1

− 2a3)u2 + (2a1
11

− a3
N1

)u4 − 2a3
11

u6

(2) (u, u, 0, 0) a1 + 2a1
N1

u2 + mq1
1u

2(m−1) + 2m(q1
1)Re(I0) u4m−2 + 2[(q1

1)N1 − q1
2 + ma1

Re(I0)]u
2m

(3) (u, −u, 0, 0) a1 + 2a1
N1

u2 + (−1)mmq1
1u

2(m−1) + 2m(q1
1)Re(I0) u4m−2 + 2(−1)m−1[(−1)m−1ma1

Re(I0) − (q1
1)N1 + q1

2]u2m

(4) (0, 0, u, −u) b1 + 2b1
N2

u2 + (−1)mmr11u
2(m−1) + 2m(r1

1)Re(Im) u4m−2 + 2(−1)m[(r1
1)N2 + r1

2 + mb1
Re(Im)]u

2m

(5) (0, 0, u, u) b1 + 2b1
N2

u2 + mr11u
2(m−1) + 2m(r1

1)Re(Im) u4m−2 + 2[(r1
1)N2 − r1

2 + mb1
Re(Im)]u

2m

(6) (0, 0, u, 0) b1 + (b1
N2

− 2b5)u2 + (2b1
12

− b5
N2

u)4 − 2b5
12

u6

whereW = (w1, w2, w3, w4) ∈ C4. The relevant traces are listed in Table 12 for each maximal isotropy solution.
Their signs appear in Tables 13–15 for each maximal isotropy solution and each irreducible representation in the
isotypic decomposition.

The real part of the eigenvalues on the irreducibleVi at each maximal isotropy solution(j) is given byεij u
2+· · · .

Theεij are listed in (26).
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Table 14
Explicit computation of trace(df)|V2 at each maximal isotropy solution

z V2

(1) (u, 0, 0, 0) a1 + a3u2

(2) (u, u, 0, 0) a1 − 2a3u2 − mq1
1u

2(m−1)

(3) (u, −u, 0, 0) a1 − 2a3u2 + (−1)mmq1
1u

2(m−1)

(4) (0, 0, u, −u) b1 − 2b5u2 + (−1)mmr11u
2(m−1)

(5) (0, 0, u, u) b1 − 2b5u2 − mr11u
2(m−1)

(6) (0, 0, u, 0) b1 + b5u2

ε11 = (a1
N1

− a3), ε12 = ε13 = 2a1
N1

, ε14 = ε15 = 2b1
N2

,

ε16 = (b1
N2

− b5), ε21 = −ε22 = −ε23 = 2a3, ε26 = −ε24 = −ε25 = 2b5,

ε31 = [(b1
N1

− b3)a
1
λ − b1

λ(a
1
N1

− a3)]

a1
λ

, ε32 = [(2b1
N1

+ b7)a1
λ − 2b1

λa
1
N1

]

a1
λ

, ε33 = ε32,

ε34 = [(2a1
N2

+ a7)b1
λ − 2a1

λb
1
N2

]

b1
λ

, ε35 = ε34, ε36 = − [(b1
N2

− b5)a1
λ + (a1

N2
− a5)b1

λ]

b1
λ

,

ε41 = [(b1
N1

+ b3)a1
λ − b1

λ(a
1
N1

− a3)]

a1
λ

, ε42 = [(2b1
N1

− b7)a1
λ − 2b1

λa
1
N1

]

a1
λ

, ε43 = ε42,

ε44 = [(2a1
N2

− a7)b1
λ − 2a1

λb
1
N2

]

b1
λ

, ε45 = ε44, ε46 = [(a1
N2

+ a5)b1
λ − (b1

N2
− b5)a1

λ]

b1
λ

. (26)

4.4. Existence and stability of cycles

We show the existence of a heteroclinic cycle by verifying that trajectories in the two-dimensional fixed-point
subspaces are bounded and that no other equilibria exist. In order to do this, we need the following definitions:

ε1 = a1
N2

b1
λ

b1
N2

a1
λ

+ b1
N1

a1
λ

a1
N1

b1
λ

, ε2 = (2a1
N2

− a7)b1
λ

2b1
N2

a1
λ

+ (2b1
N1

− b7)a1
λ

2a1
N1

b1
λ

,

ε3 = (2a1
N2

− a7)b1
λ

2b1
N2

a1
λ

+ (2b1
N1

− b7)a1
λ

2a1
N1

b1
λ

, ε4 = (2a1
N2

+ a7)b1
λ

2b1
N2

a1
λ

+ (2b1
N1

+ b7)a1
λ

2a1
N1

b1
λ

.

Table 15
Explicit computation of trace(df)|V3 and trace(df )|V4 at each maximal isotropy solution

z V3 V4

(1) (u, 0, 0, 0) b1 − b3u2 b1 + b3u2

(2) (u, u, 0, 0) b1 + b7u2 + r2m−1
1 u2(m−1) b1 − b7u2 + r2m−1

1 u2(m−1)

(3) (u, −u, 0, 0) b1 + b7u2 + (−1)m−1r2m−1
1 u2(m−1) b1 − b7u2 + (−1)m−1r2m−1

1 u2(m−1)

(4) (0, 0, u, −u) a1 − a7u2 + (−1)mq2m−1
1 u2(m−1) a1 − a7u2 + (−1)mq2m−1

1 u2(m−1)

(5) (0, 0, u, u) a1 + a7u2 + q2m−1
1 u2(m−1) a1 + a7u2 − q2m−1

1 u2(m−1)

(6) (0, 0, u, 0) a1 − a5u2 a1 + a5u2
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Table 16
Sign of the real part of the eigenvalues at each standing wave solution

Solution Fix(Z2(κ)) Fix(Z2(κ, π, 0)) Fix(Z2(κ, 0, π)) Fix(Z2(κ, π, π))

(2) SW1ω1 sgn(ε32) sgn(ε42)

(3) SW2ω2 sgn(ε35) sgn(ε45)

(4) SW2ω1 sgn(ε43) sgn(ε33)

(5) SW1ω2 sgn(ε34) sgn(ε44)

Theorem 4.3. Let µ = 0. For λ > 0, there exists a branch of robust heteroclinic cycles in(25) consisting of
trajectories that connectSW1ω1 to SW2ω2, SW2ω2 to SW2ω1, SW2ω1 to SW1ω2, andSW1ω2 to SW1ω1.

a1
λ(0) > 0, b1

λ(0) > 0, ε1i < 0, i = 2, 3, 4, 5,

and

sgnε32 = sgnε45, sgnε32 = −sgnε35, sgnε33 = −sgnε34, sgnε44 = −sgnε42,

sgnε45 = −sgnε43, εi > −2, i = 1, . . . , 4. (27)

Proof. Sincea1
λ, b

1
λ > 0 whenλ is positive, branches of solutions with maximal isotropy subgroup bifurcate from

the origin. Table 16 shows the sign of the real part of the eigenvalues of the Jacobian at the standing waves periodic
solutions. In order to obtain a cycle, the sign of adjacent eigenvalues must be alternately positive and negative so that
saddle–sink connections can be established in each two-dimensional fixed-point subspace. This is satisfied by (27).
The boundedness of solutions and the nonexistence of other equilibria in the fixed-point subspaces is guaranteed
by εk > −2 (k = 1, 2, 3, 4) and Proposition 2.4. �

Theorem 4.4. The branch of heteroclinic cycles between the different types of standing waves found in Theorem
4.3generically consists of asymptotically stable cycles if the following conditions are satisfied:

ε22 < 0, ε25 < 0, min(−ε32, ε42 − ε22)min(−ε45, ε35 − ε25) > ε42ε35,

min(−ε42, ε32 − ε22)min(−ε35, ε45 − ε25) > ε32ε45. (28)

Proof. Follows from Theorem 2.7 of Krupa and Melbourne [19]. �

Define

ε5 = (a1
N2

+ a5)b1
λ

(b1
N2

− b5)a1
λ

+ (b1
N1

+ b3)a1
λ

(a1
N1

− a3)b1
λ

, ε6 = (a1
N2

− a5)b1
λ

(b1
N2

− b5)a1
λ

+ (b1
N1

− b3)a1
λ

(a1
N1

− a3)b1
λ

.

Theorem 4.5. Letµ = 0. For λ > 0, there exists a branch of robust heteroclinic cycles in(25)connecting rotating
wave(1) with rotating wave(6) through the fixed-point subspaces(12)and(13) if

a1
λ(0) > 0, b1

λ(0) > 0, ε1i < 0, i = 1, 6,

sgn(ε31) = sgn(ε36) = −sgn(ε41) = −sgn(ε46), ε5 > −2, ε6 > −2. (29)

Proof. Similar to the proof of Theorem 4.1 of Melbourne et al. [22]. �
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Theorem 4.6. The branch of heteroclinic cycles between rotating waves found in Theorem4.5consists of asymp-
totically stable cycles if

ε21 < 0, ε26 < 0, min(−ε31, ε41 − ε21)min(−ε36, ε46 − ε26) > ε41ε46,

min(−ε41, ε31 − ε21)min(−ε46, ε36 − ε26) > ε31ε36.

Proof. Similar to the proof of Theorem 4.3 of Melbourne et al. [22]. �

A heteroclinic cycle involving standing and rotating waves is more difficult to establish. For instance, consider
tentatively a cycle connecting rotating wave (1) with standing wave (2) or (3) through the fixed-point subspace (7).
In this case, when the system is transformed to polar coordinates, the equations of motion do not decouple into
amplitude/phase equations. Instead, we obtain

ρ̇1 = a1ρ1 + a3δ1ρ1 +
2∑

j=0

δjρ
m−1
1 ρm

2 [q1
j+1 cos(m − 2)φ − r1

j+1 sin(m − 2)φ],

ρ̇2 = a1ρ2 − a3δ1ρ2 +
2∑

j=0

δjρ
m−1
2 ρm

1 [q1
j+1 cos(m − 2)φ + r1

j+1 sin(m − 2)φ], (30)

whereφ = θ1−θ2, andρ1 andρ2 are amplitude variables. The dynamics in the four-dimensional space(z1, z2, 0, 0)

is given by(ρ̇1, ρ̇2, φ̇). Therefore, the existence of a connection between (1) and either (2) or (3) cannot be determined
by the previous methods. The existence of a saddle–sink connection in this context is unlikely.

4.5. Visualization of heteroclinic cycles in coupled cell system

We now visualize the heteroclinic cycles from the Hopf/Hopf interaction in aD5-symmetric coupled cell sys-
tem without computing the center manifold reduction. We illustrate the method using the heteroclinic cycles in
D5 × T2-equivariant Poincaré–Birkhoff normal form. For aD5-symmetric cell system to have a Hopf/Hopf mode
interaction with eight-dimensional real center eigenspace, the cells must be at least of dimension 4 — two di-
mensions for each Hopf bifurcation. If the dimension of the cell is lower than 4, the interaction of Hopf modes is
impossible since the linearization can have at most one pair of complex eigenvalues with eigenspace invariant under
the standard action ofDn. We set the size tok = 4, so the ring of five cells is 20-dimensional. We use the fact that the
smooth mapping fromD5-symmetric cell systems with Hopf/Hopf mode interaction toD5 ×T2-equivariant normal
form is onto. This map is given by the composition of the center manifold reduction with the Poincaré–Birkhoff
normal form transformations. Here we assume that all possible couplings (both linear and nonlinear) are allowed
between the cells.

Let z = (z1(t), z2(t), z3(t), z4(t)) denote the evolution of the heteroclinic cycle found in the normal form
equations (25). Define vectorsV1(t) = z andV2(t) to be the solution of a system of ODEs of the form

dV2

dt
= −rI12V2,

wherer is a positive, real-valued scaling factor, andI12 a 12× 12 identity matrix. Observe thatV1 ∈ R8 and
V2 ∈ R12. Next, embed the cycle inR20 by defining

V (t) = [V1, V2].
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Table 17
Symmetries of solutions in a coupled cell system with five cells

Solution Isotropy subgroup Pattern of solution

Trivial D5 × T2 X = (0, 0, 0, 0, 0)

RW Zn(1, −1, 0) × S1(0, 1) X(t) = (X1(t), X2(t), X3(t), X4(t), X5(t)), whereXi+1(t) = Xi(t + 1
5), i is taken mod 5

SW1 Z2(κ) × Zcn
2 × S1(0, 1) X(t) = (X1(t), X2(t), X3(t), X3(t), X2(t))

SW2 Z2(κ, π, 0) × Zcn
2 × S1(0, 1) X(t) = (X1(t), X2(t), X3(t), X3(t + 1

2), X2(t + 1
2)), whereX1(t) = X1(t + 1

2)

It follows that V1 is asymptotically stable insideR20 and the flow restricted to the center eigenspace is exactly
V1. We then mapV to a vector solutionX of a coupled cell system by applying a transformationX = PQV
similar to the one of Section 3. However, before doing the transformation, we need to break theT2-symmetry of the
normal form usingD5-equivariant terms sinceT2 is not a symmetry of the coupled cell system. The choice of the
D5-equivariant term is arbitrary — some choices are better than others. Consequently, some quantitative features
of the cell dynamics may not be exact. However, the numerical simulations describe well the predicted qualitative
aspects of the dynamics.

Table 17 shows the restrictions that the symmetries impose on the periodic solutions of the cell system. We now
perform the transformation withV (t) as defined above and withr = 1. The results are shown in Figs. 11–13. Fig. 11
shows the heteroclinic cycle joining standing waves SW1 and SW2 as in Theorem 4.3. The left time series shows
the evolution of the cells in the variables of one mode and the right time series shows the evolution of the other
mode. Fig. 12 depicts the enlarged regiont ∈ [1200, 1400] of Fig. 11. The time series shows the double frequency
oscillation of cell 1 when the cycle approaches the standing wave SW2. Fig. 13 shows a cycle connecting rotating
waves. The time series on the left and right depict the first and second mode of oscillation in the cycle. Observe the
phase shift of one-fifth period between consecutive cells.

Finally, Fig. 14 shows cycling behavior between SW1, SW2, and RW in a coupled cell system withD5-symmetry.
The trajectory approaches RW when all five cells show the same amplitude, it is near SW2 when one cell has
oscillation amplitude close to zero and it is near SW1 otherwise.

Fig. 11. Heteroclinic cycle connecting standing waves in the two modes of a Hopf/Hopf mode interaction. (Left) Cycle shown in a coordinate
of the first mode. (Right) Cycle shown in a coordinate of the second mode.
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Fig. 12. Enlargement of Fig. 11 showing double frequency oscillation observed in cell 1 of a second mode coordinate.

The numerical simulations are performed with

f (z) = (f1(z), f2(z), f3(z), f4(z))

=




((a1 + ia2) + (a3 + ia4)δ1 + (a5 + ia6)δ2)z1 + (a7z3z̄4 + (q1
1 + iq2

1)(z̄1z2)
4)z2 + p1(z)

((a1 + ia2) − (a3 + ia4)δ1 − (a5 + ia6)δ2)z2 + (a7z4z̄3 + (q1
1 + iq2

1)(z̄2z1)
4)z1 + p1(κz)

((b1 + ib2) + (b3 + ib4)δ1 + (b5 + ib6)δ2)z3 + (b7z1z̄2 + (r1
1 + ir2

1)(z̄3z4)
4)z4 + p3(z)

((b1 + ib2) − (b3 + ib4)δ1 − (b5 + ib6)δ2)z4 + (b7z2z̄1 + (r1
1 + ir2

1)(z̄4z3)
4)z3 + p3(κz),


 (31)

where
a1 = p1

λλ + a1
N1

N1 + a1
N2

N2, b1 = p2
λλ + b1

N1
N1 + b1

N2
N2,

p1 = p1
1z̄

4
1 + p1

2z
4
2, p3 = p3

1z̄
4
3 + p3

2z
4
4.

The parameter values of the simulations are listed in Table 18.

Fig. 13. Heteroclinic cycle connecting rotating waves in Hopf/Hopf mode interaction. (Left) Cycle viewed from a coordinate in the first mode.
(Right) Cycle viewed from a coordinate in the second mode.
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Fig. 14. Intermittency between six states in a Hopf/Hopf mode interaction: SW1, SW2, and RW in each mode. (Left) Time series from a
coordinate in the first mode. (Right) Time series from a coordinate in the second mode. The trajectory approaches SW2 around 1000, 1650,
1800 and 1950 in the first mode, and around 1050, 1700, 1850, and 2000 in the second mode.

Table 18
Parameter values of theD5 × T2 normal form equations and theD5-equivariant perturbation terms of the numerical simulations of Figs. 11,13
and 14

SW RW SW–RW

a1
N1

−1.5 −1.5 −0.3

a1
N2

−2.2 0.1 −3.55

b1
N1

−2.0 −1.05 −1.75

b1
N2

−2.0 −1.2 −1.667

a2 0.1 0.1 0.9
b2 0.14142 0.14142 1.4
a3 2.5 −0.3 0.625
b3 0 1.2 0.25
a4 0.5 0.5 0
b4 0 0.7 0
a5 0 −1.2 −3.45
b5 1.5 −0.4 −0.583
a6 0 0.9 0
b6 −0.25 −0.25 0
a7 2.0 0 0.125
b7 −3.0 0 3.0
a8 0 0 7.0
b8 0 0 6.0

q1
1 −0.9 0.9 0.003

q2
1 −1.2 −0.8 0.002

r1
1 −1.45 −1.45 0.008

r2
1 1.15 0.95 0.004

p1
1 5.2 0 −0.56

p1
2 4.8 0 −0.72

p3
1 5.3 0 −0.21

p3
2 4.9 0 0.43
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5. Remarks on cycles innnn-cell rings

We now discuss the existence of heteroclinic cycles in ring systems withDn-symmetry. In the case of cycles
connecting steady states and periodic solutions, there are similarities and differences between the cases whenn is
even andn is odd, as we now discuss.

Heteroclinic cycles do not exist in theD5×S1 steady-state/Hopf mode interaction normal form equations because
the isotropy lattice ofD5×S1 acting onC3 lacks the structure of Fig. 2 [3]. This lack of structure, however, does not
prevent the existence of intermittent behavior in cell systems withD5-symmetry. In fact, we showed this intermittency
in [3] using numerical integration of the generalD5 × S1-equivariant vector field on the six-dimensional center
subspace of a steady-state/Hopf mode interaction (see Fig. 15).

The basis for this intermittency can be understood as follows. To lowest order, theD5 × S1-equivariants are
O(2) × S1-equivariant. Since cycles exist inO(2) mode interactions [13] (see Fig. 3), we may think of theD5 case
as a (small) perturbation (or discretization) of theO(2) case. When theO(2) cycle is asymptotically stable, then
normal hyperbolicity arguments prove the existence of intermittency in theD5 case, even though no heteroclinic
cycle is present. In fact the situation is not too different from theD6 case. Here there is a heteroclinic cycle in the
D6 × S1 normal form — but not one when the normal formS1-symmetry is broken. Nevertheless, intermittency
persists. These assertions have already been confirmed by the results of Section 3, where a cycle in a ring of six
cells withD6-symmetry was studied. Specifically, recall Fig. 6 where periodic solutions appear for approximately
constant lengths of time. The same conclusions follow for large values ofn — depending on whethern is odd or
even.

In Section 4, we sketched the proof of existence of asymptotically stable cycles in theDn × T2 Hopf/Hopf mode
interaction normal form equations for alln ≥ 5. As in the steady-state/Hopf case, normal hyperbolicity guarantees
that cycling behavior persists in theDn ring system.

In O(2) Hopf/Hopf mode interactions a cycle between standing waves and rotating wave exists. This is due to the
fact that amplitudes and phases decouple in the fixed-point subspaces that connect standing waves and rotating wave
solutions (see [22]). In Section 4.4, we showed that a heteroclinic cycle between standing waves and rotating waves
does not exist generically in the Hopf/HopfDn × T2 normal form. In [3], however, simulations of theO(2) × T2

normal forms with smallD5-symmetry-breaking terms show intermittent behavior connecting two types of standing
waves and rotating waves in each mode. Again, normal hyperbolicity of the asymptotically stable cycle inO(2)×T2

is used to find intermittent behavior in theD5-symmetric system. Fig. 14 is a numerical simulation showing the
realization of cycling behavior of [3] in a ring of five cells.

Fig. 15. Trajectory visiting intermittently a steady-state and a standing wave in a system of differential equations withD5 × S1-symmetry.
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Appendix A. D6D6D6-invariants and-equivariants: proofs

Proof of Proposition 2.1. We derive theD6 ×S1-invariants by starting with theS1-invariants. The complex-valued
S1-invariants are generated by

z0, z̄0, u1 = z1z̄1, u2 = z2z̄2, v = z1z̄2, v̄

with the relationu1u2 = vv̄. LettingN = u1 + u2 andδ = u2 − u1, we find an alternate basis

z0, z̄0, N, δ, v, v̄

with the relation 4vv̄ = N2 − δ2. In this basis theS1-invariant can be written uniquely as∑
aαβzα

0vβ + bαβ z̄α
0vβ + cαβzα

0 v̄β + dαβ z̄α
0 v̄β ,

whereaαβ , bαβ , cαβ , dαβ are complex-valued functions ofρ, N , andδ. The reality of these invariants implies that
dαβ = āαβ andcαβ = b̄αβ . Therefore, the general real-valuedS1-invariant is∑

aαβzα
0vβ + āαβ z̄α

0 v̄β + bαβ z̄α
0vβ + b̄αβzα

0 v̄β .

Next, theZ6 ⊂ D6-action on(z0, N, δ, v) is generated by

γ (z0, N, δ, v) = (eγ iz0, N, δ, e2γ iv).

This action leavesρ, N , andδ invariant. It also implies thataαβ = bαβ = 0 unless

α + 2β = 0 mod 6, −α + 2β = 0 mod 6.

These cases lead to generatorsz
6l−2β

0 vβ (3l ≥ β ≥ 0) and z̄
6l+2β

0 vβ (β ≥ 0, β ≥ −3l) plus their complex
conjugates.

We now find a minimal set of generators. Using the identities

z
6l−2β

0 vβ = (v3 + v̄3)z
6(l−1)−2(β−3)

0 vβ−3 − (vv̄)3z
6(l−2)−2(β−6)

0 vβ−6,

z̄
6l+2β

0 vβ = (v3 + v̄3)z̄
6(l+1)+2(β−3)

0 vβ−3 − (vv̄)3z̄
6(l+2)+2(β−6)

0 vβ−6,

the fact thatv3 + v̄3 andvv̄ are invariant functions, and the induction onβ, we see thatβ ≥ 6 yield redundant
generators. Observe that

z6l−10
0 v5 = (v3 + v̄3)z

6(l−1)−4
0 v2 − (vv̄)2z

6(l−2)+2
0 v̄,

z6l−8
0 v4 = (v3 + v̄3)z

6(l−1)−2
0 v − (vv̄)z

6(l−2)+4
0 v̄2,

z̄6l+10
0 v5 = (v3 + v̄3)z̄

6(l+1)+4
0 v2 − (vv̄)2z̄

6(l+2)−2
0 v̄,

z̄6l+8
0 v4 = (v3 + v̄3)z̄

6(l+1)+2
0 v − (vv̄)z̄

6(l+2)−4
0 v̄2.

Therefore, we can reduce the set of generators to 0≤ β ≤ 3.
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Similarly, we use the identities

z
6l−2β

0 vβ = (z6
0 + z̄6

0)z
6(l−1)−2β

0 vβ − (z0z̄0)
6z

6(l−2)−2β

0 vβ,

z
12−2β

0 vβ = (z6
0 + z̄6

0)z
6−2β

0 vβ − (z0z̄0)
6−2β z̄

2β

0 vβ,

z̄
6l+2β

0 vβ = (z6
0 + z̄6

0)z̄
6(l−1)+2β

0 vβ − (z0z̄0)
6z̄

6(l−2)+2β

0 vβ

to arrive at a set of generators withl ≤ 1. Possible generators of the formz6l−2β

0 vβ areC = v3, D = z2
0v

2, E = z4
0v,

andB = z6
0. Whenl = 1, we have the following identity for generators of the formz̄

6l+2β

0 vβ :

z̄
6+2β

0 vβ = (z6
0 + z̄6

0)z̄
2β

0 vβ − (z0z̄0)
2βz

6−2β

0 vβ.

Thus, we can assume thatl = 0 and we have possible generatorsĀ = z̄2
0v, z̄4

0v
2, andz̄6

0v
3. Since

z̄4
0v

2 = Ā2, z̄6
0v

3 = (z6
0 + z̄6

0)C − DE,

we have shown that{A, . . . , E} is a set ofZ6 × S1 generators.
Finally, we can decompose eachaαβ andbαβ into an even and an odd function inδ, obtaining

aαβ = A1
αβ(ρ, N, 1) + A2

αβ(ρ, N, 1)δ, bαβ = B1
αβ(ρ, N, 1) + B2

αβ(ρ, N, 1)δ,

whereA
j
αβ andB

j
αβ are complex-valuedD6 × S1-invariant functions. Thus, we can write the general real-valued

S1-invariant function as∑
(A1

αβ + δA2
αβ)zα

0vβ + (Ā1
αβ + δĀ2

αβ)z̄α
0 v̄β + (B1

αβ + δB2
αβ)z̄α

0vβ + (B̄1
αβ + δB̄2

αβ)zα
0 v̄β .

Now observe that the action ofκ ∈ D6 on (z0, N, δ, v) is

κ(z0, N, δ, v) = (z̄0, N, −δ, v̄),

which implies thatA1
αβ , B1

αβ ∈ R andA2
αβ , B2

αβ ∈ R{i}. Thus, redefiningA2
αβ , B2

αβ ∈ R, we can write the general
invariant function as∑

A1
αβ(zα

0vβ + z̄α
0 v̄β) + A2

αβ iδ(zα
0vβ − z̄α

0 v̄β) + B1
αβ(z̄α

0vβ + zα
0 v̄β) + B2

αβ iδ(z̄α
0vβ − zα

0 v̄β). (A.1)

Substitution in (A.1) of the minimal set ofZ6 × S1 generators computed above yields a complete set of generators
for theD6 × S1-invariants. �

Proof of Proposition 2.2. Let g(z) = (g0, g1, g2) be aD6 × S1-equivariant mappingC3 7→ C3. Commutativity
of g with S1 implies that we can writeg in the form

g = (a, bz1 + cz2, dz1 + ez2),

wherea, b, c, andd are complex-valuedS1-invariant functions ofz0, N , δ, andv. Commutativity withκ additionally
requires that

a(z) = ā(κz), (A.2)

b(z)z1 + c(z)z2 = e(κz)z1 + d(κz)z2, (A.3)
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wherez = (z0, N, δ, v) andκz = (z̄0, N, −δ, v̄). Using the relationsvz2 = 1
2(N + δ)z1 andv̄z1 = 1

2(N − δ)z2,
we can write the coefficients in (A.3) as functions of the form

b = b(z0, v, N, δ), c = c(z0, v̄, N, δ), d = d(z0, v̄, N, δ), e = e(z0, v, N, δ). (A.4)

This shows thatb(z) − e(κz) andc(z) − d(κz) are linearly independent so thatd(z) = c(κz) ande(z) = b(κz).
Theng takes the form

g = (a(z), b(z)z1 + c(z)z2, c(κz)z1 + b(κz)z2).

Now commutativity ofg with γ imposes the following conditions:

a(z) = e−γ ia(γ z), b(z)z1 + c(z)z2 = b(γ z)z1 + e−2γ ic(γ z)z2.

Let R(z) = (b(z) − b(γ z))z1 andS(z) = (c(z) − e−2γ ic(γ z))z2. Again we need to show thatR andS are linearly
independent, thus verifying thatb(z) = b(γ z) andc(z) = e−2γ ic(γ z). We do this as follows. Using (A.4), we write
R andS as polynomials of the formR(z) = r(z0, v, N, δ)z1 andS(z) = s(z0, v̄, N, δ)z2. Typical terms in their
Taylor expansion arezm̃

0 vñNk̃δl̃z1 andzm
0 v̄nNkδlz2, respectively, wherem, n, k, l, m̃, ñ, k̃, l̃ are all nonnegative

integers. Term by term comparison yieldsñ = −(n + 1) which is a contradiction tõn being a nonnegative integer.
Thus,R andS are linearly independent. Summarizing, commutativity withγ requires

a = e−γ ia(γ z), (A.5)

b = b(γ z), (A.6)

c = e−2γ ic(γ z). (A.7)

Next we calculate the generators fora. As in the derivation of theD6 × S1-invariants, we can write

a(z0, N, δ, v) =
∑

aαβzα
0vβ + bαβ z̄α

0vβ + cαβzα
0 v̄β + dαβ z̄α

0 v̄β ,

whereaαβ , bαβ , cαβ , anddαβ are complex-valuedD6 × S1-invariant functions ofρ, N , andδ. The commutativity
condition (A.2) impliesaαβ = bαβ = cαβ = cαβ = dαβ = 0, unless

α + 2β − 1 = 0 mod 6, α − 2β − 1 = 0 mod 6,

− α + 2β − 1 = 0 mod 6, −α − 2β − 1 = 0 mod 6.

These cases lead to generatorsz
6l−2β+1
0 vβ (3l ≥ β ≥ 0), z̄

6l+2β−1
0 vβ (β ≥ 0, β ≥ −3l + 1), z

6l+2β+1
0 v̄β

(β ≥ 0, β ≥ −3l), andz̄
6l−2β−1
0 v̄β (3l − 1 ≥ β ≥ 0).

We now find a minimal set of generators. Using the identities

z
6l−2β+1
0 vβ = (v3 + v̄3)z

6(l−1)−2(β−3)+1
0 vβ−3 − (vv̄)3z

6(l−2)−2(β−6)+1
0 vβ−6,

z̄
6l+2β−1
0 vβ = (v3 + v̄3)z̄

6(l+1)+2(β−3)+1
0 vβ−3 − (vv̄)3z̄

6(l+2)+2(β−6)+1
0 vβ−6,

z
6l+2β+1
0 v̄β = (v3 + v̄3)z

6(l+1)+2(β−3)+1
0 v̄β−3 − (vv̄)3z

6(l+2)+2(β−6)+1
0 v̄β−6,

z̄
6l−2β−1
0 v̄β = (v3 + v̄3)z̄

6(l−1)−2(β−3)−1
0 v̄β−3 − (vv̄)3z

6(l−2)−2(β−6)−1
0 v̄β−6,

the fact thatv3 + v̄3 andvv̄ are invariant functions, and induction onβ, we see thatβ ≥ 6 yields redundant



106 P.-L. Buono et al. / Physica D 143 (2000) 74–108

generators. Observe that

z6l−9
0 v5 = (v3 + v̄3)z

6(l−1)−3
0 v2 − (vv̄)2z

6(l−2)+3
0 v̄,

z6l−7
0 v4 = (v3 + v̄3)z

6(l−1)−1
0 v − (vv̄)z

6(l−2)+5
0 v̄2,

z̄6l+9
0 v5 = (v3 + v̄3)z̄

6(l+1)+3
0 v2 − (vv̄)2z̄

6(l+2)−3
0 v̄,

z̄6l+7
0 v4 = (v3 + v̄3)z̄

6(l+1)+1
0 v − (vv̄)z̄

6(l+2)−5
0 v̄2,

z6l+11
0 v5 = (v3 + v̄3)z

6(l+1)+5
0 v̄2 − (vv̄)2z

6(l+2)−1
0 v,

z6l+9
0 v4 = (v3 + v̄3)z

6(l+1)+3
0 v̄ − (vv̄)z

6(l+2)−3
0 v2,

z̄6l−11
0 v5 = (v3 + v̄3)z̄

6(l−1)−5
0 v̄2 − (vv̄)2z̄

6(l−2)+1
0 v,

z̄6l−9
0 v4 = (v3 + v̄3)z̄

6(l−1)−3
0 v − (vv̄)z̄

6(l−2)+3
0 v2.

Therefore, we can reduce the set of generators to 0≤ β ≤ 3.
Similarly, we use the identities

z
6l−2β+1
0 vβ = (z6

0 + z̄6
0)z

6(l−1)−2β+1
0 vβ − (z0z̄0)

6z
6(l−2)−2β+1
0 vβ,

z
12−2β+1
0 vβ = (z6

0 + z̄6
0)z

6−2β+1
0 vβ − (z0z̄0)

6−2β+1z̄
2β−1
0 vβ,

z̄
6l+2β−1
0 vβ = (z6

0 + z̄6
0)z̄

6(l−1)+2β−1
0 vβ − (z0z̄0)

6z̄
6(l−2)+2β−1
0 vβ,

z̄
6l−2β−1
0 v̄β = (z6

0 + z̄6
0)z̄

6(l−1)−2β−1
0 v̄β − (z0z̄0)

6z
6(l−2)−2β−1
0 v̄β ,

z̄
12−2β−1
0 v̄β = (z6

0 + z̄6
0)z̄

6−2β−1
0 v̄β − (z0z̄0)

6−2β−1z
2β+1
0 v̄β ,

z
6l+2β+1
0 v̄β = (z6

0 + z̄6
0)z

6(l−1)+2β+1
0 v̄β − (z0z̄0)

6z
6(l−2)+2β+1
0 v̄β

to arrive at a set of generators withl ≤ 1. Possible generators forz
6l−2β+1
0 vβ andz̄

6l−2β−1
0 v̄β are as follows:

z
6l−2β+1
0 vβ : z0v

3, z3
0v

2, z5
0v, z0, z7

0, z̄
6l−2β−1
0 v̄β : z̄0v̄

2, z̄3
0v̄, z̄5

0.

Whenl = 1, we have the following identity for generators of the formz̄
6l+2β−1
0 vβ andz

6l+2β+1
0 v̄β :

z̄
6+2β−1
0 vβ = (z6

0 + z̄6
0)z̄

2β−1
0 vβ − (z0z̄0)

2β−1z
6−2β+1
0 vβ,

z
6+2β+1
0 v̄β = (z6

0 + z̄6
0)z

2β+1
0 v̄β − (z0z̄0)

2β+1z̄
6−2β−1
0 v̄β .

Thus, we can assume thatl = 0 and we have possible generators

z̄
6l+2β−1
0 vβ : z̄0v, z̄3

0v
2, z̄5

0v
3, z̄

6l−2β−1
0 v̄β : z0, z3

0v̄, z5
0v̄

2, z7
0v̄

3.

Since

z3
0v

2 = (z2
0v

2 + z̄2
0v̄

2)z0 − (z0z̄0)z̄0v̄
2, z̄5

0v
3 = (z2

0v̄ + z̄2
0v)z̄3

0v
2 − (z0z̄0)(vv̄)z̄0v,

z5
0v = (z4

0v + z̄4
0v̄)z0 − (z0z̄0)z̄

3
0v̄, z3

0v̄ = (z2
0v̄ + z̄2

0v)z0 − (z0z̄0)z̄0v, z7
0 = (z0)

7,

z5
0v̄

2 = (z2
0v̄ + z̄2

0v)z3
0v̄ − (z0z̄0)

2(vv̄)z0, z̄3
0v

2 = (z2
0v̄ + z̄2

0v)z̄0v − (z0z̄0)(vv̄)z0,

z7
0v̄

3 = (z2
0v̄ + z̄2

0v)z5
0v̄

2 − (z0z̄0)
2(vv̄)z3

0v̄,

we have shown that{z0, z̄0z1z̄2, z̄
5
0, z̄0v̄

2, z̄3
0v̄, z0v

3} is a set ofZ6 × S1-equivariant generators fora.
Finally, we can decompose eachaαβ , bαβ , cαβ , anddαβ into an even and an odd function inδ, obtaining

aαβ = A1
αβ(ρ, N, 1) + A2

αβ(ρ, N, 1)δ, bαβ = B1
αβ(ρ, N, 1) + B2

αβ(ρ, N, 1)δ,

cαβ = C1
αβ(ρ, N, 1) + C2

αβ(ρ, N, 1)δ, dαβ = D1
αβ(ρ, N, 1) + D2

αβ(ρ, N, 1)δ,
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whereA
j
αβ , B

j
αβ , C

j
αβ , andD

j
αβ are complex-valuedD6 × S1-invariant functions. Thus, we can writea as

a(z0, N, δ, v) =
∑

(A1
αβ + δA2

αβ)zα
0vβ + (B1

αβ + δB2
αβ)z̄α

0vβ

+
∑

(C1
αβ + δC2

αβ)zα
0 v̄β + (D1

αβ + δD2
αβ)z̄α

0 v̄β .

Now observe that the action ofκ ∈ D6 on (z0, N, δ, v) is

κ(z0, N, δ, v) = (z̄0, N, −δ, v̄),

which implies thatA1
αβ , B1

αβ , C1
αβ , andD1

αβ ∈ R andA2
αβ , B2

αβ , C2
αβ , andB2

αβ ∈ R{i}. Thus, redefiningA2
αβ , B2

αβ ,

C2
αβ , andD2

αβ ∈ R, we can write

a(z0, N, δ, v) =
∑

(A1
αβ + iδA2

αβ)zα
0vβ + (B1

αβ + iδB2
αβ)z̄α

0vβ

+
∑

(C1
αβ + iδC2

αβ)zα
0 v̄β + (D1

αβ + iδD2
αβ)z̄α

0 v̄β . (A.8)

Substitution in (A.8) of the minimal set ofZ6×S1 generators fora yields, modulo theD6×S1-invariants, a complete
set ofD6 × S1-equivariant generators forg0 : V 1, . . . , V 6 and iδV 1, . . . , iδV 6.

Next we considerg1 andg2. Recall thatb is aZ6×S1-invariant function. Its generators are theD6×S1-invariants
over the complex numbers. Decomposeb into an even and an odd function in theδ coordinate:b = b0 + b1. Then
g1 takes the form

g1 = (P + Qδ)z1,

whereP andQ are complex-valuedD6×S1-invariant functions. The equivariance conditionc(κz) = b(z), specifies
g2 in terms ofg1,

g2 = (P − Qδ)z2.

LettingP = p + q i andQ = r + si, we find generatorsV 7, iV 7, δV 8, and iδV 8.
We now compute the generators forc. Write

c(z0, N, δ, v) =
∑

aαβzα
0vβ + bαβ z̄α

0vβ + cαβzα
0 v̄β + dαβ z̄α

0 v̄β ,

whereaαβ , bαβ , cαβ , anddαβ are complex-valuedD6 × S1-invariant functions ofρ, N , andδ. The commutativity
condition (A.7) implies thataαβ = bαβ = cαβ = dαβ = 0, unless

α + 2β − 2 = 0 mod 6, α − 2β − 2 = 0 mod 6,

− α + 2β − 2 = 0 mod 6, −α − 2β − 2 = 0 mod 6.

A similar set of calculations yields, modulo theD6 × S1-invariants, the remaining equivariant maps
V 9, . . . , iδV 16. �
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