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I. Mathematical prerequisites

1.0. Prologue:

In quantum mechanics, we describe the possible states that a system can assume as vectors in a complex (in the sense of multifaceted) vector spaces. The time evolution of these states is deterministic and controlled by equations of motion such as the Schrödinger-, Dirac-, Heisenberg-, Klein-Gordon- equations, but physical observables do not evolve deterministically, but their values are distributed probabilistically, with probabilities calculated from these quantum mechanical states through a specific algorithm.

Since the states evolve deterministically, so do the probabilities for the values of physical observables, but not those observed values themselves. Only in the classical limit (typically approached in macroscopic systems) do the probability distributions collapse approximately to δ-functions, and the observables, themselves, evolve deterministically.

To be able to formalize the rules for computing physical observable, and the evolution of their
probability distributions, we need to master the mathematics of Hilbert spaces, a special class of linear vector spaces. We will begin the course with that.

To wet your appetite, let us note already now that the quantum mechanical algorithm for computing the probability distributions for physical observables is highly non-trivial and initially quite unintuitive. The reason for this are fundamental uncertainty relations which have a simple mathematical origin but state that certain pairs of observables can never be both predicted with certainty (i.e. with a deterministic probability distribution) simultaneously. This complicates the computation of probability distribution for physical observables through wave-like interference phenomena which are entirely unexpected from classical considerations. In a sense, the quantum mechanical algorithm boils down to the calculation of "conditional probabilities", where the quantum nature of the phenomena reflects itself in the way these "conditions" are implemented.
I.1 Linear vector spaces

**Defn:** A linear vector space $V$ is a collection of objects ("vectors") $|V>, |V>, ..., |V>, ...$ which satisfy the following conditions:

(i) if $|V>, |W> \in V$, then $\alpha |V> + \beta |W> \in V$, ($\alpha, \beta$ scalars) 

(ii) $\alpha(|V> + |W>) = \alpha |V> + \alpha |W>$ (scalar mult. is distributive in both the vectors and scalars)

(iii) $(\alpha + \beta) |V> = \alpha |V> + \beta |V>$ (scalar mult. is associative)

(iv) $\alpha (\beta |V>) = (\alpha \beta) |V>$ (scalar mult. is associative)

(v) $|V> + |W> = |W> + |V>$ (addition is commutative)

(vi) $|V> + (|W> + |Z>) = (|V> + |W>) + |Z>$ (addition is associative)

(vii) There exists a null vector $|0>$: $|V> + |0> = |V>$

(viii) For all vectors $|V>$, there exists an inverse under addition $|-V>$ such that $|V> + |-V> = |0>$

**Defn:** The numbers $\alpha, \beta, ...$ are called the field over which $V$ is defined.

**Examples:** 

\{ $\alpha, \beta, ...$ \} $\subseteq \mathbb{R}$ $\rightarrow$ real vector space

\{ $\alpha, \beta, ...$ \} $\subseteq \mathbb{C}$ $\rightarrow$ complex vector space

\{ $\alpha, \beta, ...$ \} $\subseteq \{\text{quaternions}\}$ $\rightarrow$ other linear vector spaces

**Consequences:**

1. $|0>$ is unique: Assume $\exists |0>$ with $|V> + |0> = |V>$ \[A|V> = |V> + |0> = |0> \]

2. $|0> + |0> = |0>$
\[0 | V \rangle = | 0 \rangle : \quad | 0 \rangle = (0 + 1) | V \rangle + (1 - 1) | V \rangle = 1 | V \rangle + 0 \rangle = 1 | V \rangle
\]
\[\text{since } | V \rangle + 0 \rangle = | V \rangle + | V \rangle\]

\[1 | V \rangle = - | V \rangle : \quad | V \rangle + (-1 | V \rangle) = (1 + 1) | V \rangle = 0 | V \rangle - 0 = 0 \forall | V \rangle
\]
\[\Rightarrow - | V \rangle \text{ has same properties as } - | V \rangle.
\]

\[1 | V \rangle \text{ is the unique additive inverse of } | V \rangle.
\]

**Assume \exists | W \rangle \text{ with } | V \rangle + | W \rangle = | 0 \rangle**

**Add \(- | V \rangle \text{ on both sides: } \rightarrow | V \rangle + | W \rangle + (- | V \rangle) = | V \rangle + 0 \rangle = | V \rangle**

**Example 1: \( \mathbb{V} = \mathbb{R}^3 \), the space spanned by \( \mathcal{E} = (1, 0, 0), \mathcal{E}_2 = (0, 1, 0), \mathcal{E}_3 = (0, 0, 1) \)**

with real coefficients, \( \alpha, \beta \in \mathbb{R} \)

\[\mathbb{V} = \mathbb{C}^3 ; \text{ same basis, but complex } \alpha, \beta \in \mathbb{C}.
\]

We pronounce \( | V \rangle \) as "ket \( V \)".

In general, there is no direction associated with \( | V \rangle \), nor have we defined a magnitude for \( | V \rangle \). For a set

\[\{ | 0 \rangle, | 1 \rangle, | 2 \rangle, \ldots, | V \rangle, \ldots, | W \rangle, \ldots \}\] to form a linear vector space, the concept of "magnitude of \( | V \rangle \)" is not needed.

**Example 2:** Consider all real \( 2 \times 2 \) matrices \( \begin{pmatrix} a & b \\ c & d \end{pmatrix}, (a, b, c, d \in \mathbb{R}) \)

We know how to add them, multiply them with real scalars, form their negation (by multiplying with (-1)). The null vector |0\rangle is represented by \( |00\rangle \).

\[\rightarrow \text{ No obvious length or direction associated with each matrix!}\]
Example 3. All functions \( f(x) \) defined in \( 0 \leq x \leq 1 \).

\[
f(x) + g(x) = h(x) \in \mathbb{W} \quad (1f + 1g = 1h)
\]

\[
\alpha f(x) + \beta g(x) \in \mathbb{W} \quad (\alpha f + \beta g) \in \mathbb{W}
\]

\( |0> \) is the null function \( f(x) \equiv 0 \) \( \forall x \)

additive inverse \( | - f > : - f(x) \).

Linear independence:

**Defn:** A set of vectors \( \{ |i> \} \) is said to be **linearly independent** if from \( \sum_{i=1}^{n} a_i |i> = |0> \) (*) it follows that \( a_i = 0 \) for all \( i = 1, 2, \ldots, n \).

Otherwise, they are **linearly dependent**.

Linearly independent vectors can not be expressed in terms of each other. If the vectors \( |i> = \ldots, |n> \) are linearly dependent, then at least 2 coefficients in (*) must be nonzero. Let's assume that \( a_4 \neq 0 \):

\[
(*) \Rightarrow |4> = -\sum_{i=1}^{n} \frac{a_i}{a_4} |i>
\]

This expresses \( |4> \) in terms of the others.

Exercise: Are the vectors \( |11> = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \)

\( |12> = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \)

\( |13> = \begin{pmatrix} -2 \\ -1 \end{pmatrix} \)

linearly independent?

Write down \( |0> = \begin{pmatrix} 0 \\ 0 \end{pmatrix} = a_1 |11> + a_2 |12> + a_3 |13> \)

\[
= \begin{pmatrix} 0 \\ 0 \end{pmatrix} + \begin{pmatrix} a_2 \\ a_2 \end{pmatrix} + \begin{pmatrix} -2a_3 \\ -a_3 \end{pmatrix}
\]

\( = \begin{pmatrix} 0 \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \end{pmatrix} \)

}\]
\[
\begin{pmatrix}
a_2-2a_3 & a_1+a_2-a_3 \\
0 & a_2-2a_3
\end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}
\]

\[\Rightarrow a_2 = 2a_3 \text{ and } a_1+a_2-a_3 = a_1+a_3 = 0\]

\[\Rightarrow a_2 = 2a_3 \text{ works for any } a_3. \text{ For example, } a_3=1:\]

\[-11\rangle + 212\rangle + 13\rangle = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} 2 & 2 \\ 0 & 2 \end{pmatrix} + \begin{pmatrix} -2 & -1 \\ 0 & -2 \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}\]

Answer: they are linearly dependent.

---

**Dimension of a vector space**

**Definition:** A vector space has dimension \( n \) if it can accommodate a maximum of \( n \) linearly independent vectors. It will be denoted as \( \mathbb{V}^n(\mathbb{R}) \) or \( \mathbb{V}^n(\mathbb{C}) \) depending on whether it is a vector space over the field of real or complex numbers.

**Example**

2x2 matrices form a 4-dimensional vector space.

Proof: \( 11\rangle = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \ 12\rangle = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \ 13\rangle = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \ 14\rangle = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) are linearly independent. (Why?)

\[\Rightarrow \dim \mathbb{V} \geq 4\]

But since any matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} = a11\rangle + b12\rangle + c13\rangle + d14\rangle \) can be written in terms of these 4 vectors, there are no other vectors in \( \mathbb{V} \) (i.e., no other 2x2 matrices) that are linearly independent of \{11\rangle, 12\rangle, 13\rangle, 14\rangle\}.

\[\Rightarrow \dim \mathbb{V} = 4\]

If \( a, b, c, d \) are real (complex) \( \Rightarrow \) real (complex) 4-dim vector space.
Theorem. Any vector \( |V\rangle \) in an \( n \)-dimensional vector space can be written as a linear combination of \( n \) linearly independent vectors \( |1\rangle, \ldots, |n\rangle \).

(Proof by contradiction: if this were not the case, we would have found an \( n+1 \)st linearly independent vector \( |\xi\rangle \).

Definition. A set of \( n \) linearly independent vectors \( |1\rangle, \ldots, |n\rangle \) in an \( n \)-dimensional vector space is called a basis.

Hence, any \( |V\rangle \) can be written as:

\[
|V\rangle = \sum_{i=1}^{n} v_i |i\rangle.
\]

(\text{**})*

Definition. The coefficients \( v_i \) in this basis expansion are called the components of \( |V\rangle \) in the basis \( \{|i\rangle, i=1, \ldots, n\} \).

Theorem. The expansion (\text{**}) is unique.

Proof by contradiction:

\[
|V\rangle = \sum_{i=1}^{n} v_i |i\rangle = \sum_{i=1}^{n} v'_i |i\rangle.
\]

\[
|0\rangle = \sum_{i=1}^{n} (v_i - v'_i) |i\rangle.
\]

Since \( \{|i\rangle\} \) are linearly independent, all coefficients \( v_i - v'_i \) must vanish.

While the components of \( |V\rangle \) in a given basis are unique, they will be different in a different basis. Different bases in \( V \) are like different coordinate systems in \( \mathbb{R}^3 \). The vector \( |V\rangle \) exists in an abstract way, independent of the choice of basis, but its components depend on the choice of basis. Mathematicians like to think about vectors without reference to a choice of basis (in a "coordinate free" manner); physicists in general prefer to represent vectors by their components in a basis.

The "physics convention" guarantees every physicist the funda-
But beware: Depending on the problem at hand (its symmetries, mathematical structure, external constraints), results may be much easier to derive in one basis-representation than in another. As Steven Weinberg said: "You can choose any basis you want, but if you choose the wrong one, you'll be sorry." So exercise your constitutional right carefully!

In a basis representation, the procedure of adding vectors and multiplying them by a scalar become really easy: you simply perform the same operations on the coefficients:

\[
\begin{align*}
|V\rangle &= \sum_{i=1}^{n} v_i |i\rangle \\
|W\rangle &= \sum_{i=1}^{n} w_i |i\rangle \\
|V\rangle + |W\rangle &= \sum_{i=1}^{n} (v_i + w_i) |i\rangle \\
\alpha |V\rangle &= \sum_{i=1}^{n} \alpha v_i |i\rangle \\
\end{align*}
\]