
Conditional expectations

I Let X and Y be random variables such that E (X ) and E (Y ) exist
and are finite.

I The conditional expectation (conditional mean) of Y given that
X = x is defined as the expected value of the conditional

distribution of Y given that X = x .

E (Y |X = x) =

Z 1

�1
yg2(y | x)dy continuous case

E (Y |X = x) =
X

All y

yg2(y | x) discrete case

Recall

g2(y | x) =
f (x , y)

f1(x)
continuous case

g2(y | x) =
Pr(X = x ,Y = y)

Pr(X = x)
discrete case



Conditional expectations

Similarly

E (X |Y = y) =

Z 1

�1
xg1(x | y)dx continuous case

E (X |X = x) =
X

All x

xg1(x | y) discrete case

Recall

g2(x | y) =
f (x , y)

f2(y)
continuous case

g2(x | y) =
Pr(X = x ,Y = y)

Pr(Y = y)
discrete case

* yy



Example

Suppose that a point X is chosen in accordance with the uniform
distribution on the interval [0, 1]. Also, suppose that after the value
X = x has been observed (0 < x < 1), a point Y is chosen in accordance
with a uniform distribution on the interval [x , 1]. Determine the value of
E (Y ).

xt ( 0,1 )
XnVnitrm( 0,1 ) ft'd ={!

: # x<y< 1

Y|X=x ~ Uniform ,i ) 9<171 '4={ o olw

fkiy )= flnl . guy , ,y={He
a " 1 x< yci

O %

E(y)=[aY .fdy)dy



fdy ) = [afixiy ) dx  = ftp.tax = . logo .x)1oY toga - x)
'

= - Ix

=
- loglry ) = log ,÷y yt ( 0,1 )

E(y)= [ yf.ly )dy = } y.bg#ydy = 3g ( please  check ! )



Example

Consider a clinical trial in which a number of patients will be treated and
each patient will have one of two possible outcomes: success or failure.
Let P be the proportion of successes in a very large collection of patients,
and let X

i

= 1 if the ith patient is a success and X

i

= 0 if not. Assume
that the random variables X1,X2, . . . are conditionally independent given
P = p with

Pr(X
i

= 1|P = p) = p

Let X = X1 + ...+ X

n

, which is the number of patients out of the first n
who are successes. Find the conditional mean of X given P = p.

E ( XI Ep ) = E ( X ,
txzt

. .

.+×n / P =p)
= E (X ,1P=p)tE( KIP  

't ) +
.

. .
 + E ( KI Et )

= P  + p  +
. . .

 + p  = hp



Example

Suppose that X and Y have a continuous joint distribution for which the
joint pdf is as follows:

f (x , y) =

(
x + y if 0  x  1 0  y  1,

0 otherwise

Find E (Y |X = x) and Var(Y |X = x).

ECYIX --x)={§gdy1x)dy

gdylx )=
FKY )

=
xty

fdx ) x. , } YEGID

f ,lM=f[fln,y)dy=§dxty)dy= xttz



Ely lx⇒D = fly .
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'

ay =÷± . ± to + ta . Eli

= ,÷± . 's + IF . st = A

Var ( y/x=x) = Variance of the conditional disk of Y given X=x

= E ( Y '
1 ×⇒y - ECYI *  '42 = B - Az

.

E(yyx=x)= the III. ay = ,÷± . ¥1 ! + It . hff
.

= IE . It ×÷± . ta = 13



Functions of two or more RV

Assume that Z = r(X ,Y ) is a random variable where the joint
distribution of X ,Y is described via the joint pmf/pdf f (x , y). One can
evaluate the conditional expectation E (Z |X = x) in the following way

E (Z |X = x) = E (r(X ,Y ) |X = x)

= E (r(x ,Y ) |X = x)

=

Z 1

�1
r(x , y)g2(y | x) dy



Example

Suppose that the joint distribution of (X ,Y ) is uniform over the unit
circle. Let Z = X

2 + Y

2. Find E (Z |Y = �0.2).

E ( z|Y=y ) = E(X2+y2/Y=y )
= {§x±'s

' ) . gdxly) dx

Gdxly) = flniua
( Y)
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Prediction

Suppose X ,Y are random variables and the goal is to predict one of
them, say Y . Let d be the predicted value.

I If no information is available, the prediction that minimizes the
mean squared error (MSE)

MSE = E

⇣
(Y � d)2

⌘

among all possible d values, is d = E (Y ).

I The prediction that minimizes the mean absolute error (MAE)

MAE = E

⇣
|X � d |

⌘

among all possible d values is d = median(X ).

* = E ( H . dl )
org

median ( Y)



aims .nu#f
get 50 th gvantik is called the median

@

findthecdfJE=
- ( x ) =L



#* ..g•÷¥" Ffx )7L

find the smallest ± such that Fcx ) >,g

÷:*÷
x )=g

any x is Ok

choose the smallest x : Flx )=g


