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This document provides additional details regarding the TD-DFT calcu-
lations and the calculations utilizing the one-electron model. In addition, a
complete citation for Ref. 3 in the paper is provided in Ref. 1 below.

1 TD-DFT calculations

1.1 Functional and basis set

TD-DFT calculations employ a long-range-corrected (LRC) version of the
“BOP” density functional, where BOP indicates the combination of the Becke
exchange (B88) functional2 with the “one-parameter progressive” (OP) cor-
relation functional.3 A short-range version of the B88 functional (µB88) was
constructed according to the procedure described in Ref. 4, and the total
exchange–correlation functional is

ELRC-µBOP
xc = EOP

c + EµB88,SR
x + EHF,LR

x , (S1)

where “SR” and “LR” indicate that only the short-range or long-range parts
of the Coulomb operator are used to evaluate certain energy components.
Our group has implemented this and other LRC functionals5–7 within the
Q-Chem electronic structure program.8 Within Q-Chem, the functional de-
noted in Eq. (S1) is known as LRC-µBOP, although the value of the Coulomb
attenuation parameter, µ, must be set by the user.
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The LRC-µBOP functional with µ = 0.33 a−1
0 has been shown to af-

ford vertical electron binding energies (VEBEs) for (H2O)−n clusters that
are comparable to those obtained at the CCSD(T) level.9,10 In addition, we
have shown6,11 that LRC functionals with comparable values of µ remove the
spurious, low-energy charge-transfer excited states that would otherwise be
encountered in calculations such as these.12 Inadvertently, we used a slightly
different value for the Coulomb attenuation parameter, µ = 0.37 a−1

0 , for
the TD-DFT calculations reported in this work, as opposed to the value
µ = 0.33 a−1

0 that was used in previous VEBE benchmarks. However, a com-
parison of TD-DFT excitation energies for these two values of µ, at a small
number of randomly-chosen solvent configurations, reveals that the excita-
tion energies differ on average by only 0.06 eV, and in no case by more than
0.09 eV.

As in earlier QM/MM calculations of bulk e−(aq), carried out at the CIS
level by Skrob et al.,13 we use the 6-31+G* basis set for these calculations.
Our own prior work on (H2O)−n clusters14–16 has shown that somewhat more
diffuse basis sets are necessary to describe weakly-bound isomers, but VEBEs
for cavity-like isomers converge much more quickly as a function of the num-
ber of diffuse basis functions. Since the energy of the neutral cluster changes
very little as additional diffuse shells are added, we regard convergence of the
VEBE as evidence that the description of the singly-occupied MO (SOMO)
has converged. It is worth noting that the most diffuse Gaussian basis func-
tion in the 6-31+G* basis set has a full width at half maximum of 4.6 Å, which
is large compared to the distance between nearest-neighbor water molecules.
The SG-1 quadrature grid17 is used in all calculations, which has been shown
to be adequate even in the presence of highly diffuse basis functions.14 All
TD-DFT calculations were performed using Q-Chem.8

As one marches up the manifold of states in the TD-DFT calculation, one
expects that these states will become increasingly sensitive to the diffuseness
of the basis set. Therefore as a check, we also computed the absorption
spectrum using the same functional but a much more diffuse basis set, 6-
31(1+,2+)G*, which includes two additional sets of diffuse s functions on
the hydrogen atoms. (Details of the simulation procedure used to obtain
the spectra are discussed in Section 1.2 of this document.) Figure S1 shows
that the results are quite similar to those obtained with the more compact
6-31+G* basis. In particular, the peak absorption intensity and the width
of the Gaussian feature are reproduced essentially quantitatively, while a
non-trivial tail is observed at higher excitation energies. This blue tail is
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Figure S1: Comparison of simulated TD-DFT absorption spectra, computed
with the LRC-µBOP functional using two different basis sets.

somewhat attenuated in the more diffuse basis set, because this basis lowers
the energies of the higher-lying states to a much greater extent that for the
first few excited states. To obtain significant intensity above ∼ 3.5 eV in
the larger basis, we would need to compute a much larger number of excited
states, which would make the calculations prohibitively expensive. For this
reason, and because we are somewhat wary of having basis functions that
extend well into the MM region, we report the 6-31+G* calculations in Fig. 1
of the manuscript.

1.2 Simulation procedure

Geometries for the TD-DFT calculations were obtained from a simulation
of an excess electron in bulk liquid water. This simulation employed the
one-electron pseudopotential model developed by Turi and Borgis,18 a model
that we selected because it has been used extensively in recent hydrated-
electron simulations,18–25 and because it provides a more accurate value for
the e−(aq) absorption maximum than any other non-polarizable one-electron
model. (Our polarizable model is more accurate in this respect, but we used
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Figure S2: Convergence of the TD-DFT [LRC-µBOP/6-31+G*] excitation
energies as a function of the radius of the QM region, for three different
randomly-selected snapshots taken from a bulk e−(aq) simulation.

the Turi–Borgis model for these calculations because we wanted the TD-DFT
calculations to be completely independent of the calculations performed using
our own one-electron model, in order to report results from two completely
independent computational paradigms.)

Four independent, equilibrated trajectories were propagated at T = 298 K,
using a simulation code that we have described previously.10 These simula-
tions were performed in a periodic unit cell, 18.1671 Å on a side, and snap-
shots were extracted every 0.5 ps. All H2O molecules having an O or H atom
within 5.5 Å of the centroid of the electron’s wavefunction were described
using DFT (corresponding to an average of 28 water molecules in the QM re-
gion), whereas remaining water molecules (out to a distance of 50 Å from the
centroid of the wavefunction, or ∼ 18, 000 water molecules) were described
using point charges (qO = −0.82, qH = +0.41). The 5.5 Å radius for the
QM region was chosen based upon convergence tests (see Fig. S2) for a small
number of snapshots, which reveal that the first ten excitation energies are
converged at this size, and the next five states are nearly converged (to within
∼0.1–0.2 eV).

In all, 124 snapshots were used to construct the histogram that appears
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in Fig. 1 of the paper. The overall shape of this histogram is unchanged if the
number of snapshots is reduced by a factor of two, although somewhat larger
bin widths are then required to obtain a smooth spectrum. We take this
as an indication that the spectrum is converged with respect to statistical
sampling of liquid configurations.

2 One-electron model

Our one-electron model is based upon a polarizable electron–water pseudopo-
tential that we have recently developed. For details regarding the construc-
tion of this model and its performance relative to various experimental and
ab initio benchmarks, the reader is referred to Ref. 26. Previously, we had
developed an alternative pseudopotential for (H2O)−n calculations,10 but sub-
sequent analysis, as documented in Ref. 26, demonstrated that this potential
is inappropriate for simulation of e−(aq) in bulk water.

In Ref. 26, we also discuss the convergence of the bulk e−(aq) calculations
with respect to the simulation cell size, which is an important issue for these
excited-state calculations. Based upon these tests, the calculations described
in this work utilize a cubic simulation cell of length 26.2015 Å that contains
600 water molecules, corresponding to a water density of 0.997 g/cm3, at T =
298 K. This cell size is more than sufficient to converge structural properties
and low-lying excitation energies. (The radii of gyration of the p states are
essentially independent of simulation cell size, for example.26) The higher
excited states (∼ 3 eV and above) are probably not (quite) converged, even
in this very large box, hence we list their radii of gyration as simply “> 10 Å”,
since this value would increase somewhat in a larger simulation cell. A larger
simulation cell would likely red-shift the “higher bound states” in Fig. 2(b) of
the paper, thus improving the agreement with the experimental line shape.
Because the mixed quantum/classical dynamics is rather expensive in these
larger cells, we have not done this calculation.

Absorption spectra are computed using several independent, ground-state
trajectories for e−(aq) in the aforementioned periodic box. Each simulation
is ≈ 21 ps in length, and is propagated with a time step of 1 fs using flexible
water molecules and full Ewald summation (as described in Ref. 26) for the
long-range electrostatics, and a Nosé-Hoover thermostat chain to simulate
the NV T ensemble. The wavefunction is represented on a cubic grid with
∆x ≈ 0.93 eV. (Excitation energies appear to be converged with respect to
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∆x.) These simulations were performed with a home-built simulation code
that we have described previously.10 Following the ground-state trajectory
calculations, we calculate the lowest 29 excitation energies from each of ∼
1000 snapshots, and bin these to form an absorption spectrum.
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