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Density-functional approximations developed in the past

decade necessitate the use of quadrature grids that are far

more dense than those required to integrate older generations

of functionals. This category of difficult-to-integrate functionals

includes meta-generalized gradient approximations, which

depend on orbital gradients and/or the Laplacian of the densi-

ty, as well as functionals based on B97 and the popular

“Minnesota” class of functionals, each of which contain compli-

cated and/or oscillatory expressions for the exchange inhomo-

geneity factor. Following a strategy introduced previously by

Gill and co-workers to develop the relatively sparse “SG-0” and

“SG-1” standard quadrature grids, we introduce two higher-

quality grids that we designate SG-2 and SG-3, obtained by

systematically “pruning” medium- and high-quality atom-cen-

tered grids. The pruning procedure affords computational

speedups approaching a factor of two for hybrid functionals

applied to systems of �100 atoms, without significant loss of

accuracy. The grid dependence of several popular density

functionals is characterized for various properties. VC 2017

Wiley Periodicals, Inc.

DOI: 10.1002/jcc.24761

Introduction

Density functional theory (DFT), the most widely-used elec-

tronic structure method due to its relatively low cost and

often predictive accuracy, continues to evolve. New and better

exchange-correlation functionals are introduced every year,

and these functionals can generically be written as

Exc½qa; qb�5
ð

dr Fðqa;qb; r̂qa; r̂qb; . . .Þ : (1)

This integral must be evaluated by numerical quadrature. For

this purpose, concentric atom-centered Lebedev[1,2] integration

grids are the standard approach.[3] These may be specified

using a notation ðNr;NXÞ that indicates the number of radial

shells for each atom, Nr, and the number of angular (Lebedev)

points for each shell, NX. The original “standard grid” (SG-1)

introduced by Gill et al.[4] in 1993 is based on a (50,194) quad-

rature that was then further “pruned” by removing some

angular points near the nuclei, where the density is locally

spherically-symmetric, and also far from the nuclei, where the

density varies slowly. The SG-1 grid is accurate and efficient for

what was state-of-the-art DFT in the late 1990s, for example,

application of B3LYP/6-31G* to bonded systems.

It is increasingly clear, however, that the SG-1 grid is not ade-

quate for many of the new density-functional approximations

developed in the past decade.[5–12] In particular, meta-

generalized gradient approximations (meta-GGAs), in which the

functional F in eq. (1) depends on the kinetic energy density

srðrÞ5
X

i

jr̂wi;rðrÞj2 (2)

and/or the Laplacian of the density (r̂2
qr), tend to be more

sensitive to the quality of the integration grid. Many newer

functionals, including the popular “Minnesota” suite of func-

tionals, developed by Truhlar and coworkers since 2005,[13,14]

also contain relatively complicated expressions for the

exchange and correlation inhomogeneity factors, rendering

them more demanding to integrate.[15] As non-local density

functionals that can properly describe non-covalent interac-

tions have begun to appear,[10,11,16–19] it has also been discov-

ered that these interactions converge very slowly with respect

to the integration grid,[7,8,10,11,15] because non-covalent interac-

tions are characterized by large density gradients in regions

where the density itself is small.[20] Spurious oscillations in

potential surfaces can arise when the grid is too sparse,[7,8] as

shown for argon dimer in Figure 1, using four density func-

tionals developed since 2006.

Although references to pruned versions of grids denser than

SG-1 can be found in the literature,[21] and in the online docu-

mentation for the GAMESS
[22] and GAUSSIAN

[23] programs, the grid

points themselves have not been published. As such, these

cannot constitute standard integration grids that can be used

to make comparisons and validations between electronic struc-

ture codes, at the level of machine precision. Quantitative tests

of the impact of the pruning procedure on molecular proper-

ties are also lacking, such that there is no single source in the

literature to understand the impact of grid pruning on a large

swath of molecular properties.
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In view of this situation, we decided to develop and test the

next generation of pruned integration grids: SG-2 and SG-3.

These are pruned versions of a (75,302) and a (99,590) quadra-

ture grid, respectively, as these two choices of ðNr;NXÞ have

been shown to constitute grids of medium and high quality,

respectively, even for modern functionals.[10,11] Note that 753

302522; 650 grid points per atom is a significant increase rela-

tive to the SG-1 grid, which consists of 3816 points for each

carbon nucleus, for example. To reduce the cost, we follow the

pruning procedure of Gill and co-workers,[4,24] removing some

of the angular points in each radial shell, in a systematic way,

stopping before the quality of the integration becomes

unacceptable.

The SG-2 grid introduced here contains just 31–39% of the

75 3 302 grid points that one would anticipate, depending on

the particular nucleus in question, and SG-3 contains just 25–

33% of 99 3 590 grid points, yet the pruned grids are accu-

rate to within a few lHartree of the original, unpruned grids,

and errors in energy differences and molecular properties are

quite small on chemically-relevant scales, as documented here-

in. Reduction in the number of grid points translates immedi-

ately into a reduction in cost, as each of the quantities on

which the function F depends must be evaluated at each grid

point and at each self-consistent field (SCF) iteration.

Theory

Due to the electron density cusp at each nucleus, Cartesian

grids are not ideal for molecular integrals. Instead, the stan-

dard approach is Becke’s partitioning scheme,[25] in which the

molecular integral is approximated as a sum of atomic sub-

integrals, each of which is then evaluated by quadrature in

spherical polar coordinates. The quadrature amounts to

ð1
0

r2dr

ðp

0

sin u du

ð2p

0

d/ Fðr; u;/Þ

�
XNr

i51

wr
i

XNX

j51

wX
j F½qðri; uj;/jÞ� ;

(3)

with radial weights wr
i and angular weights wX

j . The angular

part of the sum represents integration over the surface of a

sphere, which can be performed efficiently via the Lebedev

scheme.[1,2] The latter is an exact quadrature for functions

f ðu;/Þ5
X‘max

‘50

X‘
m52‘

c‘mY‘mðu;/Þ (4)

that can be expressed as linear combinations of a finite number

of spherical harmonics. For example, the 302-point Lebedev grid

Figure 1. Potential energy curves for Ar2 using various integration grids for the density functionals (a) M06, (b) M11, (c) xB97M-V, and (d) xB97X-V, using

the aug-cc-pVTZ basis set in each case. For M06, not even the extremely dense (250,974) grid is free of spurious oscillations. Results for the two B97-based

functionals with the (99,590) grid exhibit very small oscillations that are barely visible on the scale of the figure, as compared to the (75,302) grid where

small undulations are apparent, but the (250,974) potential energy curves are free of any oscillations whatsoever. [Color figure can be viewed at wileyonli-

nelibrary.com]
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that we use for SG-2 will integrate f exactly if ‘max � 29, and for

the 590-point SG-3 grid it is ‘max � 41.

This leaves open the question of the radial quadrature, for

which various schemes have been used.[24,26–31] The SG-1 grid

uses the Euler–Maclaurin scheme,[4,26] but for the subsequent

SG-0 grid, a “MultiExp” quadrature was developed that is more

efficient for integrating linear combinations of Gaussian func-

tions.[24] Unlike some other quadrature schemes in which there

are analytic expressions for the locations of the quadrature

points, however, in the MultiExp approach these nodes must be

obtained by solving a set of linear equations that becomes

increasingly ill-conditioned as the number of grid points

increases. Due to numerical problems associated with this ill-

conditioning, we were unable to extend the MultiExp approach

to the desired high-quality value, Nr 5 99. In the interest of con-

sistency between SG-2 and SG-3 (and possible extension to even

denser grids at some later time), we therefore choose the

“double exponential” scheme for the radial quadrature, also

known as the “tanh-sinc” quadrature.[30–[33]] For N grid points,

this promising approach exhibits an error of O½exp ð2N=log NÞ�,
and it has been proven that the error estimation of the trapezoi-

dal integration formula with equal mesh size is optimal for

numerical integration of an analytic function over the interval

ð21;11Þ.[32] This is a faster decay rate in the error, with

respect to N, as compared to other known quadratures.[30]

To use the double exponential quadrature over a finite inter-

val ½a; b�, this interval must be mapped onto ð21;11Þ by

means of a transformation y5tðxÞ[30]:

ðb

a

f ðyÞ dy5

ð1
21

f ðtðxÞÞ dtðxÞ
dx

dx

� h
X

i

t0ðxiÞ f ðtðxiÞÞ :
(5)

Here, h is a uniform grid spacing on the interval ½a; b�, with a

5tð21Þ and b5tð11Þ, and xi5ih.[30] Three different versions

of the double exponential quadrature have been pro-

posed,[30,31] corresponding to different mapping functions t(x).

The one that we will use in SG-2 and SG-3 is called the “DE2”

quadrature in Refs. 30 and 31, and uses the mapping

tðxÞ5exp ðax2eaxÞ : (6)

Inserting eq. (6) into eq. (5) affords the double-exponential

quadrature formula ð1
0

FðrÞ r2dr

� h
X

i

exp ð3axi23e2xi Þða1e2xi Þf ðriÞ
(7)

where the radial quadrature points are

ri5exp ðaxi2e2xi Þ (8)

with weights

wi5exp ð3axi23e2xi Þða1e2xi Þh : (9)

In the context of DFT, it has been observed that this particular

quadrature requires fewer points to converge, as compared to

the other two double-exponential quadratures, and that the

accuracy is stable for a wide range of scaling parameters, a.[31]

Procedure

We will define SG-2 and SG-3 parameters for the elements H

through Cl, using the DE2 quadrature of eq. (6). We, therefore,

need to specify a scaling parameter a as well as the number

of Lebedev integration points contained in each radial shell,

for each supported element, and these choices are discussed

below. All calculations have been performed using a locally-

modified version of Q-CHEM.[34] For reasons discussed below,

we have not pruned the grids for rare-gas elements, and we

have also not investigated the pruning procedure for elements

beyond Ar. For these cases, we simply define “SG-2” to be an

unpruned (75,302) Euler–Maclaurin–Lebedev (EML) grid,[26] and

“SG-3” as an unpruned (99,590) EML grid. Quantum chemistry

calculations involving a significant number of nuclei beyond Cl

are relatively rare, therefore we do not view this as a signifi-

cant limitation. For functionals such as xB97X-V[10] and

xB97M-V[11] that include the non-local “VV10” van der Waals

functional,[18] the SG-1 grid is used to integrate VV10. This has

been shown to be adequate.[10]

Radial scaling factors

The scaling factor a is used to map x 2 ð21;11Þ onto

r 2 ½0;11Þ. We select the value of a by insisting that the den-

sity integrate to the correct number of electrons, N5
Ð

qðrÞ dr.

These tests were performed at the xB97X-V/aug-cc-pVTZ level

of theory, where xB97X-V is a hybrid GGA functional that is

fairly sensitive to the quality of the integration grid.[10] For

each element X ranging from H to Ar, we tested scaling factors

a in the range 1.0–3.2 and selected a value that accurately

integrates the ground state density for both the atom X and

its hydride HX.

Grid pruning

The pruning procedure consists in reducing the number of

angular grid points in certain radial shells, namely, those that

are close to the nucleus and those that are far from it, while

generally preserving the number of angular grid points (at

either NX5302 or NX5590, in this work) in the valence region

of space. We developed this pruning procedure using the

hydrides HX of all 18 elements through Ar. For rare-gas dimers,

however, spurious oscillations in potential energy curves are

present even when the unpruned (75,302) and (99,590) grids

are used, especially for the Minnesota functionals, as shown

for Ar2 in Figure 1. Even in the case of the xB97X-V functional,

we were unable to obtain pruned grids that did not exacer-

bate this problem. Because of this, and due to the rarity of

noble gas atoms in chemical applications, we choose not to

prune the grids for the noble gas elements.

For the remaining elements H through Cl, we partition the

integration grid into five or more concentric regions with sev-

eral radial shells in each region. Each radial shell within a given

region is required to have the same value of NX, to simplify

FULL PAPERWWW.C-CHEM.ORG

Journal of Computational Chemistry 2017, 38, 869–882 871

http://onlinelibrary.wiley.com/


the pruning procedure, and this number is systematically

reduced by carefully monitoring both the electronic energy

and integrated density of the hydride HX, using the unpruned

grid for the H atom in HX. In the case X 5 H (i.e., H2 molecule),

the pruned SG-2 grid results in a Lebedev partition that we

write as

6351101230216867265

The notation here indicates that the innermost 35 radial shells

have 6 Lebedev points each, the next 12 radial shells have 110

angular points each, and so forth, with the outermost five radi-

al shells each containing 26 Lebedev points. This pruned grid

results in a total energy for H2 that differs by only 1.6 lHartree

from that of the unpruned (75,302) grid with the same value

of a, but contains only 7094 points per H atom as compared

to 22,650 points per atom for the unpruned grid. Similarly, for

SG-3 the calculations on H2 suggest a partition

645110165902119410507

that results in an error of 3 lHartree with respect to the

unpruned (99,590) grid but reduces the number of points to

16,710 per H atom versus 58,410 for the unpruned grid. The

parameters that define the SG-2 and SG-3 grids are listed in

Table 1.

Results and Discussion

The remainder of this work is dedicated to benchmarking the

accuracy of SG-2 and SG-3. For each property, we will compare

SG-2 to an unpruned (75,302) EML grid and SG-3 to an

unpruned (99,590) EML grid, with the difference defined as the

“pruning error.” Results obtained with the two unpruned EML

grids will also be compared to those obtained using an

unpruned (250,974) EML grid. We take the latter to be the

benchmark-quality result, and define the difference as the

“grid error.”

Workhorse properties such as atomization energies, molecu-

lar geometries, and vibrational frequencies will be tested,

along with other properties that are known to be especially

sensitive to the quality of the grid. The latter include the

description of near-degenerate isomers and degenerate vibra-

tional frequencies, non-covalent interactions, and non-linear

optical properties. The hybrid GGA functional xB97X-V[10] will

be examined along with various Minnesota functionals[13] and

a meta-GGA representative from B97 suite, xB97M-V.[11] We

find that the Minnesota functionals are especially sensitive to

the quality of the integration grid (consistent with the findings

in Ref. 9), and thus can serve as “worst-case scenarios” for

grid-dependence and pruning. The aug-cc-pVTZ (aTZ) basis set

is used unless indicated otherwise. All calculations were per-

formed using a locally-modified version of Q-CHEM.[34]

Atomization energies

Atomization energies for the G2 dataset,[35] evaluated at the

xB97X-V/aTZ level of theory using various grids, are listed in

Table 2. Calculations are performed using (75,302), (99,590),

and (250,974) grids, as well as pruned counterparts of the for-

mer two, namely, SG-2 and SG-3, respectively. In terms of

pruning errors (i.e., the energy difference between the pruned

and unpruned results), the mean unsigned deviations (MUDs)

are 0.03 kcal/mol for SG-2 and 0.01 kcal/mol for SG-3. Grid

errors, which we define as the difference between either the

(75,302) or the (99,590) result with respect to a (250,974) grid,

are even smaller, with MUDs of< 0.01 kcal/mol. This demon-

strates that both the medium-quality and the high-quality grid

are converged, with respect to calculation of atomization

energies.

Analogous data computed at the M06-2X/aTZ and xB97M-

V/aTZ levels can be found in Tables S1 and S2 of the Support-

ing Information. At the M06-2X/aTZ level, the pruning errors

exhibit MUDs of 0.09 kcal/mol (SG-2) and 0.03 kcal/mol (SG-3),

while grid errors exhibit MUDs of 0.03 kcal/mol for (75,302)

Table 1. Lebedev partitions and scaling factors that define SG-2 and SG-3.[a]

SG-2 SG-3

Element Lebedev Partition a Ntotal Lebedev Partition a Ntotal

H 6351101230216867265 2.6 7094 645110165902119410507 2.7 16710

Li 6351101230217867504 3.2 7466 64611016590221469506 3.0 16630

Be 6351101230217867504 2.4 7466 642866110145902219431466506 2.4 17046

B 63511012302171467264 2.4 7790 64286611014590221949506 2.4 17334

C 63511012302171467264 2.2 7790 6461461659022302119421466866 2.4 17674

N 6351101230217867264 2.2 7370 640110185902414611506 2.4 18286

O 63011014302181468505 2.2 8574 640110141942302259024302119411468507 2.6 18946

F 62611016302191108506 2.2 8834 6351101719445902519421108508 2.1 19274

Na 6351101230217867504 3.2 7466 64611016590221469506 3.2 16630

Mg 6351101230217867504 2.4 7466 64811015590201467509 2.6 16532

Al 63211015302171467864 2.5 8342 642866110145902219431466506 2.6 17,046

Si 63211015302171467504 2.3 8342 64286611014590221949506 2.8 17334

P 63011014302171467387 2.5 8142 6358611101819445902519421468506 2.4 19658

S 63011014302171467387 2.5 8142 6358611101819445902519421468506 2.4 19658

Cl 62611016302191108506 2.5 8834 6351101719445902519421108508 2.6 19274

[a] For elements not listed here, we define SG-2 to be an unpruned (75,302) EML grid and SG-3 to be an unpruned (99,590) grid, whereas SG-2 and SG-

3 are defined to use the “DE2” quadrature in eq. (6).
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and< 0.01 kcal/mol for (99,590). In case of xB97M-V/aTZ, the

MUDs for pruning errors are 0.04 and 0.01 kcal/mol for SG-2

and SG-3, respectively, whereas the grid errors are both vanish-

ingly small.

Isomerization energies

Large errors have been reported in isomerization energies for

organic reactions when meta-GGAs from the Minnesota suite

of functionals are used with low-quality grids.[9] Here, we

Table 2. Atomization energies (in kcal/mol) at the xB97X-V/aug-cc-pVTZ level.[a]

Energy Error Energy Error

Molecule SG-2 (75,302) Pruning[b] Grid[c] SG-3 (99,590) Pruning[b] Grid[c]

BeH 683.19 683.19 0.00 0.00 683.19 683.19 0.00 0.00

CH2CH2 560.84 560.82 20.02 0.00 560.83 560.82 20.01 0.00

CH2O 372.51 372.49 20.02 0.00 372.51 372.49 20.02 0.00

CH2(singlet) 179.57 179.54 20.03 0.00 179.56 179.54 20.02 0.00

CH2(triplet) 188.18 188.16 20.02 0.00 188.18 188.16 20.02 0.00

CH3CH3 711.42 711.39 20.03 0.00 711.41 711.39 20.02 0.00

CH3Cl 394.64 394.58 20.06 0.00 394.59 394.58 20.01 0.00

CH3OH 511.73 511.70 20.03 0.00 511.72 511.70 20.02 0.00

CH3 306.39 306.36 20.03 0.00 306.38 306.36 20.02 0.00

CH3SH 474.46 474.43 20.03 20.01 474.44 474.42 20.02 0.00

CH4 418.65 418.66 0.01 20.01 418.65 418.66 0.01 20.01

CH 83.81 83.80 20.01 0.00 83.81 83.80 20.01 0.00

Cl2 56.80 56.92 0.12 0.00 56.94 56.92 20.02 0.00

ClF 60.90 60.88 20.02 0.00 60.88 60.88 0.00 0.00

ClO 64.69 64.63 20.06 0.00 64.64 64.63 20.01 0.00

CN 173.64 173.62 20.02 0.00 173.62 173.62 0.00 0.00

CO2 387.66 387.63 20.03 0.00 387.65 387.63 20.02 0.00

CO 256.18 256.15 20.03 0.00 256.17 256.15 20.02 0.00

CS 166.07 166.03 20.04 0.01 166.06 166.04 20.02 0.00

F2 37.11 37.13 0.02 0.00 37.15 37.13 20.02 0.00

H2O 229.76 229.75 20.01 0.00 229.75 229.75 0.00 0.00

HCCH 399.70 399.68 20.02 0.00 399.70 399.68 20.02 0.00

HCl 105.67 105.66 20.01 0.00 105.67 105.66 20.01 0.00

HCN 309.83 309.80 20.03 0.00 309.81 309.80 20.01 0.00

HCO 278.61 278.59 20.02 0.00 278.61 278.59 20.02 0.00

HF 138.40 138.38 20.02 0.00 138.40 138.38 20.02 0.00

HOCl 163.49 163.47 20.02 0.01 163.49 163.47 20.02 0.01

HOOH 267.21 267.19 20.02 0.00 267.20 267.19 20.01 0.00

Li2 20.80 20.80 0.00 0.00 20.80 20.80 0.00 0.00

LiF 135.15 135.15 0.00 0.00 135.16 135.15 20.01 0.00

LiH 57.31 57.31 0.00 0.00 57.31 57.31 0.00 0.00

N2 227.56 227.52 20.04 0.00 227.52 227.52 0.00 0.00

Na2 15.68 15.68 0.00 0.00 15.68 15.68 0.00 0.00

NaCl 96.79 96.78 20.01 0.00 96.79 96.78 20.01 0.00

NH2NH2 439.40 439.37 20.03 0.00 439.38 439.37 20.01 0.00

NH2 184.45 184.41 20.04 0.00 184.41 184.41 0.00 0.00

NH3 298.26 298.25 20.01 0.00 298.25 298.25 0.00 0.00

NH 85.02 84.96 20.06 0.00 84.97 84.96 20.01 0.00

NO 156.54 156.54 0.00 0.00 156.55 156.54 20.01 0.00

O2 123.92 123.89 20.03 0.00 123.91 123.89 20.02 0.00

OH 107.01 107.00 20.01 0.00 107.00 107.00 0.00 0.00

P2 114.44 114.45 0.01 0.00 114.47 114.45 20.02 0.00

PH2 158.06 158.05 20.01 0.00 158.05 158.05 0.00 0.00

PH3 245.01 245.01 0.00 0.00 245.02 245.01 20.01 0.00

S2 102.47 102.48 0.01 0.00 102.51 102.48 20.03 0.00

SH2 182.96 182.94 20.02 0.00 182.95 182.94 20.01 0.00

Si2 74.34 74.38 0.04 20.01 74.39 74.37 20.02 0.00

SiH2(singlet) 153.75 153.71 20.04 0.00 153.72 153.71 20.01 0.00

SiH2(triplet) 132.04 132.03 20.01 0.01 132.04 132.04 0.00 0.00

SiH3 228.27 228.25 20.02 0.00 228.25 228.25 0.00 0.00

SiH3SiH3 537.48 537.43 20.05 0.00 537.44 537.43 20.01 0.00

SiH4 324.67 324.65 20.02 0.00 324.66 324.65 20.01 0.00

SiO 186.18 186.14 20.04 0.01 186.16 186.15 20.01 0.00

SO2 243.23 243.21 20.02 0.00 243.22 243.21 20.01 0.00

SO 123.98 123.93 20.05 0.00 123.95 123.93 20.02 0.00

MUD[d] 0.03 0.00 0.01 0.00

[a] Using MP2/6-31G* geometries. [b] Difference between pruned and unpruned results. [c] Difference with respect to a (250, 974) grid. [d] Mean

unsigned deviation.
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compute isomerization energies for a set of 34 organic reac-

tions assembled by Grimme et al.[6] and used in the study in

Ref. 9. The dataset consists of 13 reactions involving aliphatic

and aromatic hydrocarbons (reactions 1–13 in Fig. 2), 10 reac-

tions involving nitrogen atoms (reactions 14–23), and 11

involving oxygen atoms (reactions 24–34). Structures were

optimized at B3LYP/TZV(d,p) level (SG-1 grid) and then single-

point energy calculations were performed at the xB97X-V/

TZV(d,p) and xB97M-V/TZV(d,p) levels using various integra-

tion grids. Results are presented in Tables 3 and Table S3 of

the Supporting Information. In terms of MUDs, the pruning

errors for both approaches are the same: 0.03 kcal/mol for SG-

2 and 0.01 kcal/mol for SG-3. For xB97X-V/TZV(d,p), grid errors

amount to 0.01 kcal/mol for both the (75,302) and the (99,590)

grid, while the corresponding values for xB97M-V/TZV(d,p) are

0.04 kcal/mol (SG-2) and< 0.01 kcal/mol (SG-3).

As noted previously,[24] an especially good test case for the

pruning procedure is the neopentane ! n-pentane isomeriza-

tion, reaction 10 in Figure 2. The experimental isomerization

energy is only 21.2 kcal/mol, but because the two isomers

have very different shapes, a DFT calculation of the relative

energies of the two isomers can easily be overwhelmed by

numerical error in the quadrature step. For SG-2 and SG-3,

however, the pruning errors for this reaction are � 0:1 kcal/

mol in magnitude, consistent with the overall MUDs for the

isomerization test set, and small enough to reliably resolve the

isomerization energy using the pruned grids.

Molecular geometries

Bond lengths and bond angles for a set of molecules repre-

senting the first three rows of the periodic table are presented

in Tables 4 and S4 (in the Supporting Information). These

parameters were optimized at the xB97X-V/aTZ level (Table 4)

and at the xB97M-V/aTZ level (Supporting Information Table

S4), using various integration grids. In terms of MUDs, the

pruning errors for bond lengths are 0.0002 Å (SG-2) and

0.00006 Å (SG-3) at the xB97X-V level. At the xB97M-V level

the pruning errors are only slightly, larger, 0.0003 Å (SG-2) and

0.004 Å (SG-3). Pruning errors for bond angles using xB97X-V/

aTZ are 0.006
�

(SG-2) and 0.004
�

(SG-3), whereas using xB97M-

V/aTZ they are 0.033
�

(SG-2) and 0.018
�

(SG-3). The meta-GGA

is consistently more sensitive to pruning in this case, but only

slightly so. In all cases, the grid errors are significantly smaller

than the pruning errors.

Vibrational frequencies

Harmonic vibrational frequencies for a set of molecules span-

ning the first three rows of the periodic table are presented in

Figure 2. Test set of organic isomerization reactions. Reproduced with permission from Grimme et al., J. Org. Chem., 2007, 72, 2118, copyright 2007 Ameri-

can Chemical Society.
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Tables 5 and S5 (in the Supporting Information), where they

were computed at the M11/, xB97X-V/, and xB97M-V/aTZ lev-

els of theory. Analytic Hessians are not available for these

functionals in Q-CHEM, so frequencies were computed by finite

difference of analytic energy gradients, and in Supporting

Information Table S6 we compare analytic and finite-difference

results for xB97X-D/aTZ, where the analytic Hessian is avail-

able. With very few exceptions, the finite difference error

is< 1 cm–1, and in most cases it is< 0.1 cm–1, thus validating

the finite-difference approach. This is consistent with the

results of a more thorough analysis of finite-difference errors,

in Ref. 36.

Using the SG-2 grid, M11/aTZ frequencies (Table 5) afford a

MUD for the pruning error of 7.15 cm–1 with a maximum

pruning error of 32.5 cm–1. These are actually smaller than the

grid errors (MUD 5 9.4 cm–1 and maximum of 52.2 cm–1)

obtained when the unpruned (75,302) results are compared to

benchmark (250,974) results. This behavior is not observed for

SG-3, for which pruning errors are comparable to those

observed for SG-2 (MUD 5 6.4 cm–1 and maximum error of

35.0 cm–1), but the grid errors are much smaller. In terms of

the MUDs, xB97X-D/aTZ results (Supporting Information Table

S6) are roughly comparable to those for M11/aTZ.

While the average pruning and grid errors for these two

functionals seem acceptable, it is nevertheless disturbing for

M11 the unpruned (75,302) grid shows numerous errors on

the order of 20–30 cm–1 with respect to the very dense

(250,974) grid, with an outlier of 52 cm–1, although for the

(99,590) grid the maximum error is 12 cm–1. For xB97X-D, grid

errors of �20 cm–1 are observed for both (75,302) and

(99,590). These larger errors are primarily associated with B–H,

S–H, P–H, and Si–H stretching vibrations.

In contrast, errors in vibrational frequencies at the xB97X-V/

aTZ level are quite small, with maximum pruning errors of

only 0.7 cm–1 (SG-2) and 0.1 cm–1 (SG-3); see Table 5. The dif-

ference, relative to the aforementioned functionals, may arise

from the fact that the exchange inhomogeneity correction fac-

tor in xB97X-V is based on a lower-order—and therefore less

oscillatory—series expansion in the reduced density gradient,

as compared to xB97X-D or any of the Minnesota function-

als.[10,15,37] The xB97M-V meta-GGA functional also uses a low-

order expansion, but it is an expansion in both the reduced

Table 3. Isomerization energies (in kcal/mol) for organic reactions at the xB97X-V/TZV(d,p) level.

Energy Error Energy Error

Rxn.[a] SG-2 (75,302) Pruning[b] Grid[c] SG-3 (99,590) Pruning[b] Grid[c]

1 20.03 20.03 0.00 20.01 0.03 0.03 0.00 20.07

2 19.87 19.88 0.01 0.00 19.88 19.88 0.00 0.00

3 3.97 3.95 20.02 0.00 3.96 3.95 20.01 0.00

4 1.11 1.10 20.01 20.01 1.10 1.09 20.01 0.00

5 1.00 1.03 0.03 0.00 1.01 1.03 0.02 0.00

6 2.73 2.74 0.01 20.01 2.73 2.73 0.00 0.00

7 7.86 7.88 0.02 0.00 7.86 7.88 0.02 0.00

8 21.95 21.96 0.01 0.00 21.96 21.95 20.01 0.01

9 6.29 6.22 20.07 0.01 6.28 6.23 20.05 0.00

10 3.15 3.12 20.03 20.03 3.11 3.09 20.02 0.00

11 20.11 20.08 0.03 0.02 20.11 20.11 0.00 0.05

12 45.76 45.82 0.06 20.02 45.84 45.85 0.01 20.05

13 37.74 37.81 0.07 0.02 37.86 37.83 20.03 0.00

14 22.89 22.89 0.00 0.01 22.89 22.89 0.00 0.01

15 7.55 7.59 0.04 20.01 7.61 7.58 20.03 0.00

16 7.68 7.68 0.00 0.00 7.68 7.68 0.00 0.00

17 26.55 26.51 20.04 0.00 26.50 26.51 0.01 0.00

18 11.96 11.90 20.06 0.00 11.90 11.90 0.00 0.00

19 4.95 4.88 20.07 20.01 4.95 4.87 20.08 0.00

20 17.96 18.04 0.08 0.00 17.94 18.04 0.10 0.00

21 1.10 1.15 0.05 0.00 1.16 1.15 20.01 0.00

22 2.67 2.63 20.04 0.00 2.64 2.63 20.01 0.00

23 5.03 4.99 20.04 0.01 5.01 5.00 20.01 0.00

24 11.17 11.15 20.02 0.00 11.15 11.15 0.00 0.00

25 24.63 24.63 0.00 0.00 24.62 24.63 0.01 0.00

26 16.79 16.77 20.02 0.00 16.77 16.77 0.00 0.00

27 63.60 63.60 0.00 20.01 63.60 63.60 0.00 20.01

28 29.29 29.29 0.00 0.00 29.30 29.29 20.01 0.00

29 15.29 15.31 0.02 0.01 15.33 15.32 20.01 0.00

30 9.96 9.93 20.03 0.01 9.92 9.93 0.01 0.01

31 17.95 17.97 0.02 0.00 17.97 17.95 20.02 0.02

32 8.49 8.45 20.04 20.01 8.46 8.47 0.01 20.03

33 8.62 8.54 20.08 0.01 8.56 8.55 20.01 0.00

34 7.22 7.21 20.01 0.00 7.22 7.21 20.01 0.00

MUD[d] 0.03 0.01 0.01 0.01

[a] See Figure 2. [b] Difference between pruned and unpruned results. [c] Difference with respect to a (250,974) grid. [d] Mean unsigned deviation.
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density gradient and also the reduced kinetic energy density,

and the dependence of the latter can be expected to increase

the grid sensitivity as compared to xB97X-V. This is indeed the

case for vibrational frequencies (see Supporting Information

Table S5), although the errors are much smaller than those for

M11 or xB97X-D. For both SG-2 and SG-3, the MUD for prun-

ing is 2 cm–1 at the xB97M-V level, with grid errors of 1 cm–1.

Maximum errors (either grid or pruning) are< 20 cm–1 for SG-

2 and< 10 cm–1 for SG-3.

The ethynyl radical, C2H, presents a particularly challenging

test case due to the presence of a low-frequency degenerate

bending mode, for which sparse quadrature grids sometimes

result in one or more imaginary frequencies. We computed

harmonic vibrational frequencies for C2H using six different

functionals and six integration grids each, including SG-0 and

SG-1. The frequencies themselves are listed in Table 6 and the

errors in Table 7. With the exception of the xB97X-D function-

al, for which analytic Hessians are used, all of the frequency

calculations are based on finite difference of analytic gradients.

For xB97X-V/aTZ, the computed frequencies are roughly com-

parable across all seven integration grids, albeit with slightly larger

grid errors for SG-0 and SG-1 as compared to SG-2 and SG-3. All

four of these standard integration grids, however—including the

lowest-quality one, SG-0—preserve the degeneracy between

modes 1 and 2 to within 0.24 cm–1, both for this functional and for

xB97M-V. Restricting the discussion to just SG-2 and SG-3, both

pruning and grid errors are< 2 cm–1 for xB97X-V and< 3 cm–1 for

xB97M-V. For xB97X-D, the pruning and grid errors are< 10 cm–1,

consistent with the greater sensitivity of this functional for a wider

array for vibrational frequencies, and results obtained using SG-0

and SG-1 exhibit unacceptably larger errors.

Finally, the three Minnesota functionals considered in Tables 6

and 7 actually preserve the degeneracy to about the same preci-

sion as the B97-based functionals, but their absolute vibrational

frequencies are much more strongly dependent on the integra-

tion grid, even as compared to xB97X-D. Results using SG-0 and

SG-1 are unacceptable, with M06-HF predicting several imagi-

nary frequencies, but even for SG-2 and SG-2, M11 exhibits prun-

ing errors of 30–40 cm–1 and grid errors approaching 20 cm–1.

Non-linear optical properties

Calculation of hyperpolarizability tensors is challenging

because these quantities are quite sensitive to both the basis

set and the treatment of electron correlation, and in DFT cal-

culations they are sensitive to the quality of the integration

grid as well.[38] Here, we examine hyper-Rayleigh scattering

intensities, bHRS, and Raman depolarization ratios (RDRs), both

of which are derived from the hyperpolarizability tensor, b. Let

us assume that the incident light is propagating along the x

direction and a harmonic of that light is scattered in the y

Table 4. Comparison of geometrical parameters[a] optimized at the xB97X-V/aug-cc-pVTZ level.

Value Error Value Error

Molecule Parameter SG-2 (75,302) Pruning[b] Grid[c] SG-3 (99,590) Pruning[b] Grid[c]

H2 r(HH) 0.74345 0.74349 0.00004 20.00027 0.74346 0.74349 0.00003 20.00027

Li2 r(LiLi) 2.50461 2.50482 0.00021 0.00348 2.50478 2.50481 0.00004 0.00349

N2 r(NN) 1.09124 1.09128 0.00004 20.00001 1.09127 1.09128 0.00001 20.00001

O2 r(OO) 1.19746 1.19738 20.00008 0.00002 1.19740 1.19739 20.00002 0.00001

F2 r(FF) 1.37940 1.37957 0.00017 0.00002 1.37948 1.37957 0.00009 0.00002

Si2 r(SiSi) 2.23042 2.23123 0.00081 0.00003 2.23110 2.23126 0.00016 0.00000

P2 r(PP) 1.88464 1.88563 20.00001 20.01618 1.86971 1.86958 20.00013 20.00013

S2 r(SS) 1.88586 1.88563 20.00023 0.00001 1.88586 1.88563 20.00023 0.00001

Cl2 r(ClCl) 1.98787 1.98954 0.00167 20.00039 1.98871 1.98913 0.00042 0.00002

SiH2

r(SiH) 1.52246 1.52249 0.00003 0.00001 1.52246 1.52249 0.00003 0.00001

/(HSiH) 91.90527 91.91032 0.00505 0.00471 91.91273 91.91387 0.00114 0.00116

CH3OH

r(CHa) 1.09031 1.09031 0.00000 0.00000 1.09030 1.09031 0.00001 0.00000

r(CHb) 1.09605 1.09603 20.00002 0.00000 1.09603 1.09604 0.00001 20.00001

r(OH) 0.95935 0.95936 0.00001 0.00000 0.95935 0.95936 0.00001 0.00000

/(OCHa) 106.84777 106.84498 20.00279 0.00065 106.84325 106.84680 0.00355 20.00117

/(COH) 108.68299 108.70626 0.02327 20.00477 108.69277 108.70479 0.01202 20.00330

/(HbCHb) 109.08834 109.08496 20.00338 20.00001 109.08843 109.08436 20.00407 0.00059

r(CO) 1.42039 1.42032 20.00007 0.00001 1.42032 1.42031 20.00001 0.00002

HCO

r(CO) 1.17291 1.17291 0.00000 20.00001 1.17291 1.17291 0.00000 20.00001

r(OH) 1.12245 1.12249 0.00004 20.00001 1.12246 1.12248 0.00002 0.00000

/(OCH) 124.45806 124.45123 20.00683 0.00162 124.45142 124.45119 20.00023 0.00166

NH2NH2

r(NN) 1.42695 1.42690 20.00005 0.00002 1.42690 1.42689 20.00001 0.00003

r(NHa) 1.01103 1.01104 0.00001 0.00000 1.01103 1.01104 0.00001 0.00000

r(NHb) 1.01399 1.01399 0.00000 0.00000 1.01400 1.01399 20.00001 0.00000

/(NNHb) 112.20262 112.20249 20.00013 20.00270 112.20267 112.20249 20.00018 20.00270

/(NNHa) 108.00723 108.01348 0.00625 20.00219 108.01463 108.01557 0.00094 20.00428

[a] Bond lengths in Ångstroms and bond angles in degrees. [b] Difference between pruned and unpruned results. [c] Difference with respect to a

(250,974) grid.
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direction but polarized vertically along the z axis. Then b2
HRS is

defined in an ensemble-averaged way as[38]

hb2
HRSi5hb2

zzzi1hb2
zxxi ; (10)

where bzzz and bzxx are elements of the b tensor. The RDR is

defined as

RDR5hb2
zzzi=hb2

zxxi : (11)

Evaluation of b requires functional derivatives d3Exc=dq3 that

are not yet available in Q-CHEM for many of the latest meta-

GGA functionals. As such, we will compute hyperpolarizabilities

using a finite-field approach,[39] with values of the electric field

perturbation that range in magnitude from 0.0005 to 0.0065

Table 5. Harmonic vibrational frequencies (m, in cm21), and differences (Dm) engendered by pruning and grid errors.

M11/aug-cc-pVTZ xB97X-V/aug-cc-pVTZ

(75,302) Grid (99,590) Grid (75,302) Grid (99,590) Grid

Error, Dm Error, Dm Error, Dm Error, Dm

Molecule m Pruning[a] Grid[b] m Pruning[a] Grid[b] m Pruning[a] Grid[b] m Pruning[a] Grid[b]

BH3 1139.02 3.10 20.66 1138.44 6.44 20.08 1154.92 0.05 20.13 1154.79 0.05 0.00

1183.03 1.64 3.30 1183.22 7.07 3.11 1206.78 0.18 0.05 1206.79 0.05 0.04

1183.85 1.37 2.52 1183.54 9.65 2.83 1206.79 0.19 0.04 1206.80 0.04 0.03

2518.69 222.57 224.33 2497.31 212.68 22.95 2565.72 20.86 20.69 2565.01 0.00 0.02

2662.36 223.45 223.75 2641.35 214.89 22.74 2697.00 20.82 20.66 2696.32 0.01 0.02

2662.68 223.14 224.06 2641.43 212.94 22.81 2697.01 20.83 20.67 2696.32 0.01 0.02

Cl2 574.49 3.44 16.35 594.88 20.44 24.04 590.40 0.93 1.28 592.25 1.40 20.57

CO2 692.13 20.06 21.35 692.14 20.19 21.36 685.72 0.17 0.11 685.75 0.06 0.08

692.13 20.06 21.34 692.14 20.18 21.35 685.72 0.18 0.11 685.75 0.07 0.08

1399.57 1.19 1.02 1400.02 0.75 0.57 1390.80 0.02 20.03 1390.77 0.01 0.00

2429.55 1.90 1.38 2429.71 1.63 1.22 2423.97 0.02 20.04 2423.93 20.01 0.00

F2 1123.33 1.25 0.86 1124.41 1.54 20.22 1112.97 2.02 20.14 1112.61 1.47 0.22

NH2NH2 469.60 20.82 24.59 454.76 22.34 10.25 442.41 0.61 22.15 440.17 0.33 0.09

796.65 21.51 29.59 785.34 1.97 1.72 831.07 0.39 20.75 830.20 0.23 0.12

938.55 20.63 28.32 926.15 2.37 4.08 975.89 0.27 20.69 975.11 0.23 0.09

1147.46 22.38 22.63 1145.37 23.23 20.54 1139.85 20.18 20.10 1139.74 20.05 0.01

1291.32 20.59 0.75 1293.50 20.99 21.43 1308.50 0.03 20.35 1308.16 20.02 20.01

1320.49 20.27 23.29 1317.07 20.48 0.13 1336.09 0.25 0.16 1336.18 0.07 0.07

1662.88 1.40 1.18 1664.00 5.98 0.06 1681.88 20.02 0.05 1681.91 20.01 0.02

1673.30 1.08 2.34 1675.35 5.62 0.29 1695.26 0.05 20.20 1695.12 20.01 20.06

3527.52 26.51 22.94 3525.38 23.28 20.80 3511.68 20.66 20.42 3511.14 0.04 0.12

3531.07 26.83 23.39 3528.43 22.11 20.75 3519.64 20.66 20.44 3519.09 0.05 0.11

3627.25 28.07 24.07 3623.38 21.98 20.20 3608.97 20.74 20.56 3608.34 0.05 0.07

3630.84 28.77 24.59 3626.36 22.26 20.11 3612.82 20.74 20.58 3612.19 0.05 0.05

H2O2 374.47 225.57 10.29 390.40 218.43 25.64 389.76 21.44 2.50 392.73 21.70 20.47

1032.02 21.80 0.95 1033.01 20.31 20.04 1023.96 0.07 0.02 1024.03 20.04 20.05

1342.32 23.96 11.16 1349.18 22.68 4.30 1356.23 20.40 20.67 1355.77 20.25 20.21

1450.09 2.41 10.65 1461.89 22.34 21.15 1461.98 0.32 20.45 1461.68 0.17 20.15

3817.11 23.50 23.00 3813.15 22.26 0.96 3813.21 1.42 0.43 3814.04 20.20 20.40

3818.53 23.57 22.98 3814.38 22.16 1.17 3814.48 1.44 0.42 3815.30 20.21 20.40

H2 4365.49 3.93 20.26 4365.16 34.98 0.07 4439.50 0.26 0.00 4439.50 0.12 0.00

H2S 1242.21 22.34 252.19 1199.22 21.98 29.20 1214.72 1.60 1.82 1216.91 20.08 20.37

2744.09 26.23 211.17 2735.77 22.33 22.85 2758.87 1.13 1.07 2759.43 0.54 0.51

2753.42 26.03 211.88 2743.98 22.15 22.44 2771.13 1.16 1.25 2772.03 0.48 0.35

HCCH 729.95 12.00 213.34 716.04 26.56 0.57 707.09 0.49 0.92 707.79 0.20 0.22

729.95 12.03 213.32 716.05 26.56 0.58 707.12 0.49 0.93 707.82 0.20 0.23

786.14 12.78 213.82 771.70 29.04 0.62 785.86 0.53 1.00 786.61 0.16 0.25

786.15 12.78 213.83 771.70 29.04 0.62 785.88 0.52 0.99 786.62 0.17 0.25

2107.86 29.09 210.09 2097.85 1.32 20.08 2096.08 0.08 0.00 2096.13 20.06 20.05

3402.90 22.28 24.89 3399.11 11.12 21.10 3414.70 20.03 20.21 3414.55 0.07 20.06

3521.34 23.57 25.91 3516.44 10.54 21.01 3525.27 20.02 20.19 3525.14 0.07 20.06

N2 2531.94 23.04 25.25 2526.92 0.08 20.23 2488.13 20.13 20.24 2487.96 20.05 20.07

O2 1747.16 25.66 26.32 1741.68 20.61 20.84 1710.61 0.34 0.44 1711.03 0.11 0.02

PH2 1138.74 20.52 222.07 1118.90 20.19 22.23 1132.78 2.06 0.81 1133.28 20.03 0.31

2402.88 8.47 2.11 2405.99 2.76 21.00 2428.81 0.66 0.82 2429.59 0.02 0.04

2413.41 9.74 0.07 2414.64 2.98 21.16 2437.18 0.05 0.53 2437.64 0.07 0.07

S2 739.75 14.34 24.66 761.02 2.70 3.39 778.87 0.28 20.82 778.30 20.62 20.25

SiH2 1001.53 26.93 11.40 1000.86 21.06 12.07 1033.14 2.57 21.98 1031.37 0.04 20.21

2041.33 32.47 29.17 2069.91 20.35 0.59 2086.39 0.64 20.27 2086.40 20.01 20.28

2048.06 30.40 27.33 2073.73 20.17 1.66 2086.71 0.65 20.37 2086.66 20.07 20.32

MUD[c] 7.15 9.39 6.43 1.97 0.60 0.70 0.20 0.12

[a] Difference between pruned and unpruned results. [b] Difference with respect to a (250,974) grid. [c] Mean unsigned deviation.
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a.u. If the field strength is too high, terms beyond b contribute

to the polarization, whereas if the field strength is too low

then the result can be overwhelmed by numerical noise. Tests

at the CCSD/aTZ level, where analytic expressions for the

higher order derivatives are available in our code,[40] suggest

that a finite-field calculation of hb2
HRSi differs from the analytic

result by about 0.09 a.u. for CH3CN, while for the RDR the

finite-field error is about 0.04 a.u. This establishes the level of

accuracy that can be expected in finite-field calculations of

these quantities.

We computed bHRS and the depolarization ratio for the mol-

ecules CH3CN, CH3Cl, and CCl4, which have been used in previ-

ous benchmark studies of DFT non-linear optical properties.[38]

Results are reported in Table 8. At the xB97X-V/aTZ level,

both the grid and the pruning errors are tiny, amounting to

no more than 0.03 a.u. (SG-2) or 0.01 a.u. (SG-3) for bHRS. Simi-

lar pruning errors are encountered at the xB97M-V/aTZ level.

These deviations are well within the accuracy of the finite-field

approach that was quoted above, thus the pruning and grid

errors in these properties seems insignificant.

Pruning errors are larger at the M06-2X/aTZ level, amount-

ing to 0.15 a.u. in bHRS and 0.05–0.07 a.u. in the RDR. While

this is larger than the anticipated finite-field error, we choose

not to modify the pruned grids in an attempt to reduce these

errors, because to do so might dramatically increase the cost

to integrate better-behaved exchange-correlation functionals

such as xB97X-V and xB97M-V. For SG-3 at least, grid error

with respect to (250,974) results is comparable to the finite-

field error in the case of M06-2X.

Non-covalent interaction energies

Non-covalent interactions are known to converge slowly with

respect to the quality of the integration grid,[7,8,10–12,15] because

such interactions are associated with regions of space where the

density itself is small but the density gradient is large.[20] Spuri-

ous oscillations in potential energy curves, such as those dem-

onstrated for Ar2 in Figure 1, have been reported for other rare-

gas dimers and for benzene dimer.[7,8] In Figures 3 and 4 we plot

potential energy curves for the p-stacked “sandwich” isomer of

ðC6H6Þ2 along the face-to-face distance coordinate, computed

using four different density functionals, the 6-31111G(3df,3pd)

basis set, and various integration grids. The four functionals

selected here were chosen because each performs reasonably

well for non-covalent interaction energies.[10,12,13,41,42] M06-2X,

in particular, has been characterized as “perhaps the most

broadly useful hybrid Minnesota functional” (along with MN15)

in a recent benchmark study.[12]

Unsurprisingly—but important to document, nonetheless—

severe problems arise when M06-2X is used in conjunction

with the SG-0 and SG-1 integration grids. As shown in Fig. S1

of the Supporting Information, these problems manifest in the

form of multiple local minima with not-insignificant well

depths. These oscillations are significantly smaller, although

not altogether absent, when M06-2X is used in conjunction

with the (75,302) grid (Fig. 3). The (95,590) results are nearly

identical to the non-oscillatory (250,974) results, save for one

very small oscillation evident between 4.0 and 4.2 Å. Given

that the unpruned “parent” grids exhibit oscillations for M06-

2X, it is a foregone conclusion that their pruned versions will

as well, although SG-2 and SG-3 certainly perform far better

than SG-0 or SG-1. Even in light of this example, we choose

not to be any more conservative in the pruning procedure,

and must therefore concede that only the very dense

(250,974) integration grid affords a potential energy curve that

is qualitatively correct at the M06-2X/6-31111G(3df,3pd) level,

although the (99,590) grid comes close.

This is not true for ðC6H6Þ2 potential curves computed using

xB97X-D, xB97M-V, and xB97X-V, as shown in Figure 4. Two

very slight inflection points between 4.0 and 4.4 Å can be

observed when using the (75,302) integration grids, but other-

wise there are no oscillations in these potential curves. With

Table 6. Harmonic vibrational frequencies for ethynyl radical.

Frequency[a] (cm21)

Method[b] Grid Mode 1 Mode 2 Mode 3 Mode 4

xB97X-D SG-0 743.62 744.20 2104.92 3460.39

SG-1 590.98 591.08 2104.79 3469.05

SG-2 470.89 472.60 2107.55 3475.40

SG-3 474.46 476.51 2110.19 3471.22

(75,302) 478.07 479.11 2108.84 3468.66

(99,590) 484.86 484.96 2109.76 3470.42

(250,974) 484.92 485.01 2110.64 3471.53

xB97X-V SG-0 516.85 517.09 2119.40 3471.71

SG-1 509.04 509.14 2113.53 3464.41

SG-2 501.74 501.84 2119.96 3466.66

SG-3 502.79 502.90 2119.89 3466.66

(75,302) 500.86 500.97 2119.84 3466.68

(99,590) 502.19 502.29 2119.98 3466.71

(250,974) 502.67 502.78 2119.91 3466.66

xB97M-V SG-0 463.13 463.22 2114.22 3471.54

SG-1 484.71 484.78 2113.76 3466.55

SG-2 487.81 487.89 2115.23 3472.89

SG-3 486.40 486.47 2115.09 3472.28

(75,302) 488.15 488.22 2114.81 3474.51

(99,590) 489.06 489.13 2114.96 3473.19

(250,974) 489.41 481.49 2115.08 3473.10

M05-2X SG-0 520.05 520.09 2148.42 3485.71

SG-1 509.28 509.39 2154.93 3624.28

SG-2 431.69 431.84 2132.98 3505.39

SG-3 410.15 410.31 2130.90 3509.10

(75,302) 430.74 430.93 2137.00 3513.10

(99,590) 400.74 400.94 2131.21 3506.02

(250,974) 400.42 402.51 2131.75 3505.47

M06-HF SG-0 957.99i 279.53 2160.85 3259.15

SG-1 907.38i 895.84i 2238.15 3748.52

SG-2 667.01 667.06 2182.00 3506.99

SG-3 664.04 664.21 2179.47 3512.82

(75,302) 656.01 656.06 2195.36 3509.63

(99,590) 650.64 650.81 2095.05 3466.47

(250,974) 633.64 633.89 2178.13 3498.22

M11 SG-0 903.91 903.93 2148.81 3506.92

SG-1 553.54 553.58 2134.35 3565.25

SG-2 624.32 624.36 2121.08 3467.21

SG-3 595.48 595.52 2119.93 3464.24

(75,302) 585.71 585.75 2127.09 3457.09

(99,590) 566.09 566.13 2119.17 3452.83

(250,974) 565.90 565.95 2118.96 3451.70

[a] Imaginary frequencies are highlighted in boldface font. [b] Using the

aug-cc-pVTZ basis set.
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the exception of the SG-2 grid for xB97M-V, where the interac-

tion energy differs from the (75,302) result by about 0.1 kcal/

mol in the vicinity of the minimum, the potential curves for

the pruned grids tracked the unpruned ones quite closely. SG-

3 potential energy curves are converged with respect to

(250,974) benchmarks. Given other numerical and basis-set-

dependence problems with Minnesota functionals docu-

mented here and elsewhere,[15] we are content to achieve

such good performance with B97-based functionals, despite

the problems for M06-2X.

The benzene and argon dimer examples demonstrate that

non-covalent interactions place especially stringent demands

on the integration grid, when full potential energy curves are

desired. At the same time, it is useful to know how various

grids perform for intermolecular interaction energies comput-

ed at a decent approximation of the minimum-energy geome-

try. To investigate this, we computed interaction energies for

the S66 set of non-covalent dimers[43] using the M06-2X/,

xB97X-V/, and xB97M-V/aTZ methods. Grid errors and pruning

errors for all 66 complexes and all three methods, using both

SG-2 and SG-3, appear in Tables S7–S9 in the Supporting Infor-

mation. The MUD for the grid error is � 0:02 kcal/mol for all

three methods, and even for M06-2X where the pruning errors

are largest, the MUD for pruning is 0.11 kcal/mol for SG-2 and

0.03 kcal/mol for SG-3. The maximum pruning error for this

functional is 0.9 kcal/mol for SG-2 and 0.3 kcal/mol for SG-3.

Even for M06-2X and xB97M-V, where SG-2 potential curves

for benzene dimer are clearly not converged to the dense-grid

Table 7. Errors in harmonic vibrational frequencies for ethynyl radical.

Pruning Error[a] (cm21) Grid Error[b] (cm21)

Method[c] Grid Mode 2 Mode 3 Mode 4 Mode 2 Mode 3 Mode 4

xB97X-D SG-0 2171.45 4.03 12.28 287.25 1.74 21.14

SG-1 2119.27 20.83 25.29 12.59 25.02 2.81

SG-2 26.51 21.29 6.74 5.90 1.80 2.87

SG-3 28.54 0.43 0.80 0.06 0.88 1.11

xB97X-V SG-0 20.14 3.40 22.78 214.04 22.90 22.27

SG-1 23.03 6.17 20.61 9.39 0.19 21.64

SG-2 0.87 0.12 20.02 1.81 0.07 20.02

SG-3 0.61 20.09 20.05 0.49 20.07 20.05

xB97M-V SG-0 33.97 210.82 2.27 27.7 11.68 20.71

SG-1 0.14 0.04 0.37 4.57 1.28 6.18

SG-2 0.33 20.42 1.62 1.27 0.27 21.41

SG-3 2.66 20.13 0.91 0.36 0.12 20.09

M05-2X SG-0 2322.37 220.12 248.10 202.74 3.31 67.85

SG-1 258.79 21.05 25.19 165.67 24.23 124.00

SG-2 0.91 24.02 27.71 228.42 25.25 27.63

SG-3 29.37 21.77 23.08 20.32 0.54 20.55

M11 SG-0 2415.88 220.37 269.62 77.87 22.24 18.90

SG-1 25.42 21.69 5.99 237.79 17.08 107.56

SG-2 38.61 26.01 10.12 219.80 28.13 25.39

SG-3 29.39 0.76 11.43 20.18 20.21 21.13

[a] Difference between pruned and results. [b] Difference with respect to a (250,974) grid. [c] Using the aug-cc-pVTZ basis set.

Table 8. Hyperpolarizability-derived quantities bHRS and the Raman depo-

larization ratio (RDR), both in atomic units.[a]

CH3CN CH3Cl CCl4

Functional Grid bHRS RDR bHRS RDR bHRS RDR

SG-2 10.25 3.49 8.91 1.52 5.45 1.50

(75,302) 10.12 3.42 8.88 1.50 5.41 1.50

M06-2X SG-3 9.89 3.26 8.51 1.49 5.36 1.50

(99,590) 9.81 3.21 8.64 1.52 5.28 1.50

(250,974) 9.79 3.20 8.61 1.50 5.22 1.50

SG-2 16.64 5.42 17.23 1.50 16.87 1.50

(75,302) 16.61 5.41 17.21 1.50 16.85 1.50

xB97X-V SG-3 16.61 5.41 17.22 1.50 16.85 1.50

(99,590) 16.61 5.41 17.22 1.50 16.84 1.50

(250,974) 16.61 5.41 17.22 1.50 16.83 1.50

SG-2 14.24 4.87 15.04 1.51 12.46 1.50

(75,302) 14.26 4.82 15.07 1.50 12.50 1.50

xB97M-V SG-3 14.26 4.81 15.06 1.50 12.49 1.50

(99,590) 14.28 4.81 15.08 1.50 12.51 1.50

(250,974) 14.28 4.81 15.08 1.50 12.52 1.50

[a] All calculations performed using the aug-cc-pVTZ basis set.

Figure 3. Potential energy curves for the “sandwich” isomer of ðC6H6Þ2
along the face-to-face distance coordinate computed at the M06-2X/6-

31111G(3df,3pd) level using various integration grids. [Color figure can be

viewed at wileyonlinelibrary.com]
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limit, errors in the SG-2 interaction energies are small, e.g.,

about 4% near the minimum, in the case of xB97M-V. This,

combined with results for S66 suggests that SG-2 may be suffi-

cient for non-covalent interaction energies. However, full

potential energy curves for Ar2 and for ðC6H6Þ2 obtained using

Minnesota functionals caution against being too cavalier with

the integration grids that are used in these cases. A reasonable

geometry must first be located, which might be problematic

for Ar2 using M06-2X with anything short of the (250,974) inte-

gration grid. Overall, the pruning procedure for SG-2 and SG-3

seems quite faithful for non-covalent interaction energies

where geometries are available, although oscillations in poten-

tial energy curves for the Minnesota functionals could make

geometry optimization challenging in some cases.

Figure 4. Potential energy curves for the “sandwich” isomer of ðC6H6Þ2 along

the face-to-face distance coordinate, using (a) xB97X-D, (b) xB97X-V, and (c)

xB97M-V. The 6-31111G(3df,3pd) basis set is used in each case. Benchmark

(250,974) results are indistinguishable from (99,590) results, so the latter are

omitted. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 5. Timings for M06-2X/6-31G* calculations on three non-covalent

complexes: benzene dimer, with 204 basis functions; coronene dimer, with

768 basis functions; and a complex of circumcoronene with a guanine–

cytosine (GC) base pair, having 1151 basis functions. Shown are: (a) the

average time per SCF iteration needed to evaluate the exchange-

correlation energy [eq. (1)], (b) the total time required to evaluate the SCF

energy, and (c) the total time required to evaluate the SCF energy gradient.

All calculations were performed on a single processor. [Color figure can be

viewed at wileyonlinelibrary.com]
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Rotational invariance

Strictly speaking, the numerical integration step need not

afford energies that are invariant with respect to rigid rotation

of the entire molecule, although any violation of rotational

invariance should become numerically insignificant in the limit

of a sufficiently dense integration grid. To check whether the

pruning procedure has exacerbated violations of rotational

invariance, we recomputed the isomerization energies for sev-

eral of the reactions in Figure 2 following several different

overall rigid rotations of both the reactant and product spe-

cies. Results in Table S10 in the Supporting Information dem-

onstrate that these rotations change isomerization energies by

at most 0.01 kcal/mol (and usually less), such that rotational

invariance is preserved to high accuracy using SG-2 and SG-3.

Timings

Finally, we compare timings for the pruned versus unpruned grids,

using as examples several non-covalent complexes from Ref. 44.

Timing data for M06-2X/6-31G* calculations on a single processor

are shown in Figure 5. A twofold speedup is realized in the

exchange–correlation quadrature time for both SG-2 and SG-3, rel-

ative to the corresponding unpruned grids, in systems ranging in

size from ðC6H6Þ2 up to (circumcoronene)� � �(guanine)� � �(cytosine).

The total time required to evaluate the SCF energy also decreases

on pruning, by factors ranging from 1.5 to 2.0, which in part shows

that pruning does not lead to an increase in the number of SCF

cycles required to reach convergence. Derivatives of Hartree-Fock

exchange integrals for M06-2X become a significant bottleneck in

evaluating the analytic energy gradient, which explains why the

speedups in the gradient (see Fig. 5c) are not as significant as

those obtained for the SCF energy.

Given that M06-2X contains Hartree-Fock exchange, evalua-

tion of which becomes the most expensive step in building

the Fock matrix for large systems, the speedups engendered

by these new grids should be even more pronounced when

using a functional that does not contain Hartree-Fock

exchange. Indeed, the situation changes dramatically when

using the non-hybrid meta-GGA functional B97M-V,[19] as

shown in timing data for ðC6H6Þ2 in Figure 6. We continue to

obtain a twofold speed-up in the exchange-correlation quadra-

ture and a factor of 1.5–2.0 speedup in the total SCF time, but

the speedup in the gradient evaluation is significantly larger as

compared to M06-2X, amounting to a factor of 1.25 for SG-2

and 1.55 for SG-3.

Conclusions

We have introduced standard DFT integration grids of medium

and high quality, based on pruned versions of ðNr;NXÞ5ð75;

302Þ and (99,590) integration grids, with a double-exponential

quadrature for the radial part and Lebedev quadrature for the

angular part. These grids extend the SG-0, SG-1, . . . sequence

into a regime that is suitable for integrating modern meta-

GGA functionals. Equally importantly, they do so in a way that

can easily be made reproducible across electronic structure

codes, as the grid points are fully specified in this work. The

SG-2 grid contains only about one-third as many points per

atom as its parent (75,302) grid, while SG-3 removes an even

greater fraction of the grid points as compared to its parent

(99,590) grid. This yields significant cost savings, amounting to

about a twofold speed up for the exchange-correlation part

quadrature step, and a speedup of 1.5–2.0 in the total SCF

time for systems ranging in size from 200 to 1150 basis func-

tions. At the same time, the loss in accuracy (with respect to

the unpruned parent grids) is minimal, and has been charac-

terized here via calculations of atomization energies, optimized

geometries, isomerization energies, vibrational frequencies,

hyperpolarizabilities, and non-covalent interaction energies. In

each case, the pruning error is much smaller than the preci-

sion needed to make chemically-informative statements about

the quantities in question.

Based on our experience, we recommend use of the SG-3

grid for the particularly-sensitive Minnesota functionals, and

also for functionals that contain B95. The SG-2 grid seems to

suffice for most other meta-GGAs and for B97-based function-

als, whose exchange enhancement factors are challenging to

integrate. For other GGA functionals, SG-1 is adequate. A cave-

at to these recommendations is warranted, however, in the

case of non-covalent interactions. For non-covalent interaction

energies computed at known, minimum-energy geometries,

the recommended grids engender negligible error, in most

cases, as compared to our benchmark (250,974) grid, but

potential energy curves may still exhibit spurious oscillations,

especially for Minnesota functionals. This means that grids

denser than our recommendations may be necessary for

geometry optimizations and vibrational frequency calculations

involving non-bonded interactions.
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