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ABSTRACT: Many schemes for decomposing quantum-
chemical calculations of intermolecular interaction energies
into physically meaningful components can be found in the
literature, but the definition of the charge-transfer (CT)
contribution has proven particularly vexing to define in a
satisfactory way and typically depends strongly on the choice
of basis set. This is problematic, especially in cases of dative
bonding and for open-shell complexes involving cation
radicals, for which one might expect significant CT. Here,
we analyze CT interactions predicted by several popular
energy decomposition analyses and ultimately recommend the
definition afforded by constrained density functional theory (cDFT), as it is scarcely dependent on basis set and provides results
that are in accord with chemical intuition in simple cases, and in quantitative agreement with experimental estimates of the CT
energy, where available. For open-shell complexes, the cDFT approach affords CT energies that are in line with trends expected
based on ionization potentials and electron affinities whereas some other definitions afford unreasonably large CT energies in
large-gap systems, which are sometimes artificially offset by underestimation of van der Waals interactions by density functional
theory. Our recommended energy decomposition analysis is a composite approach, in which cDFT is used to define the CT
component of the interaction energy and symmetry-adapted perturbation theory (SAPT) defines the electrostatic, polarization,
Pauli repulsion, and van der Waals contributions. SAPT/cDFT provides a stable and physically motivated energy decomposition
that, when combined with a new implementation of open-shell SAPT, can be applied to supramolecular complexes involving
molecules, ions, and/or radicals.

I. INTRODUCTION

As compared to closed-shell complexes, noncovalent inter-
actions are less well understood in molecule−radical and
radical−radical complexes, and in open-shell cases one might
expect charge-transfer (CT) effects to be significant. Open-shell
hydrogen bonds in radical complexes regulate electron-transfer
processes in many enzymes,1 wherein the half-filled orbital acts
as a hydrogen-atom acceptor, forming a single-electron
hydrogen bond.2 Stabilization of this bond is thought to
depend significantly upon electron transfer from the half-filled
orbital into the σ* orbital of the H-bond donor,3 and the
strength of the single-electron H-bond can be controlled via
substituents added to either the donor or the acceptor.
Protonation of the donor, e.g., H3C

•···H3O
+ rather than

H3C
•···H2O, can significantly increase single-electron H-bond

strength. This can be explained in terms of the reduced distance
between donor and acceptor as well as a lowering of the σ*
energy, both of which make H-bonding CT interactions more
favorable.4 Variations in the strength of molecule−radical
interactions can significantly influence both the rate and
outcome of chemical reactions,5 e.g., by reducing the reactivity
of the radical, resulting in high product selectivity6 for
enantioselective organocatalysis.7,8

Despite the presumed importance of CT interactions in
noncovalent complexes, direct experimental measurements of
the magnitude of the CT contribution to the interaction energy
are scarce. For closed-shell, binary gas-phase complexes
involving H2O, there are a few high-resolution molecular-
beam scattering experiments that, in conjunction with charge-
displacement analysis9 and back-corrected intermolecular
interaction potentials, have been used to obtain experimental
values for the absolute magnitude of the CT interaction
energy.10−12 CT energies extracted from these experiments are
approximately proportional to the amount of charge that is
transferred, averaged over all orientations of the two
monomers,10−12 which is seen also in some theoretical
analyses.13,14 Stereospecific CT energies are very difficult to
estimate from experiment;10−12 thus a reliable CT interaction
energy from theoretical calculations would be quite useful, but
this has proven problematic.
Good electronic structure calculations can provide accurate

values for the total noncovalent interaction energy between
small- to medium-sized molecules, or between fragments of
larger molecules.15−19 What is often desired, however, is a
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partition of the interaction energy into physically meaningful
components, such as electrostatic interactions, Pauli (or
“exchange”) repulsion, induction (also know as polarization),
dispersion (the London or van der Waals interaction), and CT.
Such a partition may aid in predicting how a certain chemical
modification will alter the interaction energy, but unfortunately
any such partition comes with some degree of arbitrariness.
This has given rise to quite a number of energy decomposition
analysis (EDA) methods;13,20−35 see refs 36 and 37 for recent
reviews.
This work is focused specifically on intermolecular

interactions, and for such cases an EDA that we find particularly
attractive is symmetry-adapted perturbation theory
(SAPT).38−41 This approach computes the interaction energy
ΔEAB of the A···B dimer system directly, via perturbation
theory, rather than by energy difference (ΔEAB = EAB − EA −
EB), and is therefore free of the artifactual basis-set super-
position error (BSSE) that ordinarily leads to dramatic
overestimation of ΔEAB except when very large basis sets (or
counterpoise correction) are employed.42−44 The structure of
the perturbation series provides a natural decomposition of the
interaction energy into electrostatic, exchange (or Pauli)
repulsion, induction, and dispersion energy components, each
with a well-defined basis-set limit,39 and SAPT-EDA is
increasingly being used as a means to parametrize physically
motivated classical force fields.45,46

Unfortunately, the CT contribution is not separated in this
decomposition but rather is subsumed within the induction
term, for reasons that are illustrated schematically in Figure 1.
When the basis set is small, there is a clear distinction between
excitations (perturbations) that represent polarization originat-

ing in the presence of the other monomer, versus those that
should be categorized as intermonomer CT, but this distinction
disappears as the unoccupied orbitals centered on one
monomer begin to overlap significantly with those centered
on the other monomer. For this reason, attempts to isolate the
CT energy in SAPT tend to be strongly basis-set depend-
ent,39,47 and it can be argued that within this framework the CT
energy should vanish in the limit of a complete basis set.47

Attempts to define the CT energy with various other EDAs that
are based on self-consistent field (SCF) calculations face similar
difficulties,29,48 since molecular orbitals (MOs) on one
monomer will inevitably spread to the other as the quality of
the basis set improves. Although all of the calculations reported
here employ atom-centered Gaussian basis functions, note that
the ambiguity outlined in Figure 1 is a problem with molecular
(rather than atomic) orbitals, and thus persists in plane-wave or
even grid-based SCF calculations.
For these reasons, there is need for a simple and reliable

EDA for intermolecular interactions that includes a well-defined
CT contribution, as an interpretative tool for noncovalent
chemistry. Ideally, such an EDA should afford CT energies that
correlate with chemical intuition in obvious cases. For example,
the CT energy should decrease as a function of intermolecular
separation. As suggested and demonstrated in previous
computational studies of alkyl and aryl radicals,49 CT energies
should correlate linearly with (IE − EA)−1, where IE is the
ionization energy of the donor species and EA is the electron
affinity of the acceptor. Finally, the CT energy should not
depend strongly on the choice of basis set, at least for medium-
to high-quality basis sets.
Constrained DFT50 (cDFT) has recently been suggested as a

means to sidestep the strong basis-set dependence inherent to
most orbital-based definitions of CT.51,52 In this approach, one
computes a “CT-free” reference electron density by carrying
out a variational DFT calculation on a supramolecular complex
but with a constraint that requires each monomer density
integrate to an integer number of electrons. The difference
between the cDFT energy and that of an unconstrained DFT
calculation affords a means to quantify the energy-lowering
associated with electron flow upon assemblage of the complex
from its constituent monomers.51,52 This definition of CT
depends on densities but not orbitals and is therefore only
weakly dependent on the choice of basis set.52

In the present work, we combine this cDFT-based definition
of CT with SAPT-EDA for the remaining energy components,
using a new, open-shell implementation of SAPT.53 As noted
above, some or all of the CT energy in SAPT-EDA (tending
toward “all” in the complete-basis limit) is contained in the
term that is nominally labeled “induction”. We use cDFT to
separate out the CT energy, leaving the rest as the “true”
induction energy. We will demonstrate that the combined
SAPT/cDFT-EDA has several chemically desirable features. It
reproduces the anticipated trend down the group I alkali
cations for both M+···H2O and M+···C6H6 complexes; affords
good correlation between the CT energy and the inverse gap,
(IE − EA)−1, in open-shell complexes; and is in reasonable
agreement with CT energies extracted from molecular-beam
experiments, in a few cases where such data are available. In
addition, the use of SAPT allows for a well-defined separation
of the dispersion energy from the other energy components,
whereas this separation is more problematic in DFT-based
EDAs. (This separability is also useful in SAPT, since second-
order dispersion is notoriously inaccurate but can be replaced

Figure 1. Schematic illustration of why the distinction between the CT
and induction energies in SAPT depends strongly on basis set. In
panels a and b, the basis set is small and therefore most orbitals are
relatively localized around one monomer or the other. (a) An
excitation from an occupied MO (in blue) that is centered on
monomer A to a virtual MO (in green and orange) that is also
centered on A either creates or enhances a dipole moment on
monomer A, whose formation is driven by the perturbing influence of
monomer B. This is the epitome of induction. (b) A CT interaction, in
contrast, involves excitation from an occupied MO on monomer A to a
virtual orbital associated with monomer B (as shown here), or vice
versa. (c) In a larger basis set, where the virtual orbitals on one
monomer extend into close proximity with the virtual orbitals on the
other monomer, the distinction between induction and CT excitations
becomes ambiguous, as it could be argued that even the nominally
induction-type excitation depicted in panel c possesses some CT
character.
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by improved treatments of this term alone.19,40,41,54,55) Most
notably, the CT energy in SAPT/cDFT-EDA is only weakly
dependent on basis set, which cannot be said for most orbital-
based EDAs, including SAPT without the additional cDFT
step. Finally, the orbital-based SAPT parts of our proposed
EDA are free of BSSE without the need for counterpoise
correction. As such, we consider that this approach affords
meaningful and robust definitions for all of the various
components of the intermolecular interaction energy and thus
may be very useful for providing a theoretical basis for the
“chemical intuition” of noncovalent interactions.

II. THEORY

IIA. ALMO-EDA. A popular form of EDA in recent years is
one developed originally by Mo, Gao, and co-workers,26,27 who
called it the “block-localized wave function EDA” (BLW-EDA),
and which is equivalent to the “absolutely-localized MO”
(ALMO) version of EDA that has been further developed and
popularized by Head-Gordon and co-workers.13,29,30,56,57 We
use the term ALMO-EDA here, where “ALMO” indicates that
the MOs on a given monomer are constrained to be formed
from linear combinations of Gaussian basis functions centered
on the same monomer, hence “absolutely localized”. This offers
certain advantages relative to some other EDAs, as it allows for
a fully self-consistent and variational treatment of polarization,
with a well-defined separation between polarization and CT.
Although versions of ALMO-EDA based on correlated wave
functions have been developed recently,58,59 we confine
ourselves to the DFT-based version, which is the most well-
established and the most affordable.
Both BLW-EDA and the original version of ALMO-EDA

exhibit strong basis-set dependence in both the polarization and
CT components of the interaction energy,48,56 as will be
documented here. Very recently, “fragment electric field
response functions” (FERFs) have been introduced as a
novel fragment-blocked basis that attempts to overcome
sensitivity to basis set. Initial results suggest that the use of
FERFs permits stable (and nontrivial) basis-set limits for the
polarization and CT energies, with the use of dipole and
quadrupole functions being recommended,56 though this
choice is not unique. In this work, we employ the original
version of ALMO-EDA.29

The interaction energy in ALMO-EDA is partitioned
according to29

Δ = Δ + Δ + ΔE E E EALMO
FRZ
ALMO

POL
ALMO

CT
ALMO

(1)

where the components are the “frozen-density” energy, the
polarization energy, and the CT energy, respectively. (For
simplicity, the energy associated with geometric distortion of
the monomers is omitted in this work.) The ΔEFRZALMO term
includes electrostatics, dispersion, and Pauli repulsion. It is
based on an antisymmetric product of monomer wave
functions (the Heitler−London wave function) that is not
variationally optimized, as that optimization would amount to
polarization. The polarization term is computed as the energy
difference between the frozen-density state and the variationally
optimized intermediate state (ΨALMO), using the “SCF for
molecular interactions” (SCF-MI) procedure.60 Finally. the CT
term in eq 1 is defined as29

Δ = Ψ − Ψ + ΔE E E E[ ] [ ]CT
ALMO

ALMO
BSSE

(2)

where Ψ is the fully optimized SCF wave function for the dimer
and ΔEBSSE is the counterpoise correction.42

It has recently been suggested how the electrostatic,
dispersion, and Pauli repulsion energies might be separated
within the ΔEFRZ

ALMO term.30 Although the primary focus of this
work is the CT energy, the dispersion interaction is also very
different within ALMO-EDA as compared to our proposed
SAPT/cDFT-EDA, and thus warrants some comment. The
definition of the dispersion energy in a DFT calculation is
problematic for several reasons, not least of which is that
method’s historical difficulty in the description of weak, long-
range interactions. Although empirical dispersion corrections
(“DFT+D”) go a long way toward rectifying this problem,61 the
“+D” part of a DFT+D calculation should not be considered to
be the dispersion energy per se,62 as there is inevitably some
double counting of electron correlation in the middle-distance
regime.61,62

The definition of dispersion suggested in ref 30, which is
valid for both DFT+D as well as for modern, nonlocal
functionals that treat dispersion in a less ad hoc way, is

= − −

− − −

E E E E

E E E

P P P

P P P

[ ] [ ] [ ]

( [ ] [ ] [ ])

disp xc init xc A xc B

xc
DF

init xc
DF

A xc
DF

B (3)

where Pinit is the density matrix corresponding to the
antisymmetric product of monomer wave functions and PA
and PB are orthogonal projection operators such that PA ⊕ PB
projects onto the same space as Pinit. The functional Exc is
whatever exchange−correlation functional is used to compute
the interaction energy, whereas Exc

DF is a “dispersion-free”
functional. For the latter, one could envision using the
“dispersionless density functional” (dlDF) of Szalewicz and
co-workers,63 in which the M05-2X functional was reparame-
trized using a data set from which SAPT(DFT)40,41 dispersion
energies were first removed, but in ref 30 the dispersion-free
functional is taken to be Hartree−Fock (HF) theory.

IIB. SAPT. When Kohn−Sham (KS) orbitals are used in
second-order SAPT,64,65 the total intermolecular interaction
energy can be written as

δ

= + +

+ +

+ +

−

−

E E E E

E E

E

(KS) (KS) (KS)

(KS) (KS)

(KS) E

int
SAPT(KS)

elst
(1)

exch
(1)

ind,resp
(2)

exch ind,resp
(2)

disp
(2)

exch disp
(2)

int
HF

(4)

The superscripts indicate the order in perturbation theory, and
the “KS” indicates that intramolecular correlation is incorpo-
rated via DFT calculations for the monomers. The δEint

HF

correction captures polarization effects beyond second order:

δ = − +

+ + −

E E E E

E E

[ (HF) (HF)

(HF) (HF)]
int
HF

int
HF

elst
(10)

exch
(10)

ind,resp
(20)

exch ind,resp
(20)

(5)

Here, Eint
HF is the counterpoise-corrected HF interaction energy,

and the remaining energy components in eq 5 represent
second-order SAPT applied to monomers described at the HF
level. If desired, response (“resp”) corrections can be included
in the induction and exchange−induction terms in eqs 4 and 5,
in order to capture orbital relaxation effects,66,67 at some
additional cost. In this study, the coupled induction and
exchange−induction energies with orbital relaxation in SAPT-
(KS) are approximated as64
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= + −E E E E(KS) (KS) (HF) (HF)ind,resp
(2)

ind
(2)

ind,resp
(20)

ind
(20)

(6)

and

=

+ −

− −

− −

E E

E E

(KS) (KS)

(HF) (HF)

exch ind,resp
(2)

exch ind
(2)

exch ind,resp
(20)

exch ind
(20)

(7)

Second-order dispersion is the most expensive term in
second-order SAPT(KS) and is also the least accurate.68,69

(Cost to evaluate the other terms scales no worse than cubically
with respect to system size.53,70−72) As in previous work,19,69,73

we therefore replace the SAPT(KS) dispersion energy

= + −E E E(KS) (KS)disp disp
(2)

exch disp
(2)

(8)

with our third-generation, SAPT-based dispersion potential
(“+D3”).19 This is an empirical atom−atom dispersion
potential that is fit to reproduce high-level SAPT2+3 dispersion
energies for a training set of dimers, and is unrelated to
Grimme’s empirical +D3 correction for DFT.74 Because the
dispersion term is easily separable in SAPT, there is no double-
counting problem in SAPT(KS)+D as there is in DFT+D, and
the empirical dispersion potential in SAPT represents genuine
dispersion, in contrast to the Grimme corrections.62 This is an
especially important point in the context of EDA, because it
means that we can take the SAPT-based +D3 correction
seriously as the dispersion contribution to the interaction
energy.
It has been suggested39,47 that a CT energy can be extracted

from the SAPT induction energy by taking the difference
between SAPT calculations in which the monomer wave
functions are computed using the full dimer-centered basis set
(DCBS), versus only the monomer-centered basis set (MCBS):

Δ = +

− +

−

−

E E E

E E

[ (DCBS) (DCBS)]

[ (MCBS) (MCBS)]

CT
SAPT

ind,resp
(2)

exch ind,resp
(2)

ind,resp
(2)

exch ind,resp
(2)

(9)

(The distinction between MCBS and DCBS is whether the
SCF wave functions for the monomers are computed in a
monomer basis or in a dimer basis containing ghost functions
on the other monomer.) In principle, however, the correction
defined in eq 9 vanishes in the limit of a complete basis set.75

Recently, Řezać ̌ and de la Lande52 have shown that when the
CT energy is large; the higher-order induction terms included
via the δEint

HF correction in eq 5 are actually dominated by CT.
These authors suggest an alternative “SAPT+δSCF” procedure
to define CT:

δΔ = Δ +δ+E E ECT
SAPT SCF

CT
SAPT

int
HF

(10)

This should at least provide an upper bound for the CT
interaction in second-order SAPT, since the two energy
components in eq 10 are the only places where CT can appear.
IIC. Constrained DFT. Yet another way to define the CT

interaction energy is to use the difference between the usual
DFT energy of the dimer and the energy of a CT-free reference
state that is constructed as a superposition of monomer
densities, then relaxed subject to the constraint of no net charge
flow between the monomers. The latter calculation is
accomplished using cDFT.50 This definition of the CT energy,

Δ = −E E ECT
cDFT DFT cDFT

(11)

was originally suggested by Wu et al.,51 and revisited recently by
Řezać ̌ and de la Lande,52 as a means to reduce or eliminate the
basis-set dependence of the CT energy. This stability is
achieved because there is no need to assign orbitals to one
monomer or the other, and the basis set serves only to
represent the density.
In early work on cDFT,50,76−78 Mulliken or Löwdin atomic

population analysis was typically used to assign electrons to
atoms and thus to construct cDFT charge constraints, but this
seems ill-advised in the present context because it would
reintroduce orbitals into the definition of CT. Indeed,
Mulliken-based cDFT in a def2-QZVPPD basis set yields
ΔECT

cDFT = 0 for water dimer,52 a value that is unreasonable on
its face, and especially so in view of numerous other EDAs
(including several versions of ALMO-EDA) that predict CT
energies ranging from −2.7 to −7.5 kJ/mol for this system.79

(Natural bond orbital analysis80 is an outlier in the opposite
direction, predicting a significantly larger CT energy of −38.6
kJ/mol,79 a fact that has been attributed to the nonvariational
nature of the CT-free reference state in that approach.14)
Alternatively, one can use a real-space partition of the density

into atomic contributions by means of a weight function wA(r)
that defines a constraint

∫ ρ =w Nr r rd ( ) ( )A A (12)

fixing the number of electrons on monomer A to be NA. Both
Becke81 and Hirshfeld82 partitions have been used in the
context of cDFT to construct the function wA(r),

50,83−85 and in
particular Řezać ̌ and de la Lande52 use a “molecular Hirshfeld”
approach with a weight function

ρ
ρ ρ

=
+

w r
r

r r
( )

( )

( ) ( )A
A

A B (13)

Here, ρA and ρB are the densities of the isolated monomers A
and B, computed at the geometries that these monomers have
in the A···B complex. The cDFT procedure, with the weight
function in eq 13, affords a CT energy of −3.3 kJ/mol for water
dimer in the def2-QZVPD basis set,52 a value that is well-
aligned with other estimates cited above. In this work, however,
we instead use the smooth Voronoi-type partition of real space
introduced by Becke,81 which yields much the same CT energy
for water dimer (see section IVA). Regardless of how the
function wA(r) is chosen, the density ρ(r) in eq 12 is the
density of the interacting dimer, computed self-consistently in
the presence of the constraint to obtain EcDFT in eq 11. As such,
the CT-free reference state is variational.
Horn and Head-Gordon57 have recently clarified the

meaning of the cDFT-based definition of CT introduced by
Wu et al.51 In Wu’s work, the energy is partitioned as it is in
ALMO-EDA (eq 1), with a frozen-density term supplemented
by polarization and CT energies. However, the reference state
for the frozen-density energy is different as compared to
ALMO-EDA and, in ref 51, consists of a sum of monomer
densities that is relaxed subject to the constraint of f ixed dimer
density. (This is possible within a Kohn−Sham framework and
affects primarily the kinetic energy.) This relaxation process,
which leads to a larger frozen-density energy in Wu et al.’s
approach than in ALMO-EDA, introduces some “constant-
density CT” into the frozen-density energy.57 Subsequent use
of cDFT to separate polarization from CT must, according to
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this argument, underestimate the energy-lowering that comes
from CT, because it excludes the constant-density CT.
While this argument bears on the appropriate reference state

for, and therefore definition of, the frozen-density energy, it has
no bearing on SAPT/cDFT-EDA. In both ALMO-EDA and in
the method of Wu et al.,51 the frozen-density term contains the
electrostatic, Pauli repulsion, and dispersion energies, yet each
of these has a clear, separable, orbital-based definition in SAPT.
In this work, cDFT is used in SAPT calculations only to
separate induction from CT. Both ALMO-EDA and Wu’s
cDFT-based approach are fundamentally different partitions of
the energy as compared to the SAPT/cDFT-EDA that is
advocated here. The primary topic of this work is to examine
the basis-set dependence of the ALMO- and SAPT/cDFT-
EDAs.

III. COMPUTATIONAL DETAILS
BSSE must be removed in variational approaches such as
ALMO-EDA,29 via counterpoise correction.42 The value of
ΔECT

cDFT is only weakly dependent on basis set, as shown here
and in ref 52, which indicates that the BSSE approximately
cancels in eq 11, so no counterpoise correction is used in the
cDFT calculations.
In ALMO-EDA, the frozen-density energy contains electro-

statics, Pauli repulsion, and dispersion. As a result, this term can
be rather sensitive to the choice of density functional, due
primarily to inconsistent treatment of dispersion from one
functional to the next. In systems such as M+···C6H6 and M+···
H2O, for example, we find that empirical Grimme-type +D
corrections differ quite substantially from the pure dispersion
potentials that we use in SAPT(KS)+D. In K+···C6H6, for
example, the +D3 part of BLYP-D3 is only half as large as the
SAPT-based dispersion correction (at the equilibrium separa-
tion), and the +D3 part of ωB97X-D3 is 13 times smaller than
the SAPT correction.37 We reiterate that only the +D
correction in SAPT(KS)+D, which was fit directly to ab initio
dispersion energies,19 can safely be regarded as the actual
dispersion component of the interaction energy. Grimme-style
corrections are “model-dependent quantit[ies] with no real
physical meaning”.62

Recognizing the double-counting problem inherent in DFT
+D, Szalewicz and co-workers63 developed a “dispersionless”
density functional (dlDF) by reparametrizing M05-2X using a
data set of intermolecular interaction energies from which
dispersion interactions were specifically removed via SAPT-
(DFT) calculations. (This should be contrasted with the
ALMO-EDA approach to separating the dispersion interaction,
eq 3, where HF theory is used as the “dispersionless” term.30)
In our view, dlDF offers a relatively clean way to separate the
dispersion energy in a DFT or DFT+D calculation, and dlDF
can then be combined with our SAPT-based +D3 dispersion
potential19 to obtain a “dlDF+D3” method having no double-
counting problem. Some results using this approach are
presented herein.
ALMO and cDFT calculations reported here use either the

B3LYP functional86,87 or the ωB97X-D3 functional,88 and
cDFT calculations use noninteracting densities based on the
Becke constraint to count electrons, as in refs 83 and 84. SCF-
MI calculations (needed for ALMO-EDA) are based on the
locally projected equations of Stoll et al.,89 as implemented by
Khaliullin et al.60 For SAPT(KS), we use the LRC-ωPBE
functional,90,91 which has no short-range HF exchange, in
conjunction with “ωGDD” tuning of the range-separation

parameter.53,92 The SCF convergence criterion is set to 10−7

a.u. and the integral screening threshold is set to 10−12 a.u.,
using a fairly dense Euler−Maclaurin−Lebedev quadrature grid
(Nradial = 75; Nangular = 302). In the SAPT calculations, the h
functions have been removed from aug-cc-pV5Z, and both the
h and i functions are removed from aug-cc-pV6Z. In the ALMO
and cDFT calculations, the i functions in aug-cc-pV6Z are
removed. All calculations were performed using a locally
modified version of Q-Chem,93 in which we have recently
implemented an open-shell version of SAPT.53

IV. RESULTS AND DISCUSSION
IVA. (H2O)2. The water dimer, which exhibits very little

CT,14,79 is a prototypical system for application of EDA to
understand hydrogen bonding. Using a series of aug-cc-pVXZ
basis sets, X = 2−6, we find that the electrostatic, exchange, and
induction energies in SAPT are basically converged at the
triple-ζ level, changing by <0.05 kJ/mol for X > 3. The ALMO-
EDA polarization energy, in contrast, changes by 1.8 kJ/mol
between X = 3 and X = 6.
Both experiments10−12 and calculations13,14 suggest that the

CT interaction energy is approximately proportional to the
amount of charge that is transferred, when averaged over the
relative orientations of the interacting partners. The propor-
tionality constant, k (energy per unit of transferred charge), can
be estimated from state-of-the-art molecular-beam scattering
experiments, albeit with some additional theoretical assump-
tions, primarily coming from theoretical charge-displacement
analysis.9 With this caveat, the experimental value inferred for k
in the case of Xe···H2O is k = −2.6 meV/me−.11 The authors of
ref 11 suggest that the same value of k is also appropriate for
the water dimer, in which case a CT energy for the water dimer
of −3.6 kJ/mol is obtained based on the 14.6 me− of charge
that is transferred, according to charge-displacement analysis.79

ALMO-EDA based on a coupled-cluster wave function
[ALMO(CCSD)/aug-cc-pVTZ] affords a CT energy of −3.5
kJ/mol,58 but larger basis sets have not been explored for
ALMO(CCSD). Nevertheless, the ALMO(CCSD)/aug-cc-
pVTZ value for the CT interaction in (H2O)2 is of the same
order of magnitude as theoretical estimates from a variety of
different EDAs.79 As mentioned above, natural bond orbital
analysis80 represents an outlier for (H2O)2, predicting a CT
energy of −38.6 kJ/mol, possibly due to the nonvariational
nature of its CT-free reference state.14 For this reason, natural
bond orbital analysis will not be considered further in this work.
Unsurprisingly, CT energies for the orbital-based EDAs

(SAPT and ALMO) are much more dependent on basis set as
compared to the other energy components, as shown in Figure
2. Whereas the cDFT value of the CT energy is converged in a
triple-ζ basis set, the SAPT- and ALMO-based values change by
1−3 kJ/mol between triple- and hextuple-ζ. Moreover, the
cDFT value of ≈−3 kJ/mol is much closer to the experimental
estimate as compared to ALMO(DFT) and SAPT. Řezać ̌ and
de la Lande52 report a similar cDFT value (−3.3 kJ/mol) using
a different functional, basis set, and charge-partition scheme.
A remark about basis-set recommendations is appropriate

here. In both the original ALMO-EDA work29 and later
ALMO-EDA studies by Head-Gordon and co-workers,14,30,57,94

including two studies on water dimer,14,94 the aug-cc-pVQZ
basis set is used extensively. More recently, however, Horn and
Head-Gordon56 suggest that “lack of a useful basis-set limit [for
the separation of polarization from CT is] tempered by the use
of basis sets with function spaces that were largely fragment-

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.6b00155
J. Chem. Theory Comput. 2016, 12, 2569−2582

2573

http://dx.doi.org/10.1021/acs.jctc.6b00155


ascribable (e.g., typically no larger than aug-cc-pVTZ)”. In the
present work, we are intentionally pushing both ALMO-EDA
and SAPT beyond triple-ζ, in order to explore the basis-set
limit (or lack thereof) for the CT term. From our point of view,
a well-defined basis-set limit, and one that does not take the CT
energy to zero, is an important feature of an EDA. The recent
introduction of FERFs (see section IIA) as a new fragment-
blocked basis for ALMO-EDA appears to mitigate the basis-set
dependence in the case of water dimer,56 but results have not
been reported for the more challenging H3N···BH3 system that
is considered in section IVB, for which the CT energy is
substantially larger than it is for (H2O)2.
As discussed above, ΔECT

SAPT should vanish, in principle, in the
complete-basis limit, but for (H2O)2 it remains >1 kJ/mol in
magnitude even in the aug-cc-pV6Z basis set, which illustrates
just how slowly atom-centered basis sets converge to the basis-
set limit. In contrast, ΔECT

SAPT+δSCF (eq 10) need not vanish in
this limit, as the δEint

HF correction need not vanish and typically
converges in triple-ζ basis sets.
Figure 3a compares the CT interaction energies computed

using cDFT versus ALMO-EDA. Use of B3LYP versus ωB97X-
D3 makes only a minor difference of ≈1 kJ/mol in the ALMO-
EDA case, and essentially no difference in the cDFT case.
Figure 3b examines the amount of charge that is actually
transferred in the ALMO calculations, using ALMO CT
analysis.13 Although the two functionals in question differ by
about 0.5 me− in their predictions, with B3LYP predicting
slightly more CT, the dependence on basis set is virtually
identical and also quite dramatic, decreasing monotonically as
the basis set is enlarged. Only 2.3 me− is transferred at the
B3LYP/aug-cc-pV5Z level (consistent with results in ref 14),
which seems unrealistic in comparison to the 14.6 me−

estimated from charge-displacement analysis.79 As compared
to the experimental results discussed above, it is interesting to
note that ALMO-EDA underestimates the fraction of an
electron that is transferred, yet overestimates the CT
interaction energy, indicating that the proportionality constant
k must be significantly overestimated as compared to the value
estimated from experiment.
IVB. H3N···BH3. The ammonia−borane complex is proto-

typical of dative bonding in a Lewis acid/base complex. It is a
strongly interacting system, with SAPT electrostatic, exchange,
and induction energies ranging from −200 to −500 kJ/mol, at
least nine times larger than the corresponding energy

components in water dimer. As in (H2O)2, these energy
components are essentially converged in a triple-ζ basis set,
changing by at most 0.8 kJ/mol beyond aug-cc-pVTZ. For
ALMO-EDA, the frozen-density and polarization energies
range from −100 to −300 kJ/mol and are at least 25 times
larger than the corresponding components in water dimer.
However, the ALMO-EDA polarization energy is not converged
at the triple-ζ level and changes by 36.3 kJ/mol upon enlarging
the basis set from aug-cc-pVTZ to aug-cc-pV6Z. (The frozen-
density energy changes only by 0.9 kJ/mol across the same
range of basis sets.) This is consistent with the idea that the
polarization energy is increasingly contaminated by charge
transfer in the SCF-MI procedure, as the size of the basis set
increases.48

CT energies for H3N···BH3 are shown in Figure 4 as a
function of basis set. For reference, the ALMO(CCSD)/aug-cc-

Figure 2. CT energies for (H2O)2 using a sequence of aug-cc-pVXZ
basis sets, at the RI-MP2/aug-cc-pVDZ geometry of the dimer. The
ωB97X-D3 functional is used for the ALMO(DFT) and cDFT
calculations, and the LRC-ωPBE functional (with ωGDD tuning92) is
used for the SAPT and SAPT+δEint

HF calculations. (Here “δSCF”
denotes the δEint

HF correction in eq 5.)

Figure 3. (a) CT energies for water dimer in a sequence of aug-cc-
pVXZ basis sets. (b) Amount of charge that is transferred, as predicted
by ALMO(DFT).

Figure 4. CT energies for H3N···BH3 (RI-MP2/aug-cc-pVDZ
geometry), in a sequence of aug-cc-pVXZ basis sets. The ωB97X-D3
functional is used for the ALMO(DFT) and cDFT calculations, and
the LRC-ωPBE functional is used for the SAPT and SAPT+δSCF. The
solid black cross represents the ALMO(CCSD)/aug-cc-pVDZ result.58
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pVDZ level of theory affords an estimate of −59.4 kJ/mol for
the CT interaction.58 The cDFT result is close to this value, at
about −61 kJ/mol for all basis sets. CT energies from SAPT
and ALMO(DFT) exhibit significant basis-set dependence,
however, with the SAPT result ranging from −54.7 kJ/mol
(aug-cc-pVDZ) to −1.2 kJ/mol (aug-cc-pV6Z), again converg-
ing toward zero in the basis-set limit. The δEint

HF term converges
to about −44 kJ/mol in aug-cc-pVTZ, so that this value will be
the basis-set limit for the CT interaction as described by the
SAPT+δEint

HF method. The CT energy predicted by ALMO-
(DFT) ranges from −121.9 kJ/mol (aug-cc-pVDZ) to −47.5
kJ/mol (aug-cc-pV6Z), decreasing monotonically with basis
size though not in a manner that suggests it will converge to
zero.
Figure 5a compares cDFT and ALMO CT energies in the

same sequence of basis sets, and Figure 5b plots the fraction of
an electron that is actually transferred from ammonia to borane.
Comparing ωB97X-D3 to B3LYP, we find that these quantities
have only a weak dependence on the functional, but in the
ALMO case both quantities are strongly dependent on the basis
set. The fraction of an electron that is transferred ranges from
43.2 me− (ωB97X-D3/aug-cc-pVDZ) to 9.5 me− (aug-cc-
pV6Z), with a large decrease in the CT interaction energy
across the same range of basis sets. In contrast, cDFT results
are basically independent of the basis set that is used.
IVC. Xe···H2O. Experimental data on CT interaction

energies for H2O, NH3, and H2S in complexes with small
molecules (N2, O2, and H2) and rare-gas atoms are available
from high-resolution, gas-phase scattering experiments, from
which angle-averaged intermolecular potentials can be
extracted.10−12 Among these complexes, the CT interaction
energy is largest in Xe···H2O, at −0.98 kJ/mol,11 which
amounts to about 40% of the total interaction energy. The
experiments afford a best-fit conversion factor k= −2.6 meV/
me−, and theoretical charge-displacement analysis suggests 3.9

me− of charge is transferred from Xe to H2O. Figure 6 shows
CT energies in Xe···H2O computed using ALMO-, cDFT-, and
SAPT-based methods in two different basis sets. The
ALMO(DFT) method dramatically overestimates the exper-
imental CT energy in a triple-ζ basis set and affords a much
different result in quadruple-ζ basis set.
According to ALMO-based CT analysis, the ALMO(DFT)

calculation transfers 1.8 me− (triple-ζ) or 0.8 me− (quadruple-
ζ), as compared to 3.9 me− in charge-displacement analysis,11

nevertheless the ALMO CT interaction energy is larger than
the experimental one. As with water dimer, this suggests that
ALMO(DFT) significantly overestimates the value of k. (It has
previously been suggested that ALMO may underestimate the
CT energy due to mixing in with polarization,49 but the
minuteness of the polarization energy for Xe···H2O means this
cannot be the case here.)

IVD. M+···H2O and M+···C6H6. Although it is difficult to
obtain reliable reference data to assess the accuracy of various
models for the CT interaction energy, an EDA should at least
produce results that agree with chemical intuition in obvious
cases, exemplified here by M+···H2O and M+···C6H6 complexes
with M = Li, Na, or K. We call these “obvious” cases because
we expect that the smaller alkali metal cations should approach
more closely to the molecule and thus more effectively
withdraw charge, and as such we expect the CT energy to
decrease as one moves down the group I cations, due to
increasing ion−molecule distance. Results in Figure 7 reveal
that only cDFT reproduces this anticipated trend.
In contrast, ALMO calculations show no trend at all.

Different results (in different basis sets) for M+···H2O have
been reported in ALMO calculations by Phipps et al.,37 who
found that the CT energy was largest for M = K, even in the
smallest basis set employed in that study. In the quadruple-ζ
basis set used here, the ALMO CT energy is largest for M = Li.
Phipps et al. argue that the unphysical behavior they observe in
M+···H2O might be an artifact of counterpoise correction, but
in our calculations the counterpoise corrections for M = Li, Na,
and K in M+···H2O, amount to only 0.06, 0.09, and 0.14 kJ/
mol, respectively, all of which are small in comparison to the
ALMO CT energies reported in Figure 7a.
The SAPT CT energies for these systems are also rather

strange, as they are repulsive in several cases. For both H2O and
C6H6, the δEint

HF correction is negative for Li+ and K+ but

Figure 5. (a) CT energies for H3N···BH3 using ALMO(DFT) and
cDFT in a variety of basis sets. (b) Amount of charge that is
transferred, as predicted by ALMO CT analysis.13

Figure 6. CT energies for Xe···H2O, using the ωB97X-D3 functional
for the ALMO(DFT) and cDFT calculations and the LRC-ωPBE
functional for the SAPT and SAPT+δSCF. The “TZ” basis set is aug-
cc-pVTZ for H2O and def2-TZVPPD for Xe, and “QZ” is aug-cc-
pVQZ for H2O and def2-QZVPPD for Xe. The geometry of the
complex is taken from ref 11.
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positive for Na+, with the result that the SAPT+δEint
HF CT

energies (like the ALMO ones) exhibit no trend across group I.
In short, none of the orbital-based definitions of the CT energy
follows the expected trend across group I, but this trend is
reproduced by cDFT.
IVE. Charge-Transfer Complexes. Řezać ̌ and de la

Lande52 have assembled a set of 11 dimers that span a wide
range of CT energies and used them to test the performance of
cDFT using generalized gradient approximation (GGA) and
meta-GGA functionals, but not hybrids. We will use the same
data set to test the methods examined here. Following ref 52,
we estimate the fractional charge transfer δq using atomic
charges from natural population analysis95 (NPA) at the HF/
cc-pVTZ level, with charges obtained from ref 96. Figure 8
plots the CT energies for this data set. All of the methods
examined here are in rough agreement (and exhibit similar
trends) when δq < 0.1 e−, but in the four cases where δq is
largest, the CT energies (and even the trends) vary widely. Of
the methods in Figure 8, cDFT affords the best linear
correlation between δq and the CT interaction energy, with a
correlation coefficient R2 = 0.98.
IVF. Cation−Alkyl Radical Complexes. Next we examine

CT energies for open-shell systems in order to make contact
with the rich chemistry of radicals. Complexes involving alkyl
radicals such as CH3

• and (CH3)3C
•, stabilized by cations

(H3O
+ or NH4

+ in this work) are interesting model systems for
understanding the stabilization of transition structures in
reactions involving proteins.3,97 These complexes are also
interesting from the standpoint of CT analysis, since electron-

deficient radicals often have energetically low-lying singly
occupied MOs than can accept some fraction of an electron
from a donor molecule. To compare open- versus closed-shell
interactions, we will also examine the corresponding closed-
shell species, CH4 and (CH3)3CH. The eight complexes
considered here are shown in Figure 9 and have previously
been examined using ALMO-EDA in ref 49. That study used
B3LYP, whereas we use ωB97X-D3, which systematically
reduces the CT interaction energies by an average of 2.5 kJ/
mol. This is consistent with the idea that delocalization
error,98,99 which manifests in EDA as an exaggeration of CT
interactions,100,101 is reduced in ωB97X-D3 as compared to
B3LYP.
Chemically and qualitatively, one expects the CT interaction

energy to be determined by the IE of the donor species and the
EA of the acceptor, with a strong dependence on
intermolecular distance and mutual orientation.3 In Figure 10
we plot CT interaction energies versus the inverse donor−
acceptor gap, (IE − EA)−1. Very good linear correlations are
obtained, with R2 values close to unity for each method
examined. (The R2 values using SAPT alone are a bit smaller,
although R2 ≈ 1 upon addition of the δEint

HF correction.) Note in
particular that cDFT affords the best fits of all, with R2 > 0.99.

Figure 7. CT energies for (a) M+···H2O and (b) M+···C6H6. The
ωB97X-D3 functional is used for the ALMO(DFT) and cDFT
calculations, and the LRC-ωPBE functional is used for SAPT and
SAPT+δSCF. In panel a, the aug-cc-pVQZ basis set is used for H2O
and the def2-QZVPPD basis set is used for M+, whereas in panel b
aug-cc-pVTZ is used for benzene and def2-TZVPPD for M+.
Geometries were optimized at the RI-MP2 level using the analogous
double-ζ basis sets.

Figure 8. CT energies computed using the def2-QZVPPD basis set.
The ωB97X-D3 functional is used for the cDFT and ALMO
calculations, and LRC-ωPBE is used for the SAPT and SAPT+δSCF
calculations. Also listed are the R2 goodness-of-fit parameters for a
linear fit of the CT energy versus the fractional charge δq that is
transferred, as determined using NPA atomic charges. The four dimers
on the far right are the only ones for which δq > 0.1 e−.

Figure 9. Complexes of CH3
•, (CH3)3C

•, CH4, and (CH3)3CH with
H3O

+ or NH4
+. Geometries are taken from ref 49.
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This suggests an easy way to estimate the magnitude of the CT
energy, based on calculations performed on the isolated species.
IVG. Nucleophile−C6H6

•+ Complexes. Interaction be-
tween oxidized aromatic rings (such as damaged DNA bases)
and nucleophiles (such as water or alcohol) play key roles in
many biochemical reactions.102,103 The aryl radical, C6H6

•+, has
two different binding sites that behave differently during
nucleophilic aromatic substitution reactions at the radical
center.104 ALMO-EDA has previously been used to examine
these “on-top” versus “side-on” configurations in complexes
spanning a wide range of IEs,49 and we will examine the same
complexes here. These complexes are depicted in Figure 11.
CT energies for C6H6

•+ with eight different nucleophiles
oriented in the on-top position are plotted versus (IE − EA)−1

in Figure 12. Linear fits of the data afford R2 ≈ 1, but we note in
particular that inclusion of the δEint

HF term in the SAPT
calculation improves the value of R2 significantly, as was the
case for the cation−alkyl radical complexes. While the
correlations are significant for each of the EDAs in Figure 12,
different approaches afford very different values for the CT
energy, especially when the donor/acceptor gap is small.
Excluding the SAPT results without δEint

HF (since the CT
energies in this approach are all relatively small), the remaining
three methods span a range of 39 kJ/mol for C6H6

•+···PH3, the
system for which the gap is smallest.
CT energies for the side-on orientations of these complexes

are considerably smaller, ranging from −4.0 to −5.6 kJ/mol in
cDFT calculations, which is probably due to unfavorable
overlap. Regardless of which EDA is used, these CT energies
are less strongly correlated with the inverse gap as compared to
the on-top configurations (see Table S2 in the Supporting

Information), though this may be due to the limited number of
data points in the side-on case.
The binding energy of C6H6

•+···H2O is nearly the same in
both the on-top and side-on orientations and has previously
been analyzed using ALMO-EDA with the conclusion that the
side-on interaction is dominated by the frozen-density term
while the on-top interaction has a large CT component.49 We
repeated the B3LYP calculations from ref 49 for these two
isomers, and in Table 1 we also report ALMO-EDA using
ωB97X-D3 and the dlDF functional. All three functionals
predict similar values for the total interaction energy, and all
three predict a frozen-density energy that is larger in the side-
on orientation but a CT energy that is larger in the on-top
configuration. (The ωB97X-D3 functional does predict less CT
as compared to B3LYP, consistent with a larger delocalization

Figure 10. CT energies for the cation−molecule and cation−radical
complexes in Figure 9, plotted as a function of the inverse donor−
acceptor gap. The ωB97X-D3/def2-QZVPPD level of theory is used
for ALMO and cDFT calculations, and LRC-ωPBE/def2-QZVPPD is
used for SAPT and SAPT+δSCF. Also listed are R2 values for linear fits
of the data, with the linear fit shown for cDFT.

Figure 11. Complexes of C6H6
•+ with various nucleophiles, in the “on-

top” and “side-on” configurations. Geometries are taken from ref 49.

Figure 12. CT energies for C6H6
•+ complexes with various

nucleophiles in the on-top configuration, as a function of the inverse
gap (IE − EA)−1, where IE is the ionization energy of the nucleophile
and EA denotes the electron affinity of C6H6

•+, that is, the IE of
benzene. (IE and EA data are taken from ref 105.) The ωB97X-D3/
def2-QZVPPD method is used for the ALMO and cDFT calculations,
and LRC-ωPBE/def2-QZVPPD is used for SAPT and SAPT+δSCF.
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error for the latter.) However, dlDF predicts a frozen-density
energy that is far less attractive as compared to that obtained
with either of the other two functionals, which is compensated
for by the dispersion energy. For use with dlDF, we estimate
the dispersion energy via a high-level SAPT2+3(CCD)/aug-cc-
pVTZ calculation for the closed-shell C6H6···H2O complex,
since SAPT beyond second order has only been implemented
for closed-shell systems. Calculations using the Becke−Johnson
exchange-dipole model (XDM),106,107 which is available for
open-shell systems, suggest that substituting the closed-shell
system changes the dispersion energy by <1 kJ/mol; see the
Supporting Information. We do not analyze these discrepancies
among functionals in any further detail, because further
decomposition of the frozen-density energy has only just
become possible,30 after the present work was submitted for
publication.
SAPT results for the two C6H6

•+···H2O complexes are listed
in Table 2. As in the DFT calculations discussed above,
interaction energies for the two orientations are similar in either
orientation, but here we obtain a more detailed picture.
According to SAPT, the electrostatic interactions are similar,
but the on-top configuration is destabilized by Pauli repulsion
(EXCH in Table 2) to a much greater extent. This is consistent
with a shorter intermolecular distance in the on-top
configuration: 3.2 Å versus 4.5 Å between monomer centers
of mass. This explains why the frozen-density energies in Table
1 are less stabilizing in the on-top case, as the Pauli repulsion is
contained in this term.
A final remark is that we expect the CT interaction to

somehow correlate with donor/acceptor “overlap”, however
that might be defined. In the ALMO-EDA case, we might assess
such a relationship by examining the correlation between the
CT energy and the frozen-density energy, since the latter
contains the Pauli repulsion. The analogous exercise with

SAPT/cDFT-EDA is to examine the correlation between the
cDFT CT energy and the SAPT exchange energy. These two
comparisons are plotted in Figure 13 for both the on-top and
side-on orientations of the C6H6

•+···nucleophile data set. In the
SAPT case, CT is strongly correlated with the exchange energy
(R2 = 0.95) but the correlation is somewhat less significant (R2

= 0.83) in the ALMO-EDA case, perhaps because the exchange
energy is mixed up with electrostatics and dispersion in the
frozen-density energy.

IVH. C10H8
•+···C6H6. A final example is the complex

between benzene and the naphthalene radical cation, for
which ΔH° = 33 ± 4 kJ/mol has recently been measured
experimentally.108 This and related cation radical dimers of
aromatic hydrocarbons are good model systems to understand
the basis of photoconductivity and ferromagnetism in organic
materials.109−111 Enthalpies of binding for the homodimers
C6H6

•+···C6H6 (ΔH° = 71 kJ/mol) and C10H8
•+···C10H8 (ΔH°

= 74.5 kJ/mol) are much larger,112 and the smaller binding
energy for C10H8

•+···C6H6 has been explained in terms of a
large degree of charge delocalization in naphthalene as
compared to benzene, which reduces the CT interaction in
the former.108 The large difference in IE between naphthalene
(8.1 eV) and benzene (9.2 eV) is taken as evidence of the lack
of charge−resonance interaction in (naphthalene)•+···ben-
zene,108 whereas this effect is obviously in play for the
homodimers. Given such a large difference in IEs, however, one
would not expect much CT either, but ALMO-EDA with the
M11 functional113 and cc-pVTZ basis set predicts a surprisingly
large CT interaction for this complex in its face-to-face
arrangement.108 Three different isomers of C10H8

•+···C6H6
(as shown in Figure 14) are considered here, in order to

Table 1. ALMO Energy Componentsa for C6H6
•+···H2O in

Two Orientations

energy component (kJ/mol)

orientation functional FRZ POL CT DISPb total

on-top B3LYP −11.1 −7.9 −17.0 −36.0
ωB97X-D3 −21.6 −8.4 −12.1 −42.1
dlDF −4.9 −8.3 −8.0 −20.1 −41.3

side-on B3LYP −25.3 −6.9 −4.7 −36.9
ωB97X-D3 −30.4 −7.2 −4.0 −41.5
dlDF −20.8 −6.8 −3.5 −11.1 −42.2

a6-311++G(3df,3pd) basis set. bThe dispersion energy is normally
unavailable for ALMO and for dlDF is evaluated at the SAPT2+3-
(CCD)/aug-cc-pVTZ level for the closed-shell C6H6···H2O complex.

Table 2. Energy Components for C6H6
•+···H2O Based on

Open-Shell SAPTa

energy component (kJ/mol)

ELST EXCH IND DISPc total

orientation total CTb

on-top −48.5 43.2 −17.2 −10.1 −20.1 −42.6
side-on −46.7 25.1 −10.9 −4.0 −11.1 −43.5

aUsing LRC-ωPBE/def2-QZVPPD for the ELST, EXCH, and IND
components. bBased on cDFT at the level of ωB97X-D3/def2-
QZVPPD. cEvaluated at the SAPT2+3(CCD)/aug-cc-pVTZ level for
C6H6···H2O.

Figure 13. (a) CT energies from cDFT versus SAPT exchange
energies and (b) CT energies from ALMO-EDA versus ALMO frozen-
density energies, for all 12 C6H6

•+···nucleophile complexes in Figure
11. The ωB97X-D3/def2-QZVPPD level of theory is used for the
ALMO and cDFT calculations, and LRC-ωPBE/def2-QZVPPD is
used for SAPT calculations. Linear fits and corresponding R2 values are
indicated.
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assess whether this unusually large CT interaction is a general
trend amongst EDAs or is specific to ALMO-EDA.
ALMO-EDA results for these three isomers, using both

ωB97X-D3 and dlDF, are listed in Table 3. The polarization
interaction is similar for all three isomers but the frozen-density
term varies, and results for the two functionals are quite
different. Using dlDF we can safely disentangle the dispersion
energy from the frozen-density energy, and we accomplish this
using an atom−atom dispersion potential that is fit to high-level
SAPT calculations for a training set of small dimers, namely, the
+D3 potential of ref 19, which is the same dispersion correction
used elsewhere in this work for SAPT(KS)+D. Results suggest
that the face-to-face F0 arrangement exhibits a dispersion
interaction about twice as large as the other two configurations,
which is consistent with results for benzene dimer,114 where π-
stacked configurations exhibit larger dispersion interactions as
compared to T-shaped isomers. This is due to the rapid decay
of dispersion with distance and the fact that stacked
configurations put more of the π electron clouds of the two
monomers into close proximity.
Despite our earlier admonitions against interpreting

Grimme-style +D corrections as true dispersion, as an
illustrative exercise we have done just that for the ωB97X-D3
results in Table 3. (The D3 correction is then subtracted from
the frozen-density energy.) The frozen-density term in dlDF is
repulsive for all three isomers, but about 2−3 times more
repulsive for F0 than for the other two isomers. This is
consistent with the shorter intermolecular separation for F0. In
the case of ωB97X-D3, however, the frozen-density energy
(sans D3) is far less repulsive than it is for dlDF, and even
slightly attractive for the other two isomers. That the total
interaction energies are roughly the same for both functionals is
a consequence of an empirical +D3 correction in ωB97X-D3
that is much less attractive than the SAPT-based +D3
correction that we append to dlDF. This example provides a
vivid demonstration of the disparity between empirical
corrections and SAPT-based dispersion potentials. Given the
documented accuracy of the latter,19 it illustrates why the
empirical corrections should not be conflated with true
dispersion energies.
Turning now to the CT interaction energy, our ALMO-EDA

calculations suggest it is about twice as large for isomer F0 as
that for V0, and three times as large as that in S0. This is
consistent with previous ALMO-EDA results that noted the
“unexpectedly high CT” in the face-to-face arrangement.108

Other estimates of CT interaction energies for these three
dimers can be found in Table 4. SAPT values for the CT energy
are negligible for all three isomers but are larger (and similar to
ALMO-EDA results) when the δEint

HF correction is included.

However, the more robust cDFT approach affords CT energies
that are considerably smaller and amount to 22% of the total
interaction energy for F0 and 15% for S0. This should be
compared to ALMO(ωB97X-D3) results where 43% of the F0
interaction energy is assigned to CT and 18% for S0. The
cDFT calculations do not support the idea of unusually large
CT in the face-to-face arrangement.
In Table 5, we put forward a hybrid energy decomposition

scheme (as applied to C10H8
•+···C6H6) in which a SAPT(KS)

+D3 calculation is used to obtain the electrostatic, Pauli
repulsion, induction, and dispersion components, with the
latter corresponding precisely to the SAPT-based +D3
correction.19 At this level, the CT energy is contained within
the induction term, so we then reduce the SAPT induction
energy by the CT interaction obtained using cDFT. We
propose that the SAPT(KS) induction energy, less the cDFT
estimate of the CT energy, be taken as the actual (CT-free)
induction energy.
A previous ALMO-EDA study of C10H8

•+···C6H6 found that
isomer F0 has the smallest (least attractive) frozen-density
interaction,108 consistent with our ALMO-EDA results in Table

Figure 14. Lowest-energy structures for each of three classes of
isomers of C10H8

•+···C6H6: (a) face-to-face, (b) V-shaped, and (c)
face-to-side. Geometries are taken from ref 108, and the value in
parentheses represents the distance between monomer centers of
mass.

Table 3. ALMO-EDA Resultsa for Three Isomers of
(Naphthalene)•+···(Benzene)

energy component (kJ/mol)

isomer functional FRZb POL CT DISPc total

F0 ωB97X-D3 15.2 −14.0 −17.7 −24.6 −41.1
dlDF-D3 57.3 −9.4 −16.0 −66.9 −35.0

V0 ωB97X-D3 −1.6 −15.0 −6.9 −14.4 −38.0
dlDF-D3 22.2 −10.9 −7.1 −36.2 −32.0

S0 ωB97X-D3 −3.1 −12.4 −5.8 −11.1 −32.4
dlDF-D3 16.5 −8.9 −5.4 −29.2 −27.1

adef2-TZVPPD basis set. bDISP energy has been subtracted from FRZ
for ωB97X-D3. cComputed using the Grimme-style +D3 correction
for ωB97X-D3, and using the SAPT-based +D3 potential of ref 19 for
dlDF-D3.

Table 4. CT Interaction Energies (kJ/mol) for
(Naphthalene)•+···(Benzene)

method F0 V0 S0

cDFTa −9.0 −6.4 −5.0
ALMOa −17.7 −6.9 −5.8
SAPTb −0.5 −0.4 −0.3
SAPTb+δEint

HF −17.4 −8.8 −6.4
aωB97X-D3/def2-TZVPPD level. bLRC-ωPBE/def2-TZVPPD level
with ωGDD tuning.

Table 5. Energy Components for Three Isomers of
C10H8

•+···C6H6 Based on Open-Shell SAPT(KS)+D3/cDFT
Calculations

energy component (kJ/mol)

ELSTa EXCHa IND DISPc total

isomer totala CTb

F0 −39.3 79.4 −25.2 −9.0 −66.9 −52.0
V0 −29.2 41.7 −19.1 −6.4 −36.2 −42.8
S0 −25.3 33.4 −15.1 −5.0 −29.2 −36.1

aFrom SAPT(KS) using LRC-ωPBE/def2-TZVPPD. bUsing cDFT at
the ωB97X-D3/def2-TZVPPD level. cUsing the SAPT-based +D3
potential of ref 19.
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3. This fact was attributed to electrostatics,108 with the authors
speculating that perhaps the charge−quadrupole interaction is
smallest in the F0 isomer. However, with SAPT we can extract
the actual electrostatic component, which in ALMO is buried in
the frozen-density term. We find that the SAPT electrostatic
energy is actually most stabilizing for F0 (see Table 5). This is
consistent with SAPT2+/aug-cc-pVTZ results for protonated
benzene dimer,115 which exhibits similar geometric binding
motifs. In that system, the electrostatic interaction is strongest
in the parallel-displaced arrangement that is qualitatively similar
to the F0 isomer of C10H8

•+···C6H6.
The energy decomposition in Table 5 paints an interesting

picture of the balance of forces that determines the relative
energies of F0, V0, and S0. The F0 isomer exhibits the largest
dispersion interaction, as a result of the relatively close
proximity of the π-electron clouds as compared to the V0
and S0 isomers. This is probably also the reason why the
induction interaction is most favorable in F0, due to
polarization of benzene’s π electrons from the positive charge
on the naphthalene cation. At the same time, F0 exhibits the
shortest intermolecular separation (measured as the distance
between monomer centers of mass), and hence the largest
value of the Pauli repulsion. This partially offsets the more
favorable electrostatic, induction, and dispersion interactions, to
the point where total interaction energies amongst the three
isomers are not so disparate. We also note that the CT
contributions to the binding energies, when computed using
our SAPT/cDFT scheme, are rather small, consistent with
chemical intuition given the large difference in the IEs of the
two neutral monomers.

V. CONCLUSIONS

We have examined several orbital-based EDAs that are designed
to decompose intermolecular interaction energies into physi-
cally meaningful components. These have been compared to
constrained DFT calculations, specifically in the context of how
these methods quantify CT interactions. Ultimately, we
recommend the cDFT-based definition of the CT interaction
energy in conjunction with a SAPT-based definition of the
remaining energy components, with the SAPT induction
(polarization) energy reduced in magnitude by the cDFT CT
energy. This combined SAPT/cDFT-EDA has several distinct
advantages:
(1) It exhibits very little basis-set dependence, in contrast to

orbital-based (ALMO or plain SAPT) definitions, and the CT
interaction does not vanish in the basis-set limit as it does in
traditional SAPT. Some progress has been made quite recently
to reduce the basis-set dependence of ALMO-EDA calcu-
lations,56 and it will be interesting to see how future versions of
ALMO-EDA compare to SAPT/cDFT-EDA.
(2) It provides quantitative CT results for (H2O)2, H3N···

BH3, and Xe···H2O, as compared to the best values in the
literature, including experimental estimates of the CT
interaction energy.
(3) For M+···H2O and M+···C6H6 complexes, it provides a

chemically intuitive trend across the group I alkali cations M+,
with CT interaction energies decreasing with increased
distance. ALMO-EDA and plain SAPT exhibit no clear trend
across group I.
(4) In open-shell complexes, predicted CT energies exhibit

excellent correlation with the inverse donor/acceptor gap, (IE
− EA)−1.

(5) It can rationalize the relative binding energies for isomers
of the radical cation complex (benzene)···(naphthalene)•+, and
resolves an anomaly wherein ALMO-EDA predicts curiously
large CT interaction energies that do not correlate with the
ionization energies of the neutral monomers.
(6) CT interaction energies computed with the cDFT

procedure endorsed here, which uses hybrid functionals,
correlate better with the amount of charge that is transferred,
as compared to previous cDFT calculations using GGA
functionals.52

In summary, we recommend a composite SAPT(KS)+D3/
cDFT scheme as a robust procedure for analyzing intermo-
lecular interactions. In this approach, the dispersion energy is
provided by an accurate and nonempirical atom−atom
dispersion potential,19 fit to third-order SAPT calculations.
Should the accuracy of the +D3 dispersion potential ever be in
doubt, however, SAPT/cDFT-EDA is seamlessly compatible
(albeit at increased cost) with the use of either third-order
SAPT,39 SAPT(DFT),40,41 or other approaches to computing
the dispersion component of the interaction energy.
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■ NOTE ADDED AFTER ASAP PUBLICATION
Notation error C6H5

•+ was corrected to C6H6
•+ in sections IVG

and IVH, and no data or conclusions were affected; the correct
version reposted May 27, 2016.
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