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ABSTRACT: For many types of vertical excitation energies,
linear-response time-dependent density functional theory (LR-
TDDFT) offers a useful degree of accuracy combined with
unrivaled computational efficiency, although charge-transfer
excitation energies are often systematically and dramatically
underestimated, especially for large systems and those that contain
explicit solvent. As a result, low-energy electronic spectra of
solution-phase chromophores often contain tens to hundreds of
spurious charge-transfer states, making LR-TDDFT needlessly
expensive in bulk solution. Intensity borrowing by these spurious
states can affect intensities of the valence excitations, altering
electronic bandshapes. At higher excitation energies, it is difficult to
distinguish spurious charge-transfer states from genuine charge-
transfer-to-solvent (CTTS) excitations. In this work, we introduce an automated diabatization that enables fast and effective
screening of the CTTS acceptor space in bulk solution. Our procedure introduces “natural charge-transfer orbitals” that provide a
means to isolate orbitals that are most likely to participate in a CTTS excitation. Projection of these orbitals onto solvent-centered
virtual orbitals provides a criterion for defining the most important solvent molecules in a given excitation and be used as an
automated subspace selection algorithm for projection-based embedding of a high-level description of the CTTS state in a lower-
level description of its environment. We apply this method to an ab initio molecular dynamics trajectory of I−(aq) and report the
lowest-energy CTTS band in the absorption spectrum. Our results are in excellent agreement with the experiment, and only one-
third of the water molecules in the I−(H2O)96 simulation cell need to be described with LR-TDDFT to obtain excitation energies
that are converged to <0.1 eV. The tools introduced herein will improve the accuracy, efficiency, and usability of LR-TDDFT in
solution-phase environments.

1. INTRODUCTION

Charge-transfer excitations are critical to the function of dye-
sensitized solar cells,1,2 solar cells based on organic semi-
conductors,3 charge transport at interfaces,4 and photo-
protective mechanisms in plant biology.5−7 Characterizing
charge displacement in a predictive way could also be of
considerable benefit to the design of photocatalytic materials
capable of achieving charge separation in the context of solar
energy storage.8 In the solution phase, there exists a special
class of charge-transfer phenomena known as charge-transfer-
to-solvent (CTTS) excitations, characterized by photodetach-
ment of an electron from a parent chromophore that stimulates
rapid solvent rearrangement to produce a solvated elec-
tron.9−20 Due to the intimate participation of the solvent,
CTTS states provide a useful experimental handle for
investigating the local solvation structure.21−24 CTTS ex-
citation of solutes such as I−(aq) and CN−(aq) is a standard
means to generate hydrated electrons in the laboratory.25,26

Aside from its exotic nature as a quantum-mechanical

solute,27−30 e−(aq) is a byproduct of water radiolysis26,31 and
is frequently implicated in DNA damage by ionizing
radiation.31−35

Modeling CTTS excitations presents many challenges for
quantum chemistry, the most apparent of which is the system
size required to model the solvent-supported e−(aq) species.36

Configuration interaction with single excitations (CIS) is an
affordable excited-state method but lacks the dynamical
correlation necessary for quantitative accuracy. CT excitations
are systematically overestimated by the CIS theory37 because
they are dominated by one single substitution between donor
and acceptor orbitals with little spatial overlap, meaning that
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the only singly excited determinant that contributes to the
excited-state wave function is the one that shifts the charge. In
this limit, there can be no orbital relaxation in the absence of
double excitations.
Linear-response time-dependent density functional

theory38−40 (LR-TDDFT) does describe dynamical electron
correlation and achieves a statistical accuracy of 0.2−0.3 eV for
many types of localized, valence excitation energies,41 but it
often badly underestimates CT excitation energies.42−53 When
using LR-TDDFT to compute the electronic spectroscopy of a
hydrated chromophore, spurious low-energy CT states
inevitably appear in the spectrum.47−49 This behavior
originates in the lack of any penalty for forming a charge-
separated excited state, within the linear response of semilocal
density functionals, as a result of incorrect asymptotic behavior
of the exchange−correlation potential.42−44 In a sufficiently
large system, there is no reason why there cannot exist well-
separated occupied and virtual orbitals whose energy levels
differ by a gap corresponding to an optical photon (for
example), and in the absence of the aforementioned exchange
penalty, such coincidences manifest as spurious CT excitations
at optical wavelengths. Stated differently, for semilocal DFT,
the orbital Hessian that defines the LR-TDDFT eigenvalue
problem assumes a block structure when the donor (ψD) and
acceptor (ψA) orbitals are well-separated, and the correspond-
ing ψD → ψA excitation energy reduces to the orbital
eigenvalue difference, ΔED → A = εA − εD.

43 In large systems,
it is almost inevitable that some of these spurious CT states
will be quasi-degenerate with the genuine bright states of
interest, leading to spurious intensity borrowing that depletes
intensity from the genuine states.48 Furthermore, because the
cost of LR-TDDFT scales as ×n n( )states basis

4 , the presence of
these spurious states significantly increases the cost of solution-
phase LR-TDDFT, as a dense manifold of CT states must be
computed to reach the first bright state.
Range-separated hybrid (RSH) functionals can address these

problems54−61 by pushing the spurious CT states out of the
spectral range of interest. The consequences for genuine CTTS
states are unclear, however. Another problem that limits the
routine application of LR-TDDFT to aqueous chromophores
is that the use of finite model systems leads to anomalously
low-energy virtual orbitals on the vacuum-exposed water
molecules at the edges of a hydrated cluster model. These
result in spurious excitations from the chromophore to the
surface of the solvent cluster.48 The same phenomenon afflicts
hybrid quantum mechanics/molecular mechanics (QM/MM)
calculations, resulting in excitations from the chromophore to
the QM/MM boundary.48 The present state of affairs is that
the most affordable workhorse method for excited-state
quantum chemistry calculations cannot be routinely applied
to solution-phase chromophores in explicit solvent.
There have been some efforts to avoid spurious CT states in

LR-TDDFT calculations based on the use of “absolutely
localized” molecular orbitals (ALMOs).62−67 This approach
provides spectra that are free of CT states by construction and
therefore sacrifices the ability to describe physically meaningful
CT states. It has been proposed to allow these back into the
spectrum based on a radial cutoff.66 However, the CTTS
excitations considered here involve water molecules as much as
10 Å away from the parent chromophore and the requisite
distance cutoff would encompass essentially the entire system,
including numerous water molecules that are spectators with

respect to the CTTS transition. This would reintroduce the
spurious CT states.
The present work introduces an alternative. Using a pseudo-

diabatization of the ground-state density matrix originally
developed for electron-transfer problems,68 we introduce a
form of “natural” CT analysis based on diagonalization of the
first-order donor−acceptor coupling matrix. The resulting
natural CT populations provide a means for automated
selection of the water molecules that are needed to describe
the CTTS state, affording a black-box way to define the high-
level subspace for projection-based embedding.69−71 We
demonstrate that this approach can be used to isolate the
physically meaningful CTTS states from the spurious CT
states while preserving the valence excitation spectrum of the
chromophore. The algorithm is stable with respect to the
choice of the basis set and density functional and is used herein
to obtain quantitative agreement with the experimental CTTS
spectrum of I−(aq).

2. THEORY

In what follows, indices i, j, k,... refer to occupied MOs; a, b,
c,... refer to virtual MOs; and r,s,t,... index arbitrary MOs.
Atomic orbital (AO) basis functions are indicated with Greek
indices μ, ν, λ, etc. Orbitals are denoted ϕ and ψ, whereas Φ
and Ψ indicate many-electron wave functions. Spin indices are
omitted for simplicity. To contextualize this work, Section 2.1
provides an overview of projection-based embedding and
Section 2.2 outlines how to apply embedding with dielectric
continuum boundary conditions, which will be used for
application to I−(aq). The localization scheme that we use is
described in Section 2.3 and the diabatization procedure in
Section 2.4, following which we introduce natural CT orbitals
in Section 2.5. We then describe how to connect this
construction to the selection of solvent molecules, in Section
2.6, which affords an automated partition for projection-based
embedding. Finally, Section 2.7 describes our approach to
range separation in LR-TDDFT.

2.1. Projection-Based Embedding. There are many
different flavors of QM/QM embedding methods,72 ranging in
complexity from the subtractive “ONIOM” approach73 to
inverse schemes.74,75 Methods of intermediate complexity
include frozen density embedding,76−78 which is closely related
to subsystem DFT,79 and projection-based embedding.69−71

Underlying each of these methods is the idea of applying a
higher level of QM theory to a small region of interest while
the environment is described at a lower level of theory.
The present work is based on the projection-operator

embedding formalism,69−71 which provides a simple and
formally exact solution to the subspace partitioning problem
that does not require inversion of the Kohn−Sham equations
nor approximate construction of nonadditive kinetic energy
functionals. In the projection-based approach, one partitions
the (super)system of interest into a high-level subsystem and
its environment at the level of atoms, which must be mapped
in some way onto MOs, thus defining density matrices for the
subsystem (γA) and the environment (γB). For the mapping
from atoms to MOs, we employ the “subsystem-projected AO
decomposition” or “SPADE” procedure,80 as described in
Section 2.3.
In its original formulation,69 projection-based embedding

amounts to the following expression for the energy of the A∪B
supersystem, with density matrix γA⊕B:
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γ γ γ

γ γ γμ

= [ ] + [ ̃ ] − [ ]

+ [ ̃ − ] + ̃

⊕E E E E

v Ptr ( ) tr( )

A B A A

A A A B

low high low

embed (1)

Here, the density matrix γ̃A reflects subsystem A computed at
the higher level of theory. The first three terms in this energy
expression are analogous to the ONIOM scheme,73 wherein
the low-level approximation for the subsystem (Elow[γ

A]) is
subtracted from the low-level description of the supersystem
(Elow[γ

A⊕B]) and replaced by the high-level treatment of the
subsystem (Ehigh[γ̃

A]). Writing the Fock matrix as F = h +
g[P], where g represents the two-electron contributions built
from density matrix P, the embedding potential vembed in eq 1
is defined as

γ γ= [ ] − [ ]⊕v g gA B A
embed (2)

This is constructed solely from density matrices obtained at
the lower level of theory. The final ingredient in eq 1 is PB, the
matrix representation of the projection operator

∑ ϕ ϕ̂ = | ⟩⟨ |
∈

P B

i B
i
B

i
B

occ

(3)

When combined with a sizable level-shift parameter μ, the
effect of μP̂B in eq 1 is to ensure that the occupied MOs of the
environment B cannot hybridize with those of subsystem A.
This maintains orthogonality between the two subsystems,
such that there is no nonadditive kinetic energy.69

In practice, the need for an empirical level-shift parameter
can be eliminated by projecting the variational degrees of
freedom from subsystem B out of the Fock matrix for A

γ γ̃ = − −‐ ‐F 1 S F 1 S( ) ( )B BA in B (4)

(Here, S denotes the AO overlap matrix.) This eliminates the
need for a level-shift term in eq 1, so that the supersystem
energy is given by

γ γ γ γ γ= [ ] + [ ̃ ] − [ ] + [ ̃ −

]

⊕E E E E

v

tr ( )A B A A A A
low high low

embed (5)

eliminating the μ parameter. All of the projection-based
embedding calculations presented in this work employ the
“parameter-free” approach in eqs 4 and 5.
Application of LR-TDDFT to a reference state obtained by

minimizing the energy expression in eq 5 is still subject to the
appearance of spurious CT states in solvated systems, as the
entire virtual space of A⊕B is used as the active space. ALMO-
based methods restrict this active space, at the expense of
eliminating all of the CT states, such that CTTS states are
completely excised and would need to be built back in.67,81

Bottom-up localization methods, such as the concentric
localization scheme of Claudino and Mayhall,82 can be used
to truncate the virtual space, but this does not establish a
satisfactory search criterion to identify orbitals relevant to long-
range CT excitations. Moreover, if solvent-centered virtual
orbitals that contribute to the CTTS state are treated at a
lower level of theory (e.g., with a semilocal functional), then
any effort to describe chromophore-centered donor orbitals at
a higher level of theory (e.g., using an RSH functional) is moot.
It is therefore imperative to describe both the donor and
acceptor subspaces using asymptotically correct functionals.
Selecting solvent molecules for the acceptor space in an
affordable, black-box manner requires an answer to the

question: where does charge localize after electron photo-
detachment? This question is addressed by the diabatization
scheme that is introduced below.

2.2. Multilayer Embedding with Implicit Solvent.
Effective modeling of bulk solution is imperative for
description of excitation spectra in the condensed phase, and
CTTS states require especially careful attention in this regard.
Gas-phase spectra83 and LR-TDDFT calculations84 of
I−(H2O)n clusters both suggest that the CTTS excitation
energy increases as water molecules are added to the system, so
to avoid underestimating these excitation energies, the
simulation cell needs to be large enough to encompass the
radial extent of the CTTS acceptor orbital. QM/MM models
of I−(aq) also suggest that long-range electrostatic polarization
also plays a key role in the CTTS process,85 as it does for other
solvated anions such as e−(aq).27−29 In this work, we present a
novel multilayer embedding approach wherein the explicit QM
system, which constitutes the entire simulation cell from an ab
initio molecular dynamics (MD) trajectory, is partitioned into
high- and low-level regions of the explicit solvent for
application of projection-based embedding, and then, this
entire atomistic system is further subject to dielectric
continuum boundary conditions.
This multilayer embedding is accomplished by solving the

generalized Poisson equation

φ π γ γ∇ ∇̂ ·[ϵ ̂ ] = − [ ̃ ⊕ ]r r r r( ) ( ) 4 ( ) ( )A B (6)

using the combined density γ̃A(r)⊕γB(r) from the embedding
calculation, where ϵ(r) constitutes a sharp dielectric interface
(cavity) surrounding the atomistic region.86 In practice, this
self-consistent reaction-field (SCRF) problem is implemented
using a polarizable continuum formalism,86 although direct
solution of eq 6 in three-dimensional space could also be
used.87−90 The result in either case is a one-electron potential
vSCRF added to the Fock matrix for subsystem A:

γ γ γ= + [ ̃ ⊕ ] + [ ̃ ] +F h v g vA A B A
SCRF embed (7)

Inserting this into eq 4 facilitates self-consistent optimization
of γ̃A within the embedding potential of both the explicit and
implicit environments. Rather than obtaining vSCRF exclusively
from the density optimized at the lower level of theory, eq 7
allows the continuum to respond to changes in the high-level
subsystem density matrix and thus represents a fully self-
consistent implementation of continuum boundary conditions
for projection-based embedding.

2.3. SPADE Localization. Early versions of projection-
based embedding used the Pipek−Mezey localization algo-
rithm91 to assign MOs to atoms, based on the atomic
population associated with each MO.71 More recently, the
SPADE algorithm80 has been introduced as a means to ensure
a consistent partition of the MO space as the atoms are
displaced, to make embedding usable for geometry optimiza-
tions and ab initio MD simulations. In contrast to the Pipek−
Mezey orbitals, the SPADE orbitals are not spatially localized
in the usual sense but are instead subsystem-localized. Spatial
locality is not required for projection-based embedding;
instead, the only requirement is that the total density be
partitioned as a sum of subsystem densities.
The SPADE procedure begins with a transformation of the

occupied MO coefficients Cocc into the Löwdin-orthogonalized
basis
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̅ =C S Cocc
1/2

occ (8)

The MOs are then projected onto AO basis functions that are
tagged to atoms belonging to the high-level subsystem A

∑ μ μ= | ⟩⟨ | ̅μ
μ

μ
∈

C Ci
A

A
i

,occ occ

(9)

Singular value decomposition of this coefficient matrix

∑= †C L R( )A A A A,occ
(10)

reveals a partition based on the kernel (null space) of RA.
Specifically, let us write

= ⊕R R RA A A,span ,null (11)

where RA,span denotes the first nbasis
A columns of the matrix RA,

which together constitute the span of the right singular vectors.
Projection onto this span localizes the MOs to subsystem A.
The remaining vectors RA,null represent the null space, and
projection with RA,null puts the remaining MOs in subsystem B

=C C RA A A
SPADE

,occ ,span
(12a)

=C C RB A A
SPADE

,occ ,null
(12b)

This same decomposition can be applied to the virtual MOs82

and will be used later in this work.
2.4. Diabatization Scheme. The projection-operator

diabatization (POD) method68 partitions the atoms into a
donor set (D) and an acceptor set (A), and then uses the fact
that the Gaussian basis functions are tagged to atoms to effect
a corresponding partition of the one-electron Hamiltonian

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑ
=H

H H

H H
DD DA

AD AA (13)

This matrix and each of its sub-blocks are then transformed to
the Löwdin-orthogonalized basis

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑ
̅ = =

̅ ̅

̅ ̅
− −H S HS

H H

H H
1/2 1/2 DD DA

AD AA (14)

The sub-blocks of H̅ are diagonalized by solving the subsystem
eigenvalue equations

ε̅ =H U UDD D (15a)

ε̅ =H V VAA A (15b)

This affords diabatic MO coefficients U (spanning the donor
space) and V (spanning the acceptor space). The usual POD
approach terminates by rotating the off-diagonal blocks of the
one-electron Hamiltonian into the diabatic representation

̅ = ̃

̅ = ̃

†

†

U H V H

V H U H

DA DA

AD AD (16)

The full one-electron Hamiltonian in the diabatic representa-
tion is

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑ

ε

ε
̃ =

̃

̃
H

H

H

D DA

AD A (17)

which would be diagonal but for the electron-transfer coupling
matrix, H̃DA. The latter provides the couplings that appear in
the electron-transfer rate theory.92−97

2.5. Diabatic Minimal-Basis Construction. The first step
in constructing a basis that isolates the physically relevant
CTTS excitations is to realize that the structure of the POD
Hamiltonian in eq 17 allows for the assembly of a first-order
electron-transfer density matrix in a manner that is reminiscent
of the frozen natural orbital approach based on the Møller−
Plesset perturbation theory.98,99 The POD Hamiltonian is
separable into a noninteracting diabatic part H0 and a coupling
matrix W

Ä
Ç
ÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑ

Ä

Ç

ÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑ´ ≠ÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖ ´ ≠ÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖ

ε
ε̃ = +

̃
̃H 0

0

H

0 H
H 0

W

D
A

0

DA

AD

(18)

The corresponding MO coefficient matrix is block-localized
Ä

Ç
ÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑ

̃ =C
U 0
0 V (19)

In this representation, the electron-transfer couplings are
immediately available as matrix elements between orbitals
catalogued as “donors” and those classified as “acceptors”.
Starting from the zeroth-order, one-electron Hamiltonian

H0, the first-order CT corrections to the diabatic wave
functions are

∑ ∑|Ψ ⟩ = |Ψ ⟩→
∈ ∈

− + T
i a

ia ie h
(1)

D A

(0)
D A (20)

where |Ψi
(0)⟩ is an eigenfunction of Ĥ0 with eigenvalue εi,

which is contained in the diagonal matrix εD. The mixing
coefficients Tia are given by

ε ε
=

⟨Ψ | ̂ |Ψ ⟩
−

T
W

ia
i a

a i

(0) (0)

(21)

with eigenvalues εa that are elements of εA. The amplitude
matrix T has dimensions nocc

D × nvir
A , where nocc

D is the number of
occupied MOs on the donor and nvir

A is the number of virtual
orbitals on the acceptor. The matrices TT† and T†T are the
occupied (donor) and virtual (acceptor) blocks of the first-
order CT density matrix.
For convenience, let us denote Γ = T†T or

∑Γ = *
∈

T Tab
i

ai ib
D (22)

The eigenvalue problem

λΓΞ Ξ= (23)

defines a set of natural CT orbitals Ξ, with populations λa that
are elements of the diagonal matrix λ. In analogy to natural
orbital truncation of correlated wave-function methods,98,99

where eigenvalues of the first-order density matrix are used to
truncate the virtual space, the natural CT populations {λa} can
be used as a metric to truncate the virtual space. Similar
approaches have been developed recently for nonorthogonal
configuration interaction to choose the set of corresponding
orbitals that most efficiently recovers correlation.100−103

Perhaps a better analogy is the definition of the natural
transition orbitals (NTOs) in a CIS or LR-TDDFT
calculation.104−107 If X represents the nocc × nvir matrix of
CIS coefficients, then diagonalization of the particle and hole
density matrices107 (XX† and X†X, respectively) generates
NTOs for the occupied and virtual spaces, respectively.104

Equivalently, these are the left and right singular vectors of
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X,105 whose singular values demonstrate that the rank of the
excitation space is exactly nocc, which is considerably smaller
than the dimension of the excitation space, which is nocc nvir.
Analogously, the span of Ξ in eq 23 has rank nocc

D , which
automatically sets an upper bound on the size of the CTTS
acceptor space. The eigenvalues {λa} quantify the role of each
virtual orbital in serving as an acceptor for a CT excitation
between donor and acceptor spaces defined by atomic
partition.
The span of Ξ establishes an initial size for the virtual

(acceptor) space that is the same size as the occupied (donor)
space, resulting in an excitation space that is nocc

D × nocc
D . An

excitation space of this size should be sufficient for a purely CT
excitation, but a state whose character is mixed may not be well
described by a single pair of natural CT orbitals. In these cases,
we recommend an iterative construction of T. At iteration n,
the idea is to compute

ε ε
=

⟨Ψ| ̂ |Ψ ⟩
−

−

T
W

ia
n i a

n

a i

( ) ,frz
( 1)

(24)

where |Ψa,frz
(n−1)⟩ denotes a (frozen) virtual orbital that was

excluded from the excitation space during iteration n − 1. Each
successive diagonalization of Γ(n) = (T(n))†T(n) (eq 23) yields a
further set of nocc

D ancillary CTTS acceptor orbitals (secondary,
tertiary, etc.). This procedure can be repeated until a threshold
percentage of the CT acceptor space is encompassed within
the active orbitals. Each iteration increases the size of the CT
acceptor space by nocc

D , and in the limit of a 100% threshold, the
entire CT acceptor space will be included in the active orbitals.
Although the diabatic MO coefficient matrix could be used

directly in the screening procedure, we instead introduce a
bijective mapping between the diabatic orbitals and the
SPADE-localized MOs that have been projected onto the
diabatic subsystems. The mapping is achieved through
application of the following set of operators to the diabatic
MO coefficients:

∑ ψ ϕ̂ = | ⟩⟨ |
∈

D
i

i io
D

occ
SPADE diab

(25a)

∑ ψ ϕ̂ = | ⟩⟨ |
∈

A
j

j jo
A

occ
SPADE diab

(25b)

∑ ψ ϕ̂ = | ⟩⟨ |
∈

D
a

a av
D

vir
SPADE diab

(25c)

∑ ψ ϕ̂ = | ⟩⟨ |
∈

A
b

b bv
A

vir
SPADE diab

(25d)

This allows the selected orbitals to be expressed directly in the
SPADE representation. We find that the SPADE orbitals yield
better oscillator strengths than the diabatic subspace MOs,
allowing this method to be applied independent of any
subsequent embedding scheme if only the CT spectrum is
desired. A proof of the bijection between diabatic subspace
MOs and the SPADE orbitals is provided in Appendix A.
Finally, let us arrange the MO coefficient matrix by columns

in the format

´ ≠ÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖ= | | | |C C C C C C( )diab
SPADE

occ
A

occ
D

vir
A,CTTS

active
vir
D

vir
A,frz

(26)

Note that the indicated “active” set of CT donor/acceptor
orbitals results from diabatization, not from an LR-TDDFT
calculation, meaning that each CT excitation involving these
orbitals may be taken to be a physically relevant CT state
although these states need not appear in the low-energy part of
the spectrum. To gauge which are the energetically important
ones, an LR-TDDFT calculation can be performed using the
very small set of active orbitals that are indicated in eq 26. The
dimension of the excitation space for this calculation is nocc

D ×
nocc
D , as compared to nocc × nvir (where nvir ≫ nocc

D ) for the full
excitation space. This minimal-basis LR-TDDFT calculation
represents a trivial amount of overhead, enabling rapid and
accurate representation of low-lying CTTS states.

2.6. Selection of Relevant Solvent Orbitals. A wave
function for the CTTS state can be constructed from the
minimal-basis LR-TDDFT calculation suggested above,
according to

∑ ∑|Ψ ⟩ = |Ψ ⟩
∈ ̅∈

̅
̅c

i a
ia i

a
CTTS

D A (27)

The acceptor orbital is

∑ ∑ ϕ|Φ ⟩ = | ⟩
∈ ̅∈

̅ ̅

−
ce

i a
ia aCTTS

D A (28)

In these expressions, a ̅ indicates an active acceptor orbital
belonging to the solvent. The acceptor orbital in eq 28 is then
projected onto every individual solvent molecule using a
projection operator

∑ μ μ̂ = | ⟩⟨ |
μ∈

Q
R (29)

for fragment R, where {|μ⟩} is the Löwdin-orthogonalized AO
basis. The result is a fragment-blocked representation of the
CTTS acceptor orbital, which can be written in matrix form as

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑ
∂

=QC

C

C

C

R

S

N

CTTS

(30)

where indices R, S,... denote molecular fragments.
The probability of finding the CTTS acceptor orbital on the

Rth solvent molecule is

Ä

Ç
ÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑ

=
∑ ∑ *

∑ ∑ ∑ *

μ μ μ

μ μ μ

∈

∈( )
p

C C

C C
R

a R R a R a

R a R R a R a

, ,

, ,

2 1/2

(31)

Values of pR assign each solvent molecule a probability that
weights its importance in the description of the CTTS acceptor
space. These probabilities are similar to natural populations, as
they represent the lone eigenvalue of each projected CTTS
MO density, and should therefore be quite stable with respect
to changes in the AO basis set. The probability vector p is
sorted in descending order, allowing for a cumulative sum over
normalized probabilities (representing fractional CTTS accept-
or populations) to act as a threshold for the partition. Based on
this threshold, the number of “important” charge-accepting
solvent molecules can be determined, for use as the high-level
subspace in projection-based embedding.
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This concludes the natural CT analysis (NCTA) approach
for pruning the LR-TDDFT manifold of spurious CT states.
Figure 1 provides a flowchart of the procedure.

2.7. Screened RSH Functionals. Systematic under-
estimation of CT excitation energies is largely solved in LR-
TDDFT by application of long-range corrected (LRC)
functionals,52−61 which are often deployed using an “optimal
tuning” procedure based on the ionization energy (IE)
criterion, IE = −εHOMO.

58 Application of this criterion,
however, exhibits a troubling dependence on system
size,60,108−116 and a different approach is pursued here.
Range separation consists of a partition of the electron−

electron Coulomb operator r12
−1 into short-range (SR) and

long-range (LR) components. A widely used form for this
partition is117,118

´ ≠ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ´ ≠ÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ ÆÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖÖ

α β ω α β ω
=

− [ + ]
+

+
r

r
r

r
r

1 1 erf( ) erf( )

12

12

12
SR

12

12
LR (32)

and a generic expression for the corresponding RSH functional
is118

α α β α

α β

= + + + −

+ − − +

E E E E

E E

( ) (1 )

(1 )

xc
RSH

x,HF
SR

x,HF
LR

x,GGA
SR

x,GGA
LR

c
GGA

(33)

where

= −E E Ex,GGA
LR

x
GGA

x,GGA
SR

(34)

While it has become common to identify the difference
between a generalized gradient approximation (GGA)
exchange functional (Ex

GGA) and its SR counterpart (Ex,GGA
SR )

as the “LR” part of the exchange interaction, as is done in eq
34, this is something of a misnomer insofar as the reason for
introducing range separation in the first place is that semilocal
functionals do not exhibit genuine LR exchange.118 GGA
exchange decays with the density, and operationally Ex,GGA

LR

might more appropriately be called “middle-range” exchange.
The parameter α in eq 33 controls the fraction of SR

Hartree−Fock exchange (SR-HFX), Ex,HF
SR . The LR component

of the Coulomb operator in eq 32 decays asymptotically as
∼(α + β)/r12; therefore, we consider that proper range
separation requires α + β = 1, at least in the gas phase. This
means that β is not an independent parameter once the
fraction of SR-HFX is chosen. (However, some RSH
functionals violate this constraint, notably CAM-B3LYP.117)
According to eq 33, any functional that satisfies α + β = 1 is
equivalent to using 100% HFX in the asymptotic limit, r12 →
∞. We have suggested that these should be called LRC
functionals,52,55,56,107,118 e.g., LRC-ωPBE if Ex,GGA

SR is ωPBE,56

the SR counterpart of the semilocal Perdew−Burke−Ernzerhof
(PBE) exchange.56,119 This nomenclature distinguishes the
LRC approach from functionals such as HSE,120,121 which also
employs ωPBE exchange but omits Ex,HF

LR .
In a condensed medium whose dielectric constant is ϵ, one

may argue that the proper asymptotic behavior should instead
be ∼(ϵr12)−1, leading to an alternative constraint α + β = 1/ϵ.
Functionals satisfying the latter constraint have been called
screened RSH (sRSH) or screened LRC (sLRC) func-
tionals118,122 and have been applied recently to predict
fundamental gaps and optical gaps of molecular sol-
ids.118,123−125

The optimal-tuning procedure introduced by Baer and co-
workers58 selects the range-separation parameter ω in eq 32 to
satisfy the condition

ε ω ω= −( ) IE( )HOMO (35)

However, when this tuning procedure is applied to negatively
charged water clusters (H2O)n

−, which are finite models of the
hydrated electron, one finds that the tuned value of ω changes
dramatically as the size of the water cluster increases,112

portending problems for condensed-phase applications. As an
alternative, in the present work, we employ a “global density-
dependent” (GDD) tuning procedure,110 in which a self-
consistent DFT calculation is first performed using a functional
such as LRC-ωPBE and then the value of ω is set to an optimal
value

ω = ⟨ ⟩−C dxGDD
2 1/2

(36)

defined by the average distance ⟨dx
2⟩1/2 between an electron in

the outer regions of a molecule and the exchange hole in the
region of valence MOs. Our group has successfully used this
procedure in other contexts,116,126−128 as a means to avoid the
hassle associated with tuning based on eq 35 and also as a
means to mitigate the dependence of ω-tuning on system
size.116

The quantity C in eq 36 is an empirical parameter and has
been optimized for use with LRC-ωPBE in several different
basis sets.110,126 However, we find that the optimal value of C
is sensitive to the fraction of SR-HFX that is used in the self-

Figure 1. Flowchart summarizing the NCTA procedure.
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consistent DFT calculation, thus eq 36 was reparameterized for
use with α = 0.40 because the corresponding hybrid PBE
functional, which we call PBEh(40), has been demonstrated to
afford good electronic energy levels for neat liquid water129

and for e−(aq).130

To generate a value of C that is appropriate for use with
sLRC functionals with ϵ = 78.39, we followed the least-squares
fitting procedure of ref 110, except that instead of fitting to the
gas-phase IE-tuning condition for small molecules, we instead
fit to results from IE-tuned sLRC-PBEh(40). The fitting was
performed under dielectric boundary conditions to capture
changes in the density induced by a dielectric continuum; see
Section 3 for details. Optimized values C = 0.335 and 0.470
were determined for the def2-SVP and def2-TZVPP basis
sets,131 respectively. These values are considerably smaller than
the values C ≈ 0.9 that have been optimized previously for use
with LRC-ωPBE(30) and LRC-ωPBEh(20),110,126 but this is
consistent with the larger fraction of SR-HFX in the present
case. (A smaller value of C means a smaller value of ωGDD and
thus a longer length scale for activating LR-HFX. This is
presumably compensated by the larger admixture of SR-HFX.)
The optimal values of C increase slightly when gas-phase
tuning (α + β = 1) is used instead, e.g., we determined C =
0.560 for use with LRC-ωPBEh(40)/def2-TZVPP. Only the
sLRC-ωPBEh(40) values are used in the present work.

3. COMPUTATIONAL DETAILS
The I−(aq) calculations reported below are based on structures
extracted from a periodic ab initio MD simulation performed
using CP2K v. 6.1,132 for a 14.4 × 14.4 × 14.4 Å3 simulation
cell consisting of I−(H2O)96. The functional used in these
simulations is PBEh(40)-rVV10, which includes the rVV10
nonlocal correlation functional,133 which is a revision of the
VV10 functional134 that is designed for better efficiency in
plane-wave basis sets. We use the parameter b = 5.3 in rVV10,
as suggested in ref 135, because this functional has been
demonstrated to yield a Kohn−Sham gap within <0.1 eV of the
experimental band gap for liquid water.135,136 The TZV2P-
GTH basis sets were used for water and DZVP-MOLOPT-SR-
GTH basis sets for iodine.137 The temperature was maintained
at T = 298 K using canonical sampling with velocity
rescaling.138

Following 20 ps of equilibration, 30 snapshots were taken
from the last 300 fs of dynamics, which were then used to
obtain the I−(aq) spectra presented in Section 4.3. Although
these snapshots are likely highly correlated, given the short
production time scale, we will see that the number of water
molecules included in the high-level subsystem fluctuates quite
dramatically over just 300 fs. Since the primary purpose of our
analysis in this initial report is to gauge the capacity of NCTA
to prune the manifold of spurious low-lying CT states, these
snapshots suffice.
As our analysis incurs a change of boundary conditions

(from periodic boundaries in the CP2K simulation to a finite
cluster with dielectric boundary conditions for the LR-TDDFT
calculations), we collocate atoms belonging to each water
molecule about the molecular center-of-mass prior to the LR-
TDDFT calculations. In principle, this change of boundary
conditions could introduce discontinuities when a water
molecule is shifted by an entire box length, but in practice,
the calculations presented here are not affected in any
noticeable way, as will be apparent when we examine excitation
energies along the MD trajectory. All LR-TDDFT calculations

were performed using a locally modified version of Q-Chem v.
5.3,139 in which the theory described in Section 2 has been
implemented.
To compare the results from our NCTA protocol to full-

system LR-TDDFT methods, we must be able to identify the
physically relevant CT states in the latter calculation without
appeal to the analysis method introduced herein, in order to
assess the veracity of the new technique. We accomplish this
via NTO analysis, which allows us to find optically allowed
CTTS states by searching the LR-TDDFT spectrum for states
that feature a particle/hole excitation from the chromophore to
the solvent. This entails computing (and sifting through) a
large number of spurious states when semilocal functionals are
employed, but NTOs provide a convenient way to identify the
CTTS character and thus form the foundation of the
benchmarking presented herein.
CT excitations are the focal point of the present work, and

for quantitative accuracy, it will be important to incorporate
the response of the dielectric medium in the LR-TDDFT
excitation energies. For this, we use a nonequilibrium
formulation dielectric continuum theory,86 applying both the
perturbative linear response (ptLR) and perturbative state-
specific (ptSS) corrections,140,141 in conjunction with the
Marcus−Brady−Carr partition of the fast and slow polarization
charges.86,140 Whereas ptSS is a more conventional approach
to electronic polarization in the excited state, it has been
argued that the ptLR correction represents a form of solute−
continuum dispersion interaction,86 and the combination of
ptLR and ptSS approaches has been found to yield good
solvatochromic shifts at the LR-TDDFT level.140 All SCRF
calculations employ the integral equation form of the
polarizable continuum model (IEF-PCM),86,142−144 with a
solute/continuum interface that is defined by a solvent-
accessible surface (SAS) with a solvent probe radius of 1.4 Å.86

The ptLR + ptSS correction modifies the LR-TDDFT
excitation energies by 0.1−0.2 eV, which is small but not
negligible on the scale of the agreement with the experiment
that we report in Section 4.3.

4. RESULTS AND DISCUSSION
4.1. Stability with Respect to the Basis Set and

Density Functional. As with any scheme that attempts to
partition the virtual space into localized subsystems, a great
deal of caution and testing is warranted regarding stability with
respect to expansion of the AO basis set. We also wish to
examine the extent to which the results depend on the choice
of density functional approximation. In this section, we report
calculations on a hydrated acrolein molecule, using a
C3H4O(H2O)24 cluster whose geometry is taken from ref 67.
We test the PBE,145 SCAN,146 and B3LYP147,148 functionals as
examples of a GGA, a meta-GGA, and a global hybrid
functional, respectively, to assess what low-level approximation
might be used in projection-based embedding calculations.
Convergence behavior with respect to the basis set is assessed
using def2-SVPD, def2-TZVPD, and def2-QZVPD.131,149 All
calculations reported in this section use a dense Euler−
MacLaurin−Lebedev quadrature grid for the DFT calcula-
tions,150 consisting of 99 radial points and 590 angular points
per atom. Water molecules involved in the CTTS transition
were selected based on a threshold that retains 99.8% of the
CTTS acceptor orbital.
Results for nine combinations of functional and basis sets are

shown in Figure 2. In each case, the water molecules selected
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by our automated scheme appear only in the region of space
highlighted by the CTTS acceptor orbital. The excited state
obtained using the double-ζ basis set is more diffuse than the
others, particularly in the case of B3LYP, but in all cases the
CTTS acceptor orbital and the solvent selection converge at
the triple-ζ level are unchanged in the quadruple-ζ basis set.
Once this limit is reached (at the triple-ζ level), the partitions
obtained using various density functionals differ by no more
than one water molecule. The PBE functional selects one fewer
water molecule as compared to SCAN, which selects the same
high-level subsystem as B3LYP, suggesting that the partition is
relatively stable regardless of density functional approximation.
For a more quantitative comparison, Table S1 reports the

percentage of natural CT populations per solvent molecule for
the lowest-lying CTTS state. By weighting the CTTS
excitation space based on the eigenvalues of a first-order
density matrix, we achieve a stable partition that does not
change with the density functional ansatz except minimally at
the double-ζ level, where the density itself is not yet converged.
4.2. Isolating the Physically Relevant CTTS State in

Hydrated Acrolein. We next aim to quantify the accuracy of
the high-level subsystem selection in the context of projection-
based embedding. The CT problem in LR-TDDFT is
especially pronounced in the C3H4O(H2O)24 test system
introduced above. Even using B3LYP, the lowest π → π*
excitation of the chromophore is obscured by 62 CT states at
lower energies and thus the 1ππ* bright state appears as S64 in
our calculations. (There is also a 1nπ* state at low energy.)
This is consistent with results reported for the same system in
ref 67, where ALMO-based embedding was used to remove the
spurious states. This comes at the price of also removing
physically meaningful CTTS excitations, however.
At the B3LYP/jun-cc-pVDZ level, the first meaningful

CTTS excitation in this system appears as state S11, and while

not quite as difficult to find as the valence π → π* transition, it
is but one among tens of spurious states, making it difficult to
isolate and analyze. We have confirmed through NTO analysis
(Figure S1) that the S11 state is the first bright state featuring a
particle/hole excitation from acrolein to the surrounding
solvent. In the following, we explore the capacity of our
method to prune the other CT states from the excitation space
to test the hypothesis that this approach should retain the
physically relevant and spectroscopically interesting CTTS
states. All calculations in this section use the jun-cc-pVDZ
basis set.151

To benchmark our partition of the relevant solvent
molecules, we use the rCAM-B3LYP functional,152 a
reparameterization of CAM-B3LYP117 intended to reduce
many-electron self-interaction error. Figure 3 compares
excitation energies computed using rCAM-B3LYP-in-B3LYP
embedding to results obtained by applying rCAM-B3LYP to
the full C3H4O(H2O)24 system. B3LYP is used as the low-level
method in these calculations, so Figure 3 also shows the results
of B3LYP applied to the entire system, for comparison. In
contrast to rCAM-B3LYP, the B3LYP functional under-
estimates the π → π* excitation energy by ≈0.6 eV and
underestimates the CTTS excitation by almost 2.5 eV relative
to rCAM-B3LYP results. The latter observation is unsurprising
given the too-soft asymptotic decay of the B3LYP exchange−
correlation potential, leading to underestimation of CT
excitation energies.44 This problem will worsen as the number
of explicit water molecules is increased.48

As the number of water molecules that are included in the
high-level subsystem is increased, embedding results for the
ππ* state move somewhat closer to the rCAM-B3LYP
benchmark, converging to 6.84 eV versus the benchmark
value of 6.76 eV; see Figure 3a. In contrast, embedding results
for the CTTS state converge precisely to the benchmark value.

Figure 2. Basis set and functional dependence of the automated diabatization scheme for nuclear partitioning, as applied to C3H4O(H2O)24. The
opaque atoms include the chromophore (C3H4O) along with the important water molecules as selected based on a threshold that retains 99.8% of
the CTTS acceptor orbital. That orbital is shown, using an isocontour of 0.01 au, with green and purple representing different signs.
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The slight discrepancy for the ππ* state, which is really just a
slower convergence toward the benchmark in that case, arises
because our diabatization scheme intentionally biases selection
of H2O molecules for the high-level subsystem toward
description of the CTTS state. Some first-shell water
molecules, which are important for an accurate description of
the valence excited state, are therefore omitted. If higher
accuracy is desired for localized valence excitations, this can be
achieved by application of a radial cutoff to retain those nearby
water molecules that affect the chromophore-localized states. A
sensible procedure, in situations where both CTTS and
valence excitations are of interest, is to retain the first hydration
shell (as defined by a radial cutoff, say) in conjunction with
automated diabatization. We will do this for I−(aq) in Section
4.3.
The performance for CTTS excitations is the focus of the

present work, and the data in Figure 3b demonstrate rapid
convergence to the benchmark excitation energy of 7.31 eV.
Including just 8 of 24 water molecules in the high-level
subsystem affords an rCAM-B3LYP-in-B3LYP value of 7.34
eV. No further improvement is obtained with additional water
molecules, but neither does this have deleterious consequences
on the converged result. This demonstrates that the partition is
not only accurate but also robust with respect to the inclusion
of unimportant solvent molecules. Equally importantly, the
embedding calculation preserves the correct state ordering,
consistently predicting it to be S1(nπ*) followed by S2(ππ*).

By removing the solvent molecules that support spurious, low-
lying CT states, the valence excitation spectrum of the
chromophore is recovered with ease.
That said, even with rCAM-B3LYP, there remain problems

with spurious states when gas-phase boundary conditions are
used, as some of the frontier virtual orbitals on peripheral water
molecules are not sufficiently destabilized by Pauli repulsion
due to surrounding water molecules, as they would be in a
condensed-phase environment. As a result, the gas-phase
rCAM-B3LYP calculation predicts several excitations involving
occupied/virtual pairs that are localized on peripheral water
molecules. While RSH functionals may mitigate problems with
spurious CT states, their use is not a panacea and does not
always eliminate CT problems, especially in the presence of
vacuum boundary conditions.48,49 In the present example,
C3H4O(H2O)24 using rCAM-B3LYP, a CTTS state appears as
S7, but the problem is certain to grow more severe as the
cluster size increases. The natural CT partitioning scheme
selects the high-level subsystem in a manner that admits far
fewer of these states into the spectrum and eliminates what is
otherwise a size-extensive growth in the number of CT states.
The first CTTS state is isolated as S3 (above only the

1nπ*and
1ππ*states) when ≤7 water molecules are included, at which
point it shifts to S4 as one peripheral water excitation appears
in the low-energy spectrum. Isolating the physical CTTS states
by removing the solvent molecules that contribute to the
spurious ones not only clears up the valence excitation
spectrum of the chromophore but also sidesteps the issue of
spurious states associated with vacuum boundary conditions.

4.3. I−(aq) CTTS Spectrum. Aqueous iodide features one
of the most well-studied CTTS spectra in condensed-phase
photochemistry and is commonly used to generate hydrated
electrons.25 In this section, we apply our method to an ab initio
MD trajectory of I−(aq) to study the lowest-lying CTTS band
of the absorption spectrum in bulk solution. (Simulation
details have been provided in Section 3.) The higher-level
calculations in this section were performed at the sLRC-
ωPBEh(40) level, which is a screened LRC functional with
40% SR-HFX, as described in Section 2.7. Lower-level
calculations are performed using PBEh(40), consistent with
the level of theory used for the periodic DFT simulation
although we omit the nonlocal correlation functional rVV10 in
the excited-state calculations. This is a more sophisticated and
expensive level of theory than is typically used for the low-level
calculations in projection-based embedding; however, we find
that the density of states is simply not represented well enough
to produce accurate spectra when a GGA functional is used for
the low-level method. This sensitivity is understandable given
that the I−(aq) CTTS band lies between the conduction and
valence bands of liquid water.25 If the manifold of states is
misrepresented such that the CTTS band lies within the
conduction band, then low-lying CTTS states may mix with
states in the conduction band and yield poor excitation
energies and a poor representation of the character of the
CTTS state as a whole.85 The ab initio MD simulations use the
global hybrid PBEh(40) functional precisely because it seems
to reproduce the band gap of bulk water,135,136 and the
computational expense of the low-level part of the embedding
calculations is consistent with this choice.
For these calculations, we use continuum boundary

conditions (IEF-PCM and SAS cavity) around the entire
I−(H2O)96 unit cell, leading to a multilayer embedding scheme
with sLRC-ωPBEh(40) and PBEh(40) as the high- and low-

Figure 3. Convergence of excitation energies with respect to the
number of water molecules in the high-level subsystem, for (a) the
valence ππ* state and (b) the lowest-lying CTTS state of the hydrated
acrolein cluster C3H4O(H2O)24, using rCAM-B3LYP-in-B3LYP
embedding. The benchmark in either case is a full-system calculation
using rCAM-B3LYP. The full-system B3LYP result is also shown for
comparison.
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level methods, respectively, for describing the explicit solvent
and continuum boundary conditions as described in Section
2.2. The high-level subsystem is selected based on diabatiza-
tion of the PBEh(40) molecular orbitals. To incorporate
strongly hydrating water molecules that may not be selected
automatically by our diabatization scheme, all water molecules
within a 4.0 Å radial cutoff from the iodine atom are also
included in the high-level subsystem. In all cases, the iodine
atom was treated as the donor species and all water molecules
as the acceptor. All calculations in this section employ the
def2-SVP basis and the corresponding effective core potential
for iodine.
Our results are superimposed with experimental data for the

lowest CTTS band of I−(aq) in Figure 4. The computed

spectra are obtained from 30 snapshots taken from the
condensed-phase simulation and plotted in Figure 4 as
Gaussian distributions with 2σ widths, where σ is the standard
deviation of the 30 vertical excitation energies. (Peak heights
are normalized to unity.) The full-system sLRC-ωPBEh(40)
calculation for I−(H2O)96 is in quantitative agreement with the
experiment,153 with a computed band maximum at 5.6 versus
5.5 eV in the experiment. The embedding calculation is faithful
to the full-system calculation to within ≲0.1 eV.
In comparison, the PBEh(40) absorption band (obtained by

applying the low-level method to the full system) is centered at
6.0 eV and thus overestimates the experimental CTTS band
maximum by 0.5 eV. Whereas CT excitation energies are
typically underestimated in gas-phase calculations using global
hybrid functionals, in the condensed phase where dielectric
stabilization is important, this is not always the case.118 Here,
the behavior may be more similar to what is typically observed
for localized valence excitations, where functionals with a large
fraction of HFX tend to overestimate excitation energies.41

Note that SR-HFX cannot be eliminated from the low-level
calculation, as demonstrated by the failure of the PBE-in-
PBEh(40) results in Figure 4. Use of the GGA functional as
the low-level method results in underestimation of the CTTS
spectrum by nearly 2 eV despite the use of a global hybrid

functional for the high-level subsystem. While PBE-in-
PBEh(40) is not a useful level of theory for this particular
application, it is interesting to note that the use of the
partitioning method developed here does result in the CTTS
excitation appearing among the first 10 excited states in each of
the 30 snapshots used to generate the PBE-in-PBEh(40)
spectrum. It is remarkable even that we are able to obtain GGA
results for such a large system, and this is only feasible because
the density of states has been pruned by the diabatization
algorithm.
Overall, we take the accuracy of sLRC-ωPBEh(40) relative

to the experiment as a testament to the quality of our screened
GDD tuning approach. The fact that the embedding
calculation is faithful to the full-system LR-TDDFT calculation
is a validation of our procedure for subsystem selection based
on automatic diabatization.

4.4. Sensitivity of Excitation Energies to Subsystem
Partition. Whenever embedding methods are applied, an
artificial interface is introduced between the high- and low-
level subsystems. This is a problem shared by QM/MM
methods; however, QM/QM embedding (like any other
active-space method) is also subject to discontinuities as the
atoms move and the orbitals selected for the subsystem may
change. In the present case, our partition based on
diabatization need not select the same water molecules at
every snapshot along a trajectory. Here, we quantify the
magnitude and significance of the errors associated with
changing the character of this high-level/low-level interface.
Results plotted in Figure 5a−c show that the errors

introduced by embedding (as gauged by comparison to a
calculation that applies the higher level of theory to the full
system) are smaller than the thermal fluctuations in the
excitation energy. This is despite the fact that the number of
water molecules that is included in the high-level subsystem
fluctuates quite a bit from one snapshot to the next, as shown
in Figure 5d. (On average, 37 ± 12 out of 96 water molecules
are included in the high-level subsystem. This number is
chosen automatically by the diabatization algorithm.) Errors
are slightly different for various a posteriori corrections to the
excitation energy based on nonequilibrium dielectric con-
tinuum theory,86 but in each case, these differences fall well
within the envelope of thermal fluctuations. Average
embedding errors are <0.1 eV regardless of the continuum
treatment that is used.
Perturbation theory energies are strongly dependent on the

zeroth-order wave function, so one might wonder whether
small changes in the character of the excited states, arising from
the embedding procedure, might be amplified by the ptLR
and/or ptSS continuum corrections that are applied to the
excitation energies, but in fact these differences remain <0.1
eV. Because the errors remain small despite the application of
two different perturbations, it would appear that embedding
does not impose dramatic changes in the character of the
excited-state wave function.
These results are promising for the future possibility of

developing analytic gradients to use in conjunction with this
particular partitioning scheme, which would facilitate excited-
state dynamics in the condensed phase. In the immediate term,
these results serve to validate the application of this cost-
effective approach to analyze vertical excitation spectra of
solvated chromophores in fully-QM treatments of aqueous
systems.

Figure 4. Comparison between experiment, full-system sLRC-
ωPBEh(40), full-system PBEh(40), and projection-based embedding
for the first CTTS band of I−(aq), modeled as I−(H2O)96 with
continuum boundary conditions. Experimental data from spectral
deconvolution of the I−(aq) ultraviolet absorption spectrum at 298 K
are taken from ref 153.
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5. CONCLUSIONS
We have reported an automated subsystem partition for use
with projection-based embedding to study electronic spectros-
copy in an aqueous environment at the LR-TDDFT level. Our
procedure, natural CT analysis, introduces natural CT orbitals
constructed as a simple extension of a projection-operator
diabatization developed for electron-transfer problems.68

These orbitals provide a minimal excitation space, within
which an LR-TDDFT calculation is performed (at negligible
computational cost) within a diabatic representation, furnish-
ing a spectrum of CT excitations by construction. Any CT
state of interest can then be projected onto the surrounding
solvent to determine the contribution of each solvent molecule
to the overall CT acceptor space. Solvent molecules that are
assigned to the CT acceptor space can be included in the high-
level subsystem in a subsequent projection-based embedding
calculation. Other CT states, which might be artifacts of LR-
TDDFT and therefore not of interest, are excluded by
construction.
We have demonstrated that this approach is stable with

respect to the choice of density functional approximation and
rapidly convergent with respect to the choice of the AO basis
set. This stability permits on-the-fly evaluation of the CT
acceptor space based on the orbitals obtained from an ab initio
MD trajectory, with the density functional that is used in the
dynamics serving as the low-level method for subsequent
embedding calculations of the vertical excitation spectrum. The
automated partition removes spurious low-lying CT excitations
(which normally plague solution-phase LR-TDDFT calcula-
tions) by removing the solvent orbitals that support those
excitations. This serves to reveal the valence excitations
localized on the chromophore, which may otherwise be
obscured or even “dissolved” (via intensity borrowing) in a
sea of spurious CT excitations.48 At the same time, we can

preserve the appearance of physically meaningful CTTS states
that have typically also been removed by other procedures
designed to avoid the appearance of artificial CT transitions.
Artifacts of vacuum boundary conditions are also removed
automatically by our procedure.
We have applied this approach to the prediction of the low-

lying CTTS band of I−(aq), in conjunction with ab initio MD
simulations. Quantitative agreement with experiment is
obtained, and the errors introduced by embedding are
consistently smaller than thermal fluctuations in the excitation
energy itself. This suggests that the high-level/low-level
partition that is used in the embedding calculations provides
stable excitation energies despite the fact that the automated
diabatization procedure selects different numbers of important
water molecules at different snapshots along the MD
trajectory.
Spurious, low-energy CT states are the bane of LR-TDDFT

calculations in large systems.48,49,53 As noted recently in the
context of organic photovoltaic materials,118 however, once
these artificial interlopers are removed from the spectrum, it
need no longer be the case that the genuine CT excitation
energies are underestimated by LR-TDDFT. In condensed
media, and in particular in the aqueous systems considered
here, dielectric screening needs to be considered in the range-
separation ansatz.122

An ancillary result of this work is the demonstration that
screened LRC functionals based on “ωGDD tuning”110,116,126

provide an accurate and convenient means to access
condensed-phase electronic spectroscopy, eliminating the
computational overhead and system size-dependence associ-
ated with the widely used optimal tuning procedure based on
the IE criterion (eq 35).58 Together, these developments open
a path for simulation of aqueous-phase photochemistry by

Figure 5. Lowest CTTS excitation energy of I−(H2O)96, comparing sLRC-ωPBEh(40)-in-PBEh(40) embedding results to full-system sLRC-
ωPBEh(40) calculations: (a) zeroth-order excitation energies, based on solvent-polarized orbitals with IEF-PCM boundary conditions; (b)
excitation energies computed using the ptLR (nonequilibrium continuum) correction only; (c) excitation energies obtained upon applying both the
ptLR and ptSS corrections. The gray shaded region in each of (a)−(c) represents thermal fluctuations of the benchmark (full-system) excitation
energy and demonstrates that errors arising from embedding are considerably smaller than these fluctuations. Panel (d) shows the number of water
molecules in either subsystem, demonstrating that this number exhibits large fluctuations from one snapshot to the next.
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combining ab initio MD with LR-TDDFT by means of
projection-based embedding.

■ APPENDIX: PROOF OF BIJECTION BETWEEN
DIABATIC AND SPADE REPRESENTATIONS

For a given subspace, the SPADE MOs are defined by

=C C RA A A
SPADE

,span
(A1)

where RA,span is the span of the right-hand singular vectors from
eq 10. Alternatively, this can be written as

∑ ∑ μ μ= | ⟩⟨ | ̅μλ
μ

μ λ
∈

C C RA

r A
r r

,SPADE

(A2)

where the C̅μr are generic MO coefficients. For the duration of
this discussion, both of these coefficients and all AO basis
functions are presumed to be represented in the Löwdin-
orthogonalized basis. Consider the projections ⟨ϕdiab|ψSPADE⟩
of SPADE MOs onto diabatic MOs. Elements of the
corresponding overlap matrix are given by
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The orthogonal projector onto any of the diabatic MO
subspaces is written in the form of a density matrix

∑ ∑μ ν μ ν̂ = | ⟩ *⟨ | = | ⟩ ⟨ |
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μ ν
μ
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where Uμr are the diabatic MO coefficients for subspace A.
Application of this projection operator to the SPADE MOs
reveals a bijective mapping

∑
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This implies that for any column in the SPADE MO coefficient
matrix (for a given diabatic subspace), the corresponding
column of the diabatic MO coefficient matrix U has a one-to-
one and onto correspondence. This correspondence allows us
to directly select SPADE MOs based on the selected column
indices of the diabatic MO coefficient matrix.
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