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ABSTRACT: We simulate X-ray absorption spectra at elemental K-
edges using time-dependent density functional theory (TDDFT) in
both its conventional linear-response implementation and its explicitly
time-dependent or “real-time” formulation. Real-time TDDFT
simulations enable broadband spectra calculations without the need
to invoke frozen occupied orbitals (“core/valence separation”), but we
find that these spectra are often contaminated by transitions to the
continuum that originate from lower-energy core and semicore
orbitals. This problem becomes acute in triple-ζ basis sets, although
it is sometimes sidestepped in double-ζ basis sets. Transitions to the
continuum acquire surprisingly large dipole oscillator strengths,
leading to spectra that are difficult to interpret. Meaningful spectra
can be recovered by means of a filtering technique that decomposes
the spectrum into contributions from individual occupied orbitals, and the same procedure can be used to separate L- and K-edge
spectra arising from different elements within a given molecule. In contrast, conventional linear-response TDDFT requires core/
valence separation but is free of these artifacts. It is also significantly more efficient than the real-time approach, even when hundreds
of individual states are needed to reproduce near-edge absorption features and even when Pade ́ approximants are used to reduce the
real-time simulations to just 2−4 fs of time propagation. Despite the cost, the real-time approach may be useful to examine the
validity of the core/valence separation approximation.

1. INTRODUCTION
Quantum chemistry is currently witnessing a surge of interest
in X-ray spectroscopy,1−9 catalyzed by the emergence of new
technologies including coherent ultrahigh harmonic gener-
ation,10 which has enabled ultrafast time resolution at X-ray
wavelengths.11−13 This technology, which is now available in
tabletop laser systems,14 enables both X-ray photoelectron
spectroscopy and X-ray absorption spectroscopy (XAS) of
solution-phase systems,15−18 as well as surface-sensitive
ultrafast spectroscopy at extreme ultraviolet (XUV) wave-
lengths.19 Insofar as XAS is a widely used tool to interrogate
bonding and oxidation states, these advances offer the
possibility to study element-specific charge dynamics with
ultrafast time resolution. Electronic structure theory will
undoubtedly play a major role in interpreting the results.20

Although there are multiple ways to obtain excited electronic
states from density functional theory (DFT) calculations,21 the
most widely used approach is the linear response (LR)
formulation of time-dependent (TD-)DFT,21−26 which we call
LR-TDDFT in the present work, but which is so ubiquitous in
modern quantum chemistry that it is usually just called
“TDDFT”. Its computational cost and storage requirements
scale as no v( )2 2 and nov( ),21,25 respectively, where o and v
are the number of occupied and virtual molecular orbitals

(MOs), and n is the number of excited states. These states
must be computed using iterative eigensolvers,27−30 and the
number of excited states that is required to reach core-level
excitation energies is prohibitively large unless an active-space
approximation is invoked.31 By inclusion of only a few core
orbitals along with the full virtual space, core-to-valence
excitations appear as the lowest-energy states in the spectrum.
In many-body theory, this active-space approximation is known
as “core/valence separation” (CVS),1,32−37 whereas in LR-
TDDFT it has also been called a “restricted excitation
window”.5,38 It amounts to freezing most of the occupied MOs.

For K-edge transitions, meaning those that originate from 1s
orbitals in the occupied space, the CVS approximation
introduces errors of <1 eV in absolute excitation energies,39,40

which amount to element-specific shifts.39 It is less clear what
the errors might be for L- or M-edge excitations, since these
originate from orbitals with higher principle quantum numbers
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that may not be energetically separated from other valence
orbitals. Although interior eigensolvers could be used for core-
level excitations,40−42 that approach has not yet been widely
deployed.

What makes LR-TDDFT attractive is that its cost per
iteration exhibits the same scaling as ground-state Fock matrix
construction,25,43−45 and that cost is asymptotically quadratic
(rather than quartic) with respect to system size.25,44 That said,
the cost does grow with the number of states, and hundreds of
excited states may be required to compute near-edge X-ray
adsorption fine structure (NEXAFS) spectra. As such, LR-
TDDFT calculations of semiconductors and other systems
with large densities of states may be prohibitively expensive
even if the corresponding ground-state DFT calculation is
feasible.46−48

Some of these limitations can be overcome using an
alternative formulation of TDDFT in which broadband spectra
are obtained via solution of the time-dependent Kohn−Sham
(TDKS) equation,49−53 which is sometimes called “real-time”
TDDFT.21,54,55 This is potentially attractive for XAS because
the computational resource requirements are independent of
the number of excited states. Conceptually, a broadband
spectrum is obtained from the Fourier transform of the
fluctuating dipole moment of a perturbed ground state, with a
spectral resolution that improves with additional propagation
time. Unlike LR-TDDFT, the total memory requirement is
similar to that of a ground-state DFT calculation and does not
scale with n. The cost does increase for higher-energy excited
states because a smaller integration time step is required, since
higher-lying resonances correspond to higher-frequency Four-
ier components of the signal. That said, the time step error
might be more easily controlled than errors engendered by
truncation of the excitation space in LR-TDDFT, because the
former can be reduced systematically using smaller time steps
and longer simulation times, at the expense of additional
computational time. In contrast, enlarging the LR-TDDFT
excitation space may encounter hardware (storage) limitations
for large systems or large densities of states.

The TDKS and LR-TDDFT approaches are formally
equivalent,21−24,51 in the limit of a weak perturbation to the
ground state, provided that the full basis of o × v excitation
vectors is used in the LR-TDDFT approach. (This equivalence
has also been demonstrated in practical calculations.56,57)
TDKS simulations can thus reveal the true TDDFT spectrum
in the absence of any truncations, which may be important for
characterizing how the CVS approximation impacts L- and M-
edge spectra. In the present work, however, we focus on K-
edge spectra. Even in this simplest case, we find that a
previously reported problem with continuum artifacts58,59

becomes ubiquitous and pervasive in high-quality basis sets.
This issue renders the TDKS approach unusable except in a
modified form that is described herein.

2. THEORY
This section provides a self-contained description of the TDKS
method (Section 2.A), which is not yet widespread for excited-
state calculations in molecules. The more common LR-
TDDFT approach is introduced briefly in Section 2.B.

2.A. TDKS Approach. A rigorous description of TDKS
theory from first principles can be found in refs 50−52,
whereas the present discussion focuses on practical consid-
erations for computing absorption spectra. The adiabatic
approximation,21,51 meaning locality in time, is assumed

throughout. As such, the time dependence of the exchange−
correlation functional is carried exclusively by the time-
evolving density, ρ(r,t), and ground-state exchange−correla-
tion functionals are employed without modification.

2.A.1. Time Propagation. The density ρ(r, t) is represented
in terms of time-dependent MOs,

t tr r( , ) ( , )
k

k

occ
2=

(1)

Following a perturbation to the ground-state density,
introduced at t = 0, the MOs ψk(r, t) propagate according to
the TDKS equation,

t
F tri

d

d
( , )k

k=
(2)

This is a one-electron analogue of the time-dependent
Schrödinger equation, in which F̂ is an effective one-electron
Hamiltonian (Fock operator). This equation of motion is
integrated numerically in order to obtain the time-evolving
MOs {ψk(r, t)} from the initial ground-state MOs, the latter of
which are eigenfunctions of F̂:

F r r( , 0) ( , 0)k k k= (3)

A perturbative solution of eq 2 affords the LR-TDDFT
equations.21,24

Equation 2 for the time-evolving MOs is equivalent to the
Liouville-von Neumann equation for the time-dependent one-
particle density matrix,

t
P

FP PFi = †
(4)

where P(t) is the matrix representation of ρ(r,t) in an
orthonormal basis, which could be the ground-state MOs
determined by eq 3 or the time-evolved orbitals {ψk(r,t)}.
Formal integration of eq 4 affords

t t t t t t t t tP U P U( ) ( , ) ( ) ( , )+ = + +† (5)

where U(t + Δt, t) is a unitary time evolution operator for the
time step t → t + Δt. Both P(t) and F(t) in eq 4 are time-
dependent quantities, which implies that the definition of U(t
+ Δt, t) involves time ordering of F(t′) at points t′ along the
integration (t ≤ t′ ≤ t + Δt), or equivalently a Magnus
expansion of nested commutators.57

Various forms for U(t + Δt, t) have been discussed in the
literature.57,60−65 These include adaptive schemes,65 as well as
methods that iterate to self-consistency over the course of a
time step from t to t + Δt.57 In the present work, we employ
the relatively simple modified midpoint algorithm,61 which
requires only a single (complex-valued) Fock build per time
step. This method is stable when Δt is small, which is required
anyway by the energy scales needed to access core-level
excitations.

Specifically, Δt determines the highest frequency-domain
Fourier component that can be described by the finite time
series of dipole moment data. The Nyquist sampling theorem66

limits the signal to frequencies ω ≤ ωmax, where

t/max = (6)

Empirically, we find that well-converged spectra require
somewhat smaller time steps,57 meaning that the spectrum
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should be considered to be converged only for energies E ≪
ℏωmax.

2.A.2. Absorption Spectra. The absorption cross section
S(ω) from a TDKS simulation is computed from the imaginary
part of the trace of the frequency-dependent polarizability
tensor:

S
c

m( )
4

3
( ) ( ) ( )xx yy zz

i
k
jjj y

{
zzz= [ + + ]

(7)

where

( )
( )

( )
=

(8)

Here, λ, κ ∈ {x, y, z} and αλκ(ω) describes the frequency-
domain response of the dipole moment (in direction λ) to an
applied electric field ( ) in direction κ. In practice, the
spectrum is obtained (up to an overall constant) as

S d( ) ( ) 2

(9)

where

d ( ) ( )2
(10)

is the dipole acceleration function.67 The quantity μλ(ω) is the
Fourier transform of μλ(t) and can be used to compute the
spectrum directly, in principle.68−70 However, use of the dipole
acceleration is thought to be less sensitive to the long-range
description of the electron density.71 This has mostly been
examined in strong-field simulations, as in high-harmonic
generation.71−74 Excellent agreement with LR-TDDFT calcu-
lations, as documented below, suggests that this approach also
works well in the weak-field limit.

The discrete Fourier transform of μλ(t) can be expressed as

t( ) ( )e
k

M

k
t

0

i k=
= (11)

Here, M is the total number of time steps and tk = kΔt. In a
TDKS simulation, one computes the time-dependent density
ρ(r, t) by solving either eq 2 or eq 4, and from ρ(r, t) one may
calculate μλ(t) and ultimately the absorption spectrum S(ω).
The frequency resolution of that spectrum improves as the
total simulation time (tmax = MΔt) is increased.

Typical integration time steps are on the order of Δt =
0.02−0.20 au.56−58,75−79 (Note that the atomic unit of time is
ℏ/Eh ≈ 0.0242 fs.) Values on the smaller end of that range are
necessary for XAS due to the Fourier transform limit on the
maximum excitation energy (eq 6). A total propagation time of
tmax = 10−30 fs is typically required in order to obtain an
adequately converged spectrum,56−58,75−78 which means
30,000−60,000 time steps for XAS simulations.

2.A.3. Pade-́Accelerated Fourier Transforms. The use of a
Pade-́accelerated transformation technique can reduce the
simulation time that is required. This method is widely used in
magnetic resonance spectroscopy to treat noisy spectra with
low resolution,80,81 and Pade ́ approximants have also been
used in other real-time electronic structure calculations.82−84

To introduce the Pade ́ technique,84 we first recognize that
eq 11 for μλ(ω) can be viewed as a polynomial expansion in z
= exp(−iωΔt). That is,

z t c z( ) ( )
k

M
k

k
k

M

k
k

0 0

= =
= = (12)

where ck = μλ(tk). This power series is then approximated using
rational functions of order P,

a z

b z
( ) k

P
k

k

l
P

l
l

0

0

= =

= (13)

where ak and bl are unknown coefficients. Taking the
polynomial order to be P = M/2, this affords

a z b z c z
k

P

k
k

l

P

l
l

m

M

m
m

0 0 0

=
= = = (14)

We take b0 = 1 by convention, so eq 14 consists of 2P
equations for the coefficients {ai, bi}.

The system in eq 14 is solved by separating the equations
according to orders in z. In matrix form, the solution for the
coefficients {bi} is

b G d1= (15)

where dk = −cP+k and G is a P × P matrix with Gkl = cP+k−l. The
coefficients {ai} are obtained from {bi},

a b ck
l

k

l k l
0

=
= (16)

then μλ(ω) is constructed from a and b. The upshot is that a
shorter time sequence of input data is required to obtain a
converged Fourier transform.

In contrast to the Pade-́accelerated transform technique
introduced in ref 84, which uses a representation based on
occupied−virtual function pairs and applies the Pade ́ technique
to μλ(t) in that representation, the version that we have
implemented transforms only the total dipole moment. To
demonstrate the technique and to check convergence with
respect to total simulation time, we calculated the absorption
spectrum of the methionine molecule at the oxygen K-edge
(Figure 1). Results from two different simulations are shown,
using either Δt = 0.01 or 0.02 au. Both values are well within
the Nyquist limit for this spectral range, which imposes a
bound of Δt ≤ 0.16 au for Emax = 540 eV.

Comparing a conventional fast Fourier transform (FFT) to a
Pade-́accelerated transform, we find that the Pade ́ technique
produces a much better converged spectrum in perhaps half
the simulation time, meaning tmax = 600 au (≈14.5 fs). Near-
edge features are converged using as little as 150 au, although
for tmax ≤ 300 au, there are clear artifacts at higher energies.
(Such artifacts are not observed using a conventional FFT, but
the conventional spectra obtained using tmax = 600 au are
unable to resolve the pair of peaks centered at 528 eV; see
Figure S1.) Lopata and co-workers suggest that tmax = 5 fs
(≈100 au) is roughly the lower limit of the Pade ́ technique
that we have implemented, whereas using separate extrap-
olations of the occupied−virtual function pairs, they are able to
reduce the simulation time to tmax = 2.5 fs.84 Nevertheless,
spectra of Ni-porphyrin computed with that technique exhibit
artifacts similar to those documented here, around 5 eV above
the nitrogen K-edge, even for 5 fs of propagation time.84

Artifacts in the Pade-́accelerated spectra diminish but do not
disappear as the time step is reduced. These provide a
diagnostic to indicate that additional simulation time is
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required in order to extend the spectrum into an energy range
where artifacts are evident. Additional convergence data are
provided in Figure S2 for an ion-pair dimer that will be
considered below. These spectra exhibit small artifacts in the
nitrogen K-edge when tmax = 200 au, which are not present for
tmax = 600 au. As with methionine, however, the near-edge
features are well resolved even in the shorter simulation. In
view of this, most simulations presented below use at least 600
au of simulation time in order to eliminate any artifacts due to
Pade ́ extrapolation and thus focus on the appearance of
continuum states. In Section 4.C.1, we revisit whether
meaningful near-edge features can be extracted from shorter
simulations.

2.A.4. Dipole Moment Filtering. It will be useful to
decompose broadband TDKS spectra according to contribu-
tions arising from individual occupied orbitals or groups
thereof, such as the two O(1s) orbitals in the methionine
molecule. To do so, we introduce a dipole filtering
technique.58,59

We first recognize that

t t tP D( ) tr ( ) ( )= [ ] (17)

in any orthonormal basis, where Dλ is the matrix
representation of the dipole moment operator, μ̂λ. (In practice,
we will use the time-evolving MO basis.) We can separate
μλ(t) into a sum of contributions from each occupied MO,

t t( ) ( )
k

k

occ

,=
(18)

by filtering out all contributions except for those arising from
ψk(r,t). In practice, this means defining

t t tP D( ) tr ( ) ( )k k, ,= [ ] (19)

where the matrix Dλ,k(t) consists of the kth row and column of
Dλ(t), with zeros elsewhere.

The time series data μλ,k(t) admit a Fourier representation
analogous to eq 11, to which one may apply Pade ́
approximants in the same way. The corresponding Fourier
transform, μλ,k(ω), affords a spectrum that can be associated
with the occupied MO ψk. According to eq 18 and the linearity
of the Fourier transform, the sum of these orbital-indexed
spectra affords the parent TDKS spectrum but various
partitions might be considered. We will always sum together
all MOs corresponding to a given elemental edge, meaning that
the two O(1s) orbitals or the four C(1s) orbitals in the
methionine molecule, for example, will be considered as a
group and not decomposed further.

Although the filtering procedure is very simple, there is one
important implementation note that warrants mention. Density
matrices P(t) at each time step are not retained because they
would represent an intractable amount of storage for realistic
molecular calculations. As a result, while there is virtually no
overhead for computing arbitrary partitions of the sum in eq
18, but the decision of which partitions to consider must be
made at the outset and new partitions cannot be examined in
postprocessing. That said, it is feasible (if somewhat unwieldy)
to store the dipole moment data μλ,k(t) for each individual MO
ψk. Having done so, arbitrary partitions could be assembled
after the fact. This functionality exists in our present
implementation.

2.B. LR-TDDFT. For completeness, we briefly recapitulate
the LR-TDDFT formalism.21−26 This arises from considering
the first-order response of eq 4 to a perturbation,21,24 therefore
LR-TDDFT may be regarded as the weak-field limit of
TDDFT. Identical spectra are obtained with the TDKS
approach when the perturbing field is small and the time-
dependent simulation is propagated for a sufficiently long
time.56,57

The LR-TDDFT equation for the excitation energies ω is

( ) ( )A B

B A

x
y

1 0
0 1

x
y

i
k
jjjj

y
{
zzzz

i
k
jjj y

{
zzz* * =

(20)

where matrices A and B are Hessians with respect to orbital
rotations.21 These are given by

A
F
P

( )ia jb a i ij ab
ia

jb
, = +

(21a)

B
F
Pia jb

ia

bj
, =

(21b)

Indices i and j refer to occupied MOs, whereas a and b indicate
virtual (unoccupied) MOs. All calculations reported here
invoke the Tamm−Dancoff approximation,21,85 which sim-

Figure 1. Absorption spectra of methionine at the oxygen K-edge
[B3LYP/6-31+G(d) level], using (a) Δt = 0.01 au versus (b) Δt =
0.02 au, for various total simulation times tmax. The simulation was
initiated using a δ-function impulse as described in Section 3.A, and
all FFTs use an exponential damping function that broadens the
spectra by 0.7 eV. The Pade-́accelerated transform is converged at tmax
= 600 au and is unchanged if the simulation is extended to 1200 au.
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plifies eq 20 by neglecting the de-excitation amplitudes yia.
(These are typically ∼100× smaller than the largest excitation
amplitudes xia.) Matrix B is absent from the resulting
eigenvalue problem, which is simply

Ax x= (22)

This approximation has little effect on XAS spectra; see Figure
S3a.

The LR-TDDFT formalism has been adapted for the
calculation of core excitation spectra using frozen occupied
orbitals,5,31,86−88 equivalent to a form of CVS approximation.
This approximation neglects xia unless i is a core orbital of
interest, e.g., O(1s) or C(1s). Each elemental K-edge is
computed separately using the full virtual space (all ψa) but
including only the occupied orbitals ψi for that particular edge.
An example for the oxygen K-edge of methionine (Figure S3b)
demonstrates that the CVS approximation has a negligible
effect on excitation energies and oscillator strengths, consistent
with other results using many-body theory.39

3. COMPUTATIONAL METHODS
All calculations presented here were obtained using a locally
modified version of Q-Chem,8 in which we have added dipole
filtering to a previous implementation of the TDKS method.67

We will analyze X-ray spectra in Section 4, but first we present
computational details (Section 3.A) and basis set testing
(Section 3.B).

3.A. Functionals and Numerical Parameters. We set Δt
= 0.02 au for all calculations at the oxygen, nitrogen, and
carbon K-edges, which should be adequate even by
conservative estimates that are stricter than the Nyquist
frequency.57 Tests using time steps as small as Δt = 0.001 au
demonstrate that oxygen K-edge spectra are converged (Figure
S4). The method of Pade ́ approximants is used to postprocess
all of the dipole moment data from the TDKS simulations.
Exponential damping is applied to the time series μλ(t), with a
damping constant corresponding to spectral broadening of 0.7
eV. As discussed in Section 2.A.3, most of the TDKS spectra
reported below are based on tmax = 600 au (≈14 fs) of
propagation time. Whether shorter propagation times can be
used in practical calculations is considered in Section 4.C.1.

Starting from a ground-state self-consistent field (SCF)
calculation, converged to a threshold of 10−8 Eh, the density is
perturbed using a δ-function pulse in which the external field is
only nonzero during the first two time steps. To normalize the
initial perturbation across different choices of Δt, we follow ref
67 and report the integrated electric field strength , whose
components are

t= (23)

for κ ∈ {x, y, z}. Here, is the actual field amplitude in the
sense of eq 8, but that quantity is not needed to compute the
absorption spectrum S(ω). The perturbing field consists of
equal components in each Cartesian direction, which ensures
that the perturbation creates a superposition of all excited
states regardless of electronic symmetry. We set

10x y z
4= = = au for all TDKS simulations.

Integral screening and shell-pair drop tolerances are set to
10−12 au for both TDKS and LR-TDDFT calculations. The
latter are converged such that the norm of the residual is <10−6

for each eigenvector x. All calculations are performed on a
single 40- or 48-core compute node with 192 GB of memory.89

Many of the spectra presented in Section 4 are computed
using a “short-range corrected” (SRC) density functional,
SRC1-r1.90,91 SRC functionals are range-separated hybrids
based on the short-range exchange functional μBLYP,92,93 with
a pair of range separation parameters adjusted so that LR-
TDDFT calculations reproduce experimental K-edge excitation
energies.90,91 These functionals use a large fraction of exact
exchange (50% for SRC1-r1) that is attenuated on a length
scale <1 Å.90 Presumably, this corrects for differential self-
interaction errors between the core and valence-virtual orbitals.

SRC functionals tend to be very accurate for LR-TDDFT
calculations (and thus for TDKS calculations), yet this appears
to benefit from significant error cancellation as evidenced by
the fact that these functionals perform very poorly in ΔSCF
calculations of the same K-edge transitions.94,95 As such, we
have begun to shift our emphasis to functionals such as B3LYP,
which perform well in ΔSCF calculations,94,95 and also to
functionals such as PBE096 and CAM-B3LYP97 that perform
well for LR-TDDFT21 and mitigate problems with long-range
charge-transfer states.21,98−101 For core-level excitations, LR-
TDDFT calculations with B3LYP are often significantly shifted
with respect to experiment (by ≥10 eV and worse for heavier
elements),90,91,102−105 yet relative peak positions and chemical
shifts exhibit accuracy on par with many-body methods.106 In
our view, this observation is consistent with ΔSCF results.95

Relativistic corrections are not included in this work. These
corrections are ≲0.5 eV for second-row elements,107−109 and
while they are larger for later elements, our goal here (with
regard to heavier elements) is to explore how dipole filtering
can disentangle L- and K-edge excitation spectra.

3.B. Basis Sets. Several prior studies have explored
modified Gaussian basis sets for use in XAS calculations.110−114

In some cases, standard Gaussian basis sets have been
“uncontracted”,110−112 meaning that each Gaussian primitive
is used as an independent basis function, improving the
variational flexibility for core orbitals. A separate strat-
egy112−114 is to use basis sets that include core−valence
polarization functions, such as the cc-pCVXZ sequence.115 It
has been suggested that these basis sets work well for core-level
spectroscopy precisely because the additional polarization
functions are uncontracted.113

In contrast to the behavior observed using correlated wave
functions,111,114 our testing using LR-TDDFT reveals that
uncontracting the basis sets modifies the near-edge excitation
energies by <0.1 eV and modifies spectra hardly at all, even at
much higher excitation energies (Figure S5). These tests
include the basis sets 6-31+G(d), 6-311(2+,2+)G(d,p), cc-
pVTZ and aug-cc-pVTZ, aug-cc-pCVTZ, and def2-TZVPD. A
previous LR-TDDFT study also concluded that basis set effects
are rather small for XAS calculations but somewhat more
pronounced for X-ray emission,112 because the reference state
involves core ionization in that case.116 (Emission spectra are
not considered in the present work.) A summary of basis set
effects is presented in Table S1, demonstrating that various
SRC functionals predict oxygen and carbon K-edge excitation
energies within 0.1−0.2 eV of experiment for small organic
molecules. Those deviations are of the same magnitude (or
smaller) than relativistic corrections, even for second-row
elements.107−109

All LR-TDDFT calculations reported below were performed
using the CVS approximation. Excitation energies were
broadened using a Lorentzian function with a width of 0.7
eV in order to be directly comparable to spectra obtained from
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TDKS simulations. The SG-1 numerical quadrature grid117 is
used to integrate the exchange−correlation functional.

4. RESULTS AND DISCUSSION
Our major results consist of comparing X-ray spectra obtained
using TDKS simulations to those obtained using LR-TDDFT,
with the latter calculations performed within the CVS
approximation. Some basic comparisons can be found in
Section 4.A, following which we describe the use of dipole
filtering to identify and remove continuum artifacts in the
TDKS spectra (Section 4.B). Some chemically relevant
examples are considered in Section 4.C, and larger examples
(in order to discuss computational cost) are considered in
Section 4.D.

4.A. Comparison of TDKS to LR-TDDFT. Good agree-
ment between LR-TDDFT and TDKS has been demonstrated
previously for valence excitation spectra;56,57 however, the
situation is more complicated for core-level spectra. We begin
by comparing the two implementations of TDDFT for simple
organic molecules such as acetone at the carbon or oxygen K-
edge (Figure 2). LR-TDDFT/CVS spectra are computed using
either 25 or 100 excited states, although the smaller number is
sufficient to reproduce the near-edge features. Agreement
between LR-TDDFT and TDKS is quantitative so long as
enough states are included in the former. Agreement with
experiment118 is also quite good for the near-edge features
because we use the parametrized SRC1-r1 functional along
with a basis set of reasonable quality. At higher excitation
energies, resonances are too short-lived to be observed, and the
experimental spectrum becomes featureless. Structure persists
in the TDDFT spectra because all states have infinite lifetimes.
Thus, the only meaningful part of the spectra in Figure 2 is
encompassed by about 25 discrete transitions.

For the acetone molecule, it is possible to use the TDKS
spectrum without filtering but this becomes difficult for larger
molecules, especially in high-quality basis sets. This is
demonstrated in Figure 3 for the methionine molecule at the
SRC1-r1/def2-TZVPD level. In this case, the TDKS spectrum
predicts an intense peak at 532 eV, in quantitative agreement

with the LR-TDDFT/CVS result for the transition from the
O(1s) orbital to the lowest unoccupied molecular orbital
(LUMO), yet several low-intensity “pre-edge” features appear
at lower excitation energies in the TDKS spectrum. These
features are missing from the LR-TDDFT/CVS spectrum,
indicating that they do not originate from O(1s) orbitals.
Instead, they correspond to excitations from N(1s) orbitals
into the highest-energy virtual MOs, which are orthogonalized
discretized continuum states rather than valence-virtual
orbitals.119 The nature of these excitations becomes clear if
one computes all o × v states afforded by the LR-TDDFT
eigenvalue problem (eq 22), sans CVS approximation, which is
feasible for very small molecules in small basis sets. Examining
this complete set of transitions, one finds a semicontinuous

Figure 2. Absorption spectra of the acetone molecule at (a) the carbon K-edge and (b) the oxygen K-edge, computed at the SRC1-r1/6-
311(2+,2+)G(d,p) level and compared to experimental spectra that are reproduced from ref 118. LR-TDDFT excitation energies are computed
using a CVS active space consisting of the three C(1s) MOs, or the O(1s) MO, along with all of the virtual MOs, and each transition is broadened
using a Lorentzian function with a 0.7 eV width. TDKS simulations using Δt = 0.02 au and tmax = 600 au were converged using Pade ́ approximants
and then scaled to match the LR-TDDFT intensity for the first absorption peak. Relativistic effects (not included here) would shift the calculated
spectra to higher energy by ≈0.1 eV.107−109 State assignments for the low-lying transitions are taken from ref 118.

Figure 3. TDDFT (SRC1-r1/def2-TZVPD) spectra of methionine at
the oxygen K-edge. Real-time simulations were propagated for tmax =
300 au using Δt = 0.02 au and converged using Pade ́ approximants.
The LR-TDDFT calculation uses a CVS active space consisting of
both O(1s) MOs along with all of the virtual MOs, with Lorentzian
broadening (0.7 eV). Baselines are offset for clarity. Features below
531 eV in the TDKS spectrum correspond to N(1s) → continuum
transitions.
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sequence of states that connects each of the X-ray K-edges
(carbon, nitrogen, oxygen, etc.), as shown in Figure S6. These
are core → continuum excitations. Similar features are called
“intruder peaks” in ref 84, although we avoid that terminology
because it risks confusion with the “intruder states” of
multireference perturbation theory,120,121 which are unrelated.

High-lying excitations to the continuum ought to have
exceedingly small lifetimes, but in practice they are bound by
the finite nature of the basis set. In small basis sets such as 6-
31G(d), where one can afford to compute all o × v states (as in
Figure S6), these transitions to the continuum mostly have
very small oscillator strengths, and they are also rather small in
the SRC1-r1/def2-TZVPD calculations reported in Figure 3.
However, results presented below demonstrate that this is
serendipitous and that these features may acquire significant
intensity in higher-quality basis sets. In a complete basis that
could describe genuine continuum states, this oscillator
strength might disappear because the final state would be
infinitely delocalized, but that situation is impossible to achieve
using atom-centered basis sets. Alternatively, one might
imagine that a complex absorbing potential could be used as
a form of open-system boundary condition,67 in order to
suppress the intensity from what are presumably very diffuse
excitations. Although this may be explored further in future
work, our preliminary experiments with absorbing potentials
continued to afford spectra with pre-edge artifacts.122

Spurious pre-edge features in Figure 3 are perhaps easy to
identify as such and therefore to discount, but this may not be
true in more complex systems. For example, metal−ligand
hybridization in organometallic systems can furnish an
intensity borrowing mechanism, leading to the appearance of
weakly allowed 1s → 3d pre-edge transitions.123 Even for the
main K-edge features, the appearance of continuum transitions
in the TDKS spectrum degrades the agreement with LR-
TDDFT, as evident in the methionine spectrum of Figure 3,
where the agreement between the two forms of TDDFT is less
quantitative than it is for acetone.

The appearance of bound → continuum peaks can be
avoided in TDKS simulations via ad hoc replacement of
positive (unbound) SCF eigenvalues with complex-valued
eigenvalues in the MO representation of P(t).77,78 This
transformation has the effect of imposing a finite lifetime to
any excitation that involves unbound MOs, and that lifetime
can be rendered arbitrarily short by the appropriate choice of
the imaginary part of the eigenvalue. An alternative might be to
introduce a complex absorbing potential.67,122 Both methods
have some arbitrary parameters that must be adjusted,
potentially on a case-by-case basis, so we do not pursue
these methods here. Instead, we turned to dipole filtering as a
diagnostic to understand the origins of the features in a TDKS
spectrum.

4.B. Dipole Filtering. Figure 4 presents TDKS spectra for
methionine in the region from 500−550 eV, computed using
four different basis sets. LR-TDDFT/CVS calculations (not
shown) suggest that the O(1s) → LUMO transition should be
found at ≈532 eV, yet several of the TDKS spectra have
pronounced features at lower excitation energies.

An oxygen K-edge spectrum can be extracted from these
results by filtering on the O(1s) orbitals. In a small basis set
such as 6-31+G(d), this has virtually no effect on the spectrum
within the indicated energy range (Figure 4a), and the first
peak that is observed is the O(1s) → LUMO transition at
531.9 eV. This suggests that the issue of pre-edge artifacts in
the TDKS spectra may go unnoticed if small basis sets are
used. With the benefit of hindsight, one can just barely make
out two very weak pre-edge features at 520.6 and 527.4 eV in
the SRC1-r1/6-31+G(d) spectrum, but these might easily have
been written off as noise in the absence of further analysis
using larger basis sets.

In triple-ζ basis sets, the artifacts can no longer be ignored.
For example, in the full TDKS spectrum computed at the
SRC1-r1/6-311++G(d,p) level (Figure 4b), it is difficult to
determine whether the oxygen K-edge lies at 528 or 532 eV, in
the absence of other information. The former peak disappears

Figure 4. TDKS spectra for methionine computed using the SRC1-r1 functional in various basis sets: (a) 6-31+G(d), (b) 6-311++G(d,p), (c) 6-
311(2+,2+)G(d,p), and (d) def2-TZVP. All simulations used Pade ́ approximants with tmax = 600 au and Δt = 0.02 au. Spectra labeled as “full” are
based on the complete dipole moment function, whereas those labeled “O(1s)” exclude all contributions except for those originating with the two
O(1s) orbitals. Baselines are shifted in (a), with arrows indicating two very weak pre-edge features.
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in the filtered O(1s) spectrum, suggesting that this feature is an
artifact of N(1s) → continuum transitions. That assignment is
confirmed by filtering on the N(1s) orbital, whereas the feature
at 511 eV arises from the S(2p) orbitals (see Figure 5a).

Spectra in Figure 5 are decomposed into elemental
contributions for TDKS calculations using two different basis
sets. The complete spectrum is recovered as a sum of the
contributions of the O(1s), N(1s), S(2s), and S(2p) orbitals,
although the S(2s) contribution is very small and is omitted
from Figure 5a. Relativistic corrections for these ele-
ments107−109 would shift the S(2p) feature in Figure 5a by
+5.4 eV but would not fundamentally alter the picture that is
described here.

Juxtaposition of the spectra in Figure 5 makes it clear that
basis set effects on the O(1s) → LUMO feature at 532 eV are
rather small, consistent with the testing reported in Section
3.B. In contrast, N(1s) → continuum transitions are extremely
sensitive to the choice of basis (see Figures 4 and 5), which is a
general characteristic of discretized continuum states in
Gaussian basis sets.119 In the absence of filtering, there is no
way to be confident in the assignment of the K-edge or in the
authenticity of any pre-edge features that appear in the
spectrum, especially in view of the large absolute peak shifts

that often characterize core-level TDDFT calcula-
tions.90,91,102−105

4.C. Chemically Relevant Examples. Having seen that
dipole filtering is essential to remove continuum artifacts in
broad-band TDKS spectra, we next discuss some chemically
motivated examples where unfiltered spectra (in realistic basis
sets) obscure key information.

4.C.1. Ionic Liquid Ion Pair. Our first example is an ion-pair
dimer, 1-butyl-3-methylimidazolium (C4C1Im+) with a thio-
cyanate (SCN−) counter-ion, representing a typical dialkyli-
midazolium ionic liquid.124 This and other room-temperature
ionic liquids have been studied using NEXAFS spectroscopy at
the nitrogen and sulfur K-edges.125 In accompanying
calculations, it was observed that excited states could be
delocalized across the ion pair in some cases,125 such that
computational modeling should not be limited to either the
cation or the anion.

Spectra shown in Figure 6 were computed at the B3LYP/6-
311(2+,2+)G(d,p) level of theory for one particular structure

of [C4C1Im+][SCN−]. Without the filtering step, the TDKS
spectrum is simply uninterpretable due to significant
contamination from C(1s) → continuum excitations. Inter-
loper states contribute spurious, high-intensity pre-edge
features as well as other features that overlap with the nitrogen
K-edge itself. Upon filtering, a good match is obtained to LR-
TDDFT/CVS results, with the nitrogen K-edge appearing at
387.5 eV with a second peak at 389.4 eV. Experimentally, these
two features appear at 399.5 and 401.9 eV (although they are
quite broad),125 so the spectra in Figure 6 must be shifted by
about 12 eV to match. However, the chemical shift between
the two peaks is predicted more accurately: 1.9 eV (theory)
versus 2.4 eV (experiment). Note that the [C4C1Im+][SCN−]
dimer exhibits conformation-dependent spectral shifts up to

Figure 5. TDKS spectra for methionine (tmax = 300 au and Δt = 0.02
au) computed using SRC-r1 with (a) the 6-311++G(d,p) and (b) the
def2-TZVPD basis set. The complete spectrum (“full”) is compared
to filtered spectra involving only the O(1s), N(1s), or S(2p) orbitals.
Baselines have been shifted for clarity, but all spectra share a common
intensity scale, such that the sum of the filtered spectra equals the full
spectrum.

Figure 6. Absorption spectra near the nitrogen K-edge for the ion-pair
dimer [C4C1Im+][SCN−], computed at the B3LYP/6-311(2+,2+)G-
(d,p) level using simulation parameters as described in Figure 4.
Experimental peak maxima (shifted by 12 eV here) are from ref 125.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.3c00673
J. Chem. Theory Comput. 2023, 19, 6745−6760

6752

https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig5&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig6&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.3c00673?fig=fig6&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.3c00673?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


∼1 eV,125 and we have not attempted any conformational
search here.

Dipole filtering recovers good agreement between the two
implementations of TDDFT but it is important to consider the
cost of either calculation. To do this, we first interrogate the
simulation length (tmax) that is required to reproduce the
experimental features. The TDKS spectrum shown in Figure 6
is a well-converged result based on tmax = 600 au (≈14.5 fs),
and in Figure 7 we recompute this spectrum using successively
shorter simulations, down to tmax = 75 au (≈1.8 fs). Although
some artifacts are certainly evident in the unfiltered TDKS
spectra for tmax ≤ 300 au, and while these unfiltered spectra
differ substantially from one another, the filtered N(1s) spectra
are in much better agreement and free of artifacts in the near-
edge features. The two peaks that characterize the nitrogen
near-edge are well resolved even in the shortest simulation, and
these peaks shift by only ∼0.1 eV from tmax = 75 to 600 au.
Monitoring the filtered spectrum thus provides an incisive
convergence metric, whereas the unfiltered spectrum does not.

When the simulation time is further reduced to tmax = 37.5
au, the peaks that constitute the N(1s) near-edge merge
together (Figure S7), so we take tmax = 75 au to be the
minimum simulation length for this particular application. At
the B3LYP/6-311(2+,2+)G(d,p) level, which is 479 basis
functions, that amount of simulation requires 6.6 h (wall time)
on a single compute node using 20 processor cores, or 4.4 h on
48 cores. By contrast, LR-TDDFT/CVS calculations with n =
100 or 300 roots require only 12 and 31 min, respectively, on
just 20 cores. Frozen virtual orbital approximations can further
accelerate LR-TDDFT calculations as will be documented in
Section 4.D.87,88 Improved iterative eigensolvers can also
reduce LR-TDDFT calculation times.126−128 Such accelerators
are not available for TDKS simulations.

That said, the TDKS simulation affords not only the
nitrogen K-edge but also the oxygen and carbon edges,

whereas each of these requires a separate LR-TDDFT/CVS
calculation. The sulfur K-edge, however, would be about 5×
more expensive to simulate using the TDKS approach, because
at 2472 eV it requires a 5× decrease in Δt as compared to
second-row elements. By contrast, the cost of an LR-TDDFT/
CVS calculation involving S(1s) excitation is essentially the
same as for N(1s) excitation.

4.C.2. TiO2. We next consider the isolated TiO2 molecule as
a very simple example of a transition metal oxide. This is an
interesting case because the metal L-edge overlaps with the
oxygen K-edge in these nonrelativistic calculations. In general,
L-edge spectra require the treatment of spin−orbit coupling to
describe the splitting of the 2p states into 2p3/2 and
2p1/2,

3,38,129 but this is not considered in the present work
where our goal is simply to compare TDKS and LR-TDDFT
results.

Figure 8 plots TiO2 excitation spectra in the range of 500−
550 eV, computed at the SRC1-r1/def2-TZVPD level. Given
the large shifts that are often required to match experiments, it
is not obvious which feature in the full TDKS spectrum
constitutes the O(1s) → LUMO transition. For example, the
results above indicate that the SRC1-r1 functional places the
oxygen K-edge around 532 eV, but for TiO2 described at the
B3LYP/def2-TZVPD level, the O(1s) → LUMO excitation
appears at 515 eV and there is a band of transitions from 515
to 520 eV. There are prominent features in the same energy
region in the SRC-r1 spectra shown in Figure 8, but dipole
filtering reveals that these are not associated with O(1s)
excitations but arise instead from Ti(2p) orbitals, which
constitute the most intense bands in the spectrum. The oxygen
K-edge appears around 532 eV but includes significant
contamination from the titanium L-edge. This is easily filtered
away to expose separate oxygen and titanium spectra, either of
which is a good match to the corresponding LR-TDDFT/CVS
calculation.

Figure 7. TDKS spectra near the nitrogen K-edge for [C4C1Im+][SCN−], computed at the B3LYP/6-311(2+,2+)G(d,p) level using Δt = 0.02 au
with various simulation lengths: (a) tmax = 75 au, (b) tmax = 150 au, (c) tmax = 300 au, and (d) tmax = 600 au. The spectrum in (d) is the same as that
in Figure 6.
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Even when dipole filtering is applied, the TDKS simulation
is based on a time-evolving density matrix that includes all of
the occupied MOs at every time step. As such, quantitative

agreement with LR-TDDFT/CVS calculations demonstrates
that there is essentially no error in the CVS approximation in
the examples that we consider. This observation is significant
because whereas the CVS approximation has been carefully
benchmarked for K-edge spectra,39,40 less is known about its
accuracy for L- and M-edge spectra. In these cases, initial-state
orbitals may not be energetically well separated from other
occupied MOs, leading to larger errors when the CVS
approximation is invoked. In principle, interior eigenvalue
solvers40−42 could be used to address the veracity of the CVS
approximation, but this has so far been done only in a very
limited way.40 Although we do not see any evidence of a
breakdown of the CVS approximation at the L-edge of TiO2,
the question needs to be examined in other systems. TDKS
simulations provide a means to obtain spectra that do not
invoke any active-space approximation. Those benchmarks
may be expensive, however, as we document in the next
section using test systems that resemble more realistic
applications of TDDFT.

4.D. Larger Systems and Cost Comparison. Lastly, we
consider some larger examples that constitute realistic use
cases for a molecular (nonperiodic) TDDFT code. These
include hydrated uracil clusters (Section 4.D.1) as examples of
insulators, where the system is larger than those considered
above but where the excited states remain relatively localized.
We also consider nanoclusters of titania (Section 4.D.2), where
the electronic structure is more delocalized.

4.D.1. Hydrated Uracil Clusters. Even for small organic
chromophores, LR-TDDFT spectra of an aqueous-phase solute
may converge slowly with respect to the number of water
molecules included in the calculation.130 This has been
documented for valence excitations but the sensitivity likely
originates in the virtual orbitals, so similar sensitivity is
expected in XAS calculations. Here, we consider (uracil)-
(H2O)N clusters with N = 21 or 68 water molecules taken from
a molecular dynamics simulation.98 Spectra are computed at
the nitrogen K-edge, meaning that the active occupied orbitals
within the CVS approximation are isolated on the solute, and
these tests probe how the spectra and the computational effort

Figure 8. Absorption spectra for the TiO2 molecule computed using
TDDFT at the SRC1-r1/def2-TZVPD level. Real-time simulations
used Δt = 0.02 au and tmax = 1200 au, with results filtered according to
(a) the O(1s) orbitals to obtain the oxygen K-edge, or else (b) Ti(2p)
orbitals, revealing the titanium L-edge. LR-TDDFT spectra use a CVS
active space consisting of either O(1s) or Ti(2p) orbitals plus the full
virtual space. Baselines are offset for clarity.

Figure 9. TDDFT spectra at the nitrogen K-edge for hydrated uracil clusters: (a) TDKS for (uracil)(H2O)21 and (b) TDKS for (uracil)(H2O)68,
comparing different simulation times, tmax; (c) LR-TDDFT compared to TDKS for the smaller cluster, and (d) LR-TDDFT compared to TDKS for
the larger cluster. All calculations were performed at the CAM-B3LYP/6-31G(d) level using Δt = 0.02 au for TDKS and a CVS active space for LR-
TDDFT. Legends on the left also apply to panels on the right.
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change as the environment is enlarged. Figure 9 reports spectra
from both LR-TDDFT/CVS and TDKS calculations for these
two clusters.

In contrast to the [C4C1Im+][SCN−] system considered
above, for the present example we find that 75 au of time
propagation is insufficient to resolve the narrower splitting of
the near-edge peaks (see Figure 9a,b), for which 150 au is
required. These features are obtained much more easily using
LR-TDDFT/CVS calculations, requiring only n = 50 states,
even for the larger cluster. The agreement between the two
methods is satisfactory for the near-edge features provided that
tmax ≳ 150 au. The calculations with N = 21 and N = 68 water
molecules involve 508 and 1401 basis functions, respectively,
and require 5.9 and 37.5 h for the full 200 au of simulation
time, running on 40 processors of a single compute node. In
contrast, LR-TDDFT/CVS calculations running on just 20
processors require 5 min for the smaller cluster and 53 min for
the larger one, if n = 100 states are requested, or about half that
time to compute the n = 50 states that comprise the near-edge
features.

To understand these timing data, consider the computa-
tional bottlenecks in either calculation. In LR-TDDFT, the
cost arises from matrix−vector products of A with asymmetric
pseudodensity matrices representing vectors x in eq 22.44,45

These contractions are performed in an integral-direct
fashion,25,43−45 and the cost of any one of them is essentially
the same as one (complex-valued) Fock build in ground-state
DFT.25 We use a Davidson eigensolver, employing a standard
algorithm where one new subspace vector is added for each
nonconverged eigenvector at each iteration.28,30 As such, the
maximum number of matrix−vector products is n × niter (niter +
1)/2 for a calculation that requires niter iterations to converge.
(We do not perform any kind of subspace collapse, as this can
hamper convergence.30) As an example, the (uracil)(H2O)68
calculation requesting n = 100 eigenvalues requires niter = 6
iterations and a total of 1950 matrix−vector products. Naively,
one might assume that the cost of these contractions would be
1950 Fock build equivalents, but in reality it is significantly less
than that due to the use of a block-Davidson algorithm.28,30 In
this approach, all subspace vectors are digested with each batch
of electron repulsion integrals,25,45 meaning that integrals are
not recomputed for each subspace vector. This analysis is
predicated on the assumption that all of the subspace vectors
can be stored in memory and all LR-TDDFT timing data
reflect that situation. We will return to this point in the next
section.

The cost of a TDKS simulation reflects one complex-valued
Fock build per time step, when using the modified-midpoint
algorithm for the time propagation.61 For Δt = 0.02 au and tmax
= 150 au (the most cost-effective settings that can still resolve
the near-edge features in these clusters), this means 7500
Fock-build equivalents. This is more than an order of
magnitude more builds than the comparable LR-TDDFT
calculation, and moreover these do not benefit from the
batching that is possible within a block-Davidson eigensolver.
The use of incremental Fock builds might accelerate the TDKS
simulations,131 but we have not implemented such an
algorithm.

Virtual orbital cutoffs have been suggested as a means to
reduce the cost of large LR-TDDFT calculations.87,88 Since the
bottleneck steps are performed in the atomic orbital basis, this
does not reduce the integral cost unless it can introduce
sparsity into the pseudo-densities, but the systems considered

here are probably too small to reap much benefit from this. A
cutoff may accelerate convergence, however, by reducing the
amount of mixing in the virtual space, and we find that to be
the case for these systems. Retaining only those virtual orbitals
with εa < 0.5 Eh eliminates 86% of the virtual MOs, which is
more aggressive than cutoffs pursued in other work,87,88 yet we
find that peak positions are essentially unchanged (Figure S8).
The cutoff accelerates the convergence, requiring only 596
matrix−vector contractions for (uracil)(H2O)68 as compared
to 1950 when the complete virtual space is employed. LR-
TDDFT/CVS timings are thereby reduced to 1 min for the
smaller cluster and 26 min for the larger one, computing n =
100 states on 20 processors.

4.D.2. Titania Clusters. As a final example, we consider
Ti8O16H2 and Ti16O32H2 clusters that were taken from ref 132
and then passivated with hydrogen atoms. LR-TDDFT/CVS
spectra at the titanium K-edge are plotted in Figure 10,

computing up to n = 600 excited states. For the larger cluster, a
minimum of 400 states is required to converge the position of
the second absorption maximum at 4873 eV, whereas only 100
states are needed to converge the leading feature.

For Ti16O32H2 (836 basis functions), the calculation with n
= 500 states required 13,649 matrix−vector products and was
completed in 6.3 h on 20 processors. A virtual orbital cutoff of
0.5 Eh introduces negligible change in the spectrum (Figure
S9) but does not accelerate convergence. Nevertheless, in view
of the considerations discussed above, we may safely conclude
that LR-TDDFT will be significantly faster than any TDKS
calculation with ≳10,000 time steps. Assuming a 5-fold
reduction in Δt to reach the titanium K-edge (as compared
to the TDKS simulations for second-row elements that are
reported here), this would mean that a cost-competitive TDKS
simulation could reach only tmax ≲ 40 au (≈1 fs). This is too
little simulation time to reliably obtain a spectrum, even with
Pade ́ approximants. In short, we conclude that LR-TDDFT is

Figure 10. LR-TDDFT/CVS spectra at the titanium K-edge for (a)
Ti8O16H2 and (b) Ti16O32H2, computed at the PBE0/def2-SV(P)
level.
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likely always significantly faster than the corresponding TDKS
calculation, provided that the subspace vectors required for the
former can be stored in shared memory. Disk-based or
distributed-memory algorithms complicate this comparison, so
if the number of states is large enough that the subspace
cannot be held in memory, then TDKS offers an alternative
algorithm with a very low memory footprint but a very high
floating-point operation cost.

5. CONCLUSIONS
This work examines the use of TDKS or “real-time” TDDFT
simulations for core-level spectroscopy. The TDKS approach
seems attractive for this application because multiple elemental
X-ray edges can be computed at once, in a single broadband
calculation, up to an energy scale that varies inversely with the
time step that is used to integrate the equations of motion. In
practice, however, TDKS spectra are contaminated with
transitions to the continuum, to the point that they are often
uninterpretable. A filtering step restores interpretability by
decomposing the full spectrum into components defined by
subsets of the MOs, and meaningful NEXAFS spectra can be
recovered.

That said, the cost of the time propagation remains more
than an order of magnitude larger than the cost of
conventional LR-TDDFT, even when Pade ́ approximants are
used to process the TDKS data, thereby reducing the requisite
simulation time to ∼2−4 fs. This is supported by both
theoretical analysis and empirical timing data when the LR-
TDDFT calculation is performed using a CVS-style active-
space approximation that excludes most of the occupied MOs.
Therefore, we suggest that the utility of the TDKS approach
for core-level spectroscopy may lie in the fact that it obviates
the need to invoke a CVS approximation, which is (by
contrast) ubiquitous in LR-TDDFT and other eigenvalue-
based approaches to core-level spectroscopy.34−37 At least
within the realm of DFT, TDKS simulations may therefore
provide benchmarks to assess the accuracy of active-space
approximations, which remain relatively untested for XAS at
elemental L- and M-edges. This will require careful processing
of the TDKS data in order to avoid contamination by
continuum artifacts; the tools to facilitate this are now in place.
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Pavosěvic,́ F.; Pei, Z.; Prager, S.; Proynov, E. I.; Rák, Á.; Ramos-
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In our recent paper,1 several labels were inadvertently
swapped in Figure 2. These include the labeling of the

spectra for 4-nitroaniline versus 1,3-butadiene and also labels for
the XTPMmethod versus shifted-XTPM. A corrected version of
the figure appears below. For completeness, the references cited
in the caption are reproduced here.2−4 These errors were made
during revision; our original discussion and analysis pertain to
the correct version of the figure and are thus unchanged.
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Figure 2. K-edge absorption spectra for (a) thymine,2 (b) 4-
nitroaniline,3 and (c) 1,3-butadiene.4 Calculations were performed
using the SCAN- and B3LYP-based XTPM procedures and their
empirically shifted analogues, with Gaussian broadening (σ = 0.3 eV) to
obtain spectra from transition energies and oscillator strengths.
Experimental spectra were digitized from the original references.
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