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ABSTRACT: Pentacene thin films are common constituents of organic photovoltaic materials and a prototypical example of a material that undergoes singlet exciton fission, but significant questions remain regarding the mechanism. In particular, theoretical studies have reached differing conclusions regarding the role (and even the presence) of low-energy charge-transfer (CT) states in this material. Periodic electronic structure calculations predict low-energy CT states in crystalline pentacene but correlated wave function calculations on cluster models (typically dimers) have generally failed to find evidence of CT states at energies relevant to singlet fission. Here, we use an ab initio exciton model to examine size-dependent trends in low-energy CT states, in models ranging from pentacene dimer to hexamer. We complement these results with additional calculations using time-dependent density functional theory. Our calculations support the idea that dielectric stabilization leads to the appearance of low-energy CT states in the crystalline material that are absent in dimer models, but which (in larger models) become accessible at photon energies relevant to singlet fission. Optimally-tuned and screened range-separated hybrid functionals, which set the frontier orbital energies in a nonempirical way, predict a greater degree of charge separation as compared to other common range-separated hybrid functionals. We examine electron–hole correlations in these calculations, which reveal underlying charge separation in the excited states that may go undetected by other qualitative analysis tools. These results help to connect dimer quantum chemistry to periodic calculations, and they suggest that the former are inadequate models for singlet fission.

1. INTRODUCTION

Singlet fission (SF) is the spin-allowed formation of two triplets from the single-photon excitation of a state with singlet multiplicity, i.e., multiple exciton generation.1,2 It is observed most commonly in π-conjugated chromophores and is of interest in organic photovoltaic (OPV) applications, where it holds the potential to amplify solar cell efficiencies beyond the Shockley–Queisser or detailed balance limit.3–5 SF has been reported for a large number of chromophores, but its mechanism continues to be debated.6–10 SF is expected to be most efficient when the energy of the excited singlet state (S₁) is at least twice the energy of the triplet state:

\[ E(S₁) \geq 2E(T₁) \]  

This is indeed the case for pentacene, which is the archetypal SF material and for which SF is exothermic by 0.1–0.2 eV.11,12

Even for the exothermic case in pentacene, the SF mechanism remains unclear. It is commonly represented as a two-step process,1,2

\[ |S₀S₀⟩ \xrightarrow{\text{hv}} |S₀S₀⟩ \rightarrow |T₁T₁⟩ \rightarrow |T₁⟩ + |T₁⟩ \]  

that proceeds via an intermediate “triplet-pair” or “multiexciton” (ME) state |T₁T₁⟩, which consists of triplet states on two different pentacene monomers whose spins are entangled and coupled to an overall singlet. (A role for a quintet ME state, |T₁T₁⟩, has also been suggested in intramolecular SF.15) Ultimately, the entangled multie exciton suffers dephasing and diffuse apart to form triplet charge carriers |T₁⟩ on two different monomers, as indicated in eq 2 and also in Figure 1, which illustrates several proposed mechanisms for SF. One proposal is a direct-coupling
mechanism in which the $|1(T_1T_1)\rangle$ state is populated directly by excitation energy transfer from the initially prepared $S_1$ state.\(^8\)

Two other possible mechanisms for SF invoke charge-transfer (CT) states. These are not explicated in eq 2 but have been suggested to participate in a mediated mechanism.\(^{20-22}\)

These states are often denoted $|1(AC)\rangle$ (for “anion—cation”) and $|1(CA)\rangle$,\(^2\) although for high-symmetry dimers they may show up as linear combinations

$$|\text{CR}\rangle = a_f|1(AC)\rangle + a_i|1(CA)\rangle$$

that are known as charge-resonance states. Analogously, the initially excited state may not be strictly $|S_0S_1\rangle$ but rather the Frenkel exciton state

$$|\text{FE}\rangle = b_f|S_0S_1\rangle + b_i|S_0S_0\rangle$$

with equal coefficients $b_1 = b_2$ in the limit of a symmetric dimer. Studies on crystalline tetracene suggest that the lowest bright state is delocalized over $\approx 7$ monomers.\(^23\)

The role of charge-separated states in SF remains a matter of debate. A two-step, CT-mediated mechanism has been invoked to explain coherent beats observed in time-resolved experiments,\(^{20,22}\) and has been implicated in intramolecular SF as well.\(^{24}\) According to this proposal, the coherences result from a superposition state consisting of $|\text{FE}\rangle$, $|1(T_1T_1)\rangle$, and the CT states.\(^{25}\)

It has been argued that couplings between the Frenkel exciton state and the ME state, which are estimated to be 0.5—3.0 meV for tetracene, are not large enough to account for the ultrafast formation of the ME state via a direct-coupling mechanism, and thus direct coupling cannot explain the results of time-resolved two-photon photoemission spectroscopy.\(^2\)

Couplings between $|\text{FE}\rangle$ and the CT states were estimated to be significantly larger (50—140 meV) and this was taken as evidence in favor of the quantum-coherent mechanism.\(^3\) It bears pointing out, however, that the mere existence of a coherence does not explain the observation of barrierless yet endothermic SF.\(^5\)

A role for CT states has also been suggested in some theoretical studies based on model Hamiltonians.\(^{25,26}\) As indicated in Figure 1, these states need not appear below the bright states in order to participate in SF, but could instead be part of a superexchange mechanism in which higher-energy CT states couple to other relevant states (whose diabatic labels are indicated in eq 2) through higher orders of perturbation theory but are never themselves significantly populated.\(^{27}\) Couplings to CT states have also been introduced into theoretical models in order to reproduce observed Davydov splittings in the absorption spectra of tetracene and pentacene.\(^{20,28}\)

For pentacene, various other spectroscopies have been interpreted by means of simulations that invoke coupling to CT states.\(^{10,29,30}\)

In addition to these phenomenological models there have been numerous attempts to characterize the low-energy excited states of pentacene and other SF materials using electronic structure theory.\(^{31}\) These calculations are challenging in part because of the doubly excited nature of the $|1(T_1T_1)\rangle$ state,\(^{32,33}\) which is therefore missing from single-excitation theories including time-dependent density functional theory (TDDFT).\(^{32,34}\) The energetics of the $|1(T_1T_1)\rangle$ state may therefore be unreliable unless highly correlated wave functions are employed. A second complication is the potential role of dielectric stabilization of charge-separated states by the crystalline environment. If one’s goal is to understand the optical spectrum of solid-state pentacene (or even thin films), then large model systems may be required in order to correctly position the CT states in the spectrum.

Pentacene has been studied in a periodic framework using $G_0W_0$ calculations combined with the Bethe—Salpeter equation, with the conclusion that the low-energy states in the optical spectrum exhibit significant charge separation.\(^{35-40}\) (This can be inferred by visualizing electron—hole correlation functions for the excited states in real space.\(^{36}\) The same methodology predicts low-energy CT states already in dimers and trimers of pentacene, in herringbone geometries extracted from the crystal structure of the bulk material.\(^{41}\) At the

---

**Figure 1.** Schematic view of proposed mechanisms for SF. The initial photoexcited state is depicted as $|S_0S_1\rangle$ here, although it could be a Frenkel exciton mixture of $|S_0S_0\rangle$ and $|S_0S_1\rangle$, as in eq 4. Several proposed mechanisms for subsequent generation of the triplet-pair state are illustrated: the direct-coupling mechanism posits excitation energy transfer directly between $|S_0S_1\rangle$ and $|1(T_1T_1)\rangle$, without the need to invoke other states. Mechanisms involving CT states, which could appear in charge-resonance pairs (eq 3), include a superexchange mechanism involving higher-energy CT states or alternatively a CT-mediated mechanism wherein these states are low enough in energy to serve as proper intermediates.
CASPT2 level, a state with significant CT character (as indicated by an excited-state dipole moment of 13 D) emerges as the lowest excited state of the herringbone pentacene dimer,\(^{42}\) although no such state is reported in other CASPT2 calculations of (pentacene).\(^{43}\) Dimer geometries differ between these two calculations, and in addition the CT energy levels were found to be sensitive to the choice of active space.\(^{41}\)

One lesson from the present study is that geometry can make a significant difference in small pentacene cluster models.

The study in ref \(^{41}\) stands as an outlier in the quantum chemistry literature, whereas a variety of other calculations seem to support the conclusion that there is little if any CT character in the low-lying excited states of either tetracene or pentacene dimer. These include calculations using a restricted active space double spin-flip (RAS-2SF) method,\(^{23,32,42,45}\) which does not include much dynamical correlation\(^ {46}\) but readily incorporates \(i(T_1T_1)\) into the excitation space. These RAS-2SF calculations do find CT character in higher-lying excited states but not at energies relevant to SF.\(^ {43}\)

Especially in dimers, charge-separated states often appear as symmetrized linear combinations (eq 3), which may have small or even vanishing dipole moments, even if the basis states \(i(AC)\) and \(i(CA)\) have large dipole moments. In addition to the RAS-2SF studies mentioned above, other correlated wave function studies have also concluded that charge-separated configurations have very low weight in the low-lying excited-state wave functions of pentacene dimer.\(^ {47,48}\)

The present work aims to reconcile these disparate views and observations on the role of low-lying CT states in pentacene, using a systematic approach and some theoretical tools different from those discussed above. In that regard, we employ an \textit{ab initio} exciton model developed previously by two of us,\(^ {17,49}\) which amounts to a form of nonorthogonal configuration interaction in a direct-product basis where the basis states have readily identifiable diabatic character: Frenkel excitons, CT states, and ME states. Rather than investigating the ME states in detail, these calculations are designed to investigate the role, and the positioning in the optical spectrum, of the CT states, and we will complement these calculations with TDDFT calculations using range-separated hybrid (RSH) functionals. A second key aspect of this work is the systematic application of these methods to cluster models of pentacene ranging from dimer to hexamer. By examining the size-dependence of the low-lying excited states, we aim to connect existing dimer quantum chemistry calculations to periodic calculations of crystalline pentacene.

2. COMPUTATIONAL METHODS

All calculations were performed using Q-Chem v. 5.2\(^ {53}\) and wave function analysis was carried out using Theodore V. 2.1.\(^ {54}\) The electronic structure models are described in this section. All calculations use the 6-31+G* basis set.

2.1. Exciton Model. Extracting qualitative (essentially diabatic) information from a multiconfigurational wave function representing an adiabatic electronic state can be a challenge, especially when the chromophores (individual pentacene monomers, in the present case) are closely packed, as in an OPV material. Note, for example, that excited-state wave functions for both the ICR (state (eq 3) and the IFE state (eq 4) of the dimer will be delocalized over both monomers, assuming that the mixing coefficients have comparable magnitude. As such, a conceptually useful approach to extract qualitative information on the nature of the excited states is nonorthogonal configuration interaction (CI) in a basis of monomer states, to which diabatic labels can be easily assigned. The mixing coefficients, which emerge naturally from solution of Schrödinger’s equation, then quantify the extent to which each diabatic basis state participates in a given adiabatic eigenvector. This is the gist of the \textit{ab initio} Frenkel–Davydov exciton model (AIFDEM) introduced previously by two of us.\(^ {37,49–52}\) This method may be considered a form of renormalization of the CI problem, in which the excitation space for the supersystem can be made rather compact because individual CI problems have already been solved on the monomers.

An alternative point of view on the AIFDEM is historical and is where the name originates. Frenkel defined the exciton to be a superposition of excitation waves, while Davydov proposed a Hamiltonian for molecular crystals that is a sum of single-site and pairwise interaction terms:\(^ {53}\)

\[
\hat{H} = \sum_n \hat{H}_n + \sum_{m<n} \hat{V}_{mn} \tag{5}
\]

Because the exact (Coulomb) Hamiltonian has a pairwise form, there is no approximation inherent in writing eq 5, although often the term “Frenkel exciton model” is synonymous with a dipole-coupling approximation for \(\hat{V}_{mn}\). Such an approximation is suspect at the closed-packed geometries of molecular crystals, and is not used here. Instead, the AIFDEM diagonalizes the full Coulomb Hamiltonian but in a limited direct-product “exciton-site basis”.\(^ {55}\) In its present implementation, AIFDEM calculations are limited to single substitutions on one monomer at a time, e.g.,

\[
\langle \Psi_A^b \Psi_B^c \Psi_C^d | \hat{H} | \Psi_A^b \Psi_B^c \Psi_C^d \rangle = \langle \Psi_A^b | \hat{H} | \Psi_A^b \rangle \otimes \langle \Psi_B^c | \hat{H} | \Psi_B^c \rangle \otimes \langle \Psi_C^d | \hat{H} | \Psi_C^d \rangle \tag{6}
\]

In this example, \(\Psi_B^c\) and \(\Psi_C^d\) are the ground-state self-consistent field (SCF) wave functions for monomers B and C whereas

\[
\Psi_A^b = \sum_{\sigma} C_{\sigma}^{iA} | \phi_A^{A\sigma} \rangle \tag{7}
\]

is a linear combination of singly substituted Slater determinants \(| \phi_A^{A\sigma} \rangle\). Coefficients \(C_{\sigma}^{iA}\) (where \(\sigma\) is a spin index) are computed by means of a CI-singles (CIS) calculation on monomer A.

Following CIS calculations on each monomer to generate the wave functions \(| \Psi_A^{i}\rangle\), an AIFDEM calculation proceeds by constructing the full Coulomb Hamiltonian in the nonorthogonal direct-product basis. This is the bottleneck step, requiring a single Fock build per matrix element in the basis set of the full system, but this step is also trivially parallelizable.\(^ {56}\) Diagonal matrix elements such as \(\langle \Psi_A^a, \Psi_B^b, \Psi_C^c | H | \Psi_A^a, \Psi_B^b, \Psi_C^c \rangle\) constitute exciton-site energies, and off-diagonal matrix elements such as \(\langle \Psi_A^a, \Psi_B^b, \Psi_C^c | \hat{V}_{mn} | \Psi_A^a, \Psi_B^b, \Psi_C^c \rangle\) are energy-transfer couplings. Although the AIFDEM allows these matrix elements to be computed in a fully \textit{ab initio} way, such that the only approximation is the truncated direct-product basis (Frenkel exciton \textit{ansatz} itself), following ref \(^ {50}\) we use charge embedding for any monomer wave functions in the bra and ket that are not directly coupled by \(\hat{H}_n\) or \(\hat{V}_{mn}\).

The site basis used in the present study consists of the locally excited (LE) states (one per monomer), CT states, and ME states. For pentacene dimer, this means the four basis states in eqs 3 and 4 plus \(i(T_1T_1)\). The latter is constructed...
by coupling the monomer triplet wave functions $|\Psi^T_m\rangle$ and $|\Psi^T_n\rangle$ ($m = -1, 0, 1$) to an overall singlet: $|\Psi_{A,x}^{\mathrm{T}}\rangle = \frac{1}{\sqrt{3}} |\Psi^T_m\rangle_{A} + \frac{1}{\sqrt{3}} |\Psi^T_n\rangle_{A} + \frac{1}{\sqrt{3}} |\Psi^T_{-1}\rangle_{A}$ $\cdots$ $\frac{1}{\sqrt{3}} |\Psi^T_{+1}\rangle_{A}$ (8)

For a system composed of $n$ pentacene monomers, the exciton-site basis includes the ground state, $n$ LE or Frenkel excited states, $n(n-1)$ pairwise CT states, and $n(n-1)/2$ triplet-pair states, for a total of $(3n^2 - n + 2)/2$ configurations. Only a single LE state is included per monomer, representing the lowest CIS excited state for each, as the next state is $\approx 2$ eV higher in energy. To reduce the cost of the calculations, CIS expansions in eq 7 are transformed to a basis of natural transition orbitals (equivalent to CIS natural orbitals) and the expansion is truncated with a threshold of 50%, consistent with previous work.\textsuperscript{49,50} Diagonalization of the exciton Hamiltonian expansions in eq 7 are transformed to a basis of natural transition orbitals (equivalent to CIS natural orbitals) and the corresponding eigenvectors are naturally expressed in a diabatic basis that facilitates straightforward identification of CT character, simply by examining the CI coefficients in the exciton-site basis.
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3. RESULTS AND DISCUSSION

3.1. Exciton Model. We examine the (pentacene) clusters that are shown in Figure 2. These were extracted from the crystal structure of solid pentacene and were not relaxed, in order to preserve the crystalline spacing between the monomers. The herringbone dimer (Figure 2a) is a widely studied model system but we also consider a hexamer and two tetramers. Of the latter, one has four monomer units arranged in an extended or linear fashion (Figure 2b) whereas the other tetramer is more compact (Figure 2c).

The nature of each AIFDEM eigenstate can be readily inferred by examining CI coefficients in the exciton-site basis, and as an example the AIFDEM eigenvectors for pentacene dimer are listed explicitly in Table 1. Examination of the CI coefficients allows us to assign diabatic labels to these states: single-exciton (SE), ME, and CT. It is immediately obvious that the lowest excited states have the largest coefficients corresponding to CT basis states. That being the case, it is perhaps not surprising that the lowest-lying states in the larger pentacene clusters are also CT states. AIFDEM excitation energies for the four different clusters examined here plotted in Figure 3.

The tetramer and hexamer excitation spectra are examined in detail in Figure 3a and Figure 3b, respectively, where we have partitioned the excitation spectra into “CT states” and “non-CT states” according to the dominant coefficient in each CI vector. These are qualitative labels and it is important to note that the diabatic basis states do mix in the excitonic eigenstates; the important message to take away from this analysis is that states with substantial CT character do exist at low excitation energies.

This preponderance of CT states in the low-energy part of the spectrum stands in sharp contrast to most other ab initio studies of pentacene (and tetracene) dimers, for which CT states are found either to be too high in energy to be of relevance for SF,32,43 or else the amount of CT character in the states is considered negligible.8,47,48 In contrast, the low-energy spectrum predicted by the AIFDEM is dominated by CT states, in agreement with theoretical studies of crystalline pentacene suggesting that the lowest-energy excitations in the optical spectrum are CT states.36−40 Other theoretical studies of crystalline pentacene have invoked CT states to explain the origin and magnitude of Davydov splittings,20,25,37 featured such states in calculations of the absorption spectra,25,37−39 and used CT states in calculations of the SF rate to account for ultrafast formation of the ME state.35−37

Our pentacene dimer structure (Figure 2a) constitutes the unit cell of the crystal, and by applying the AIFDEM to supercells of increasing size we can begin to mimic the dielectric stabilization of the crystalline environment, yet in a manner that can be connected back to results for the gas-phase dimer that has been the subject of numerous quantum chemistry studies. Figure 3c plots the excitation spectra of all four clusters together, and it is clear that the larger systems stabilize all of the states, including the CT states, and that the CT states are better stabilized in the compact tetramer as compared to the linear one. The change in geometry affects the CT states much more so than the non-CT states, and this geometry dependence ought to be considered carefully in any finite cluster model of an OPV material. Broadly speaking, these observations represent the cluster analogue of dielectric stabilization in the crystal, which is expected but has not been hitherto observed in quantum chemistry studies based on correlated wave functions, due to restrictions on system size. Those restrictions are mitigated in the present work by the inherently parallelizable nature of the exciton model.

A different point of view is obtained if the excitation energies of all four systems are plotted together, not as a function of excitation energy (as in Figure 3c) but rather grouping together states of similar diabatic character. Such a representation is shown in Figure 4, where the states are grouped into SE, ME, and CT states. The latter categories experience relatively larger stabilization as the system size is increased. For example, the lowest-energy CT state drops by 1.3−1.8 eV between the dimer and hexamer structures, as compared to a 1.7 eV decrease for the ME states and only 1.0 eV for the SE states. Thus, the CT states depend on system size in quite a different way than the bright SE states, and we believe this size-dependent trend should continue out to bulk dielectric stabilization. In principle, this extrapolation to the bulk material could be accelerated using continuum boundary conditions, but these are not yet implemented for the AIFDEM. We will consider continuum boundary conditions for the TDDFT calculations that are reported in the next section.

3.2. TDDFT Excitation Energies and Dipole Moments.

To study the excitation spectrum of pentacene at a correlated level of theory we turn to TDDFT. A variety of RSH functionals were tuned using the $J(\omega)$ metric of eq 12 and the tuned values of $\omega$ are listed in Table S1. These OT-RSH range separation parameters range from $\omega = 0.195−0.210 \text{ bohr}^{-1}$, which is significantly smaller than values obtained from empirical parametrization of RSH functionals, which are typically 0.30−0.47 bohr$^{-1}$.38,84,85,90 This immediately suggests that one should expect a difference between properties computed using OT-RSH functionals and those obtained using empirically parameterized functionals. We also notice that tuned values of $\omega$ are smaller when the base functional is a hybrid (e.g., PBEh rather than PBE), and thus when the RSH functional contains short-range Hartree−Fock exchange. This has been observed also when the range-separation parameter is optimized empirically using experimental data, e.g., where a value $\omega = 0.2 \text{ bohr}^{-1}$ is optimized for LRC-oPBEh,95 versus $\omega$.

![Figure 2. Pentacene clusters included in this study: (a) dimer, which is also the unit cell of crystalline pentacene; (b) tetramer in a linear arrangement; (c) tetramer in a compact arrangement; and (d) hexamer. Each structure was extracted from the crystal structure of solid pentacene and has not been relaxed.](https://dx.doi.org/10.1021/acs.jpcc.0c07932)
μ smaller than that obtained for either RSH-ω reported in various studies including the present one.

Table 1. AIFDEM Eigenvectors for \((\text{Pentacene})_2\) in the Exciton-Site Basis

<table>
<thead>
<tr>
<th>exc. energy (eV)</th>
<th>SE(_1)</th>
<th>CT(_1) (_x)</th>
<th>CT(_1) (_z)</th>
<th>SE(_2)</th>
<th>ME</th>
<th>SE</th>
<th>ME</th>
<th>CT</th>
<th>ME</th>
<th>SE</th>
<th>ME</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS, PS</td>
<td>0.997</td>
<td>0.034</td>
<td>-0.032</td>
<td>0.54</td>
<td>-0.006</td>
<td>0.027</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS, PS*</td>
<td>-0.032</td>
<td>0.026</td>
<td>0.045</td>
<td>0.062</td>
<td>-0.127</td>
<td>1.012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS, PS*</td>
<td>-0.056</td>
<td>-0.035</td>
<td>-0.111</td>
<td>1.014</td>
<td>-0.005</td>
<td>-0.059</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS, PS*</td>
<td>-0.020</td>
<td>-0.006</td>
<td>-0.099</td>
<td>0.034</td>
<td>-0.033</td>
<td>0.052</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS, PS*</td>
<td>-0.029</td>
<td>0.993</td>
<td>-0.009</td>
<td>0.096</td>
<td>-0.047</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(f(TT))</td>
<td>-0.002</td>
<td>0.093</td>
<td>-0.029</td>
<td>0.013</td>
<td>1.103</td>
<td>0.136</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

"Largest coefficient for each eigenvector is highlighted in bold. Note that the basis states are nonorthogonal.

Table 2. Tuned Range-Separation Parameters for Pentacene Clusters

<table>
<thead>
<tr>
<th>system</th>
<th>(\omega) (bohr(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RSH-ωPBE</td>
</tr>
<tr>
<td>dimer</td>
<td>0.170</td>
</tr>
<tr>
<td>tetramer (compact)</td>
<td>0.130</td>
</tr>
<tr>
<td>tetramer (linear)</td>
<td>0.150</td>
</tr>
<tr>
<td>hexamer</td>
<td>0.125</td>
</tr>
</tbody>
</table>

"Same \(\omega\) parameters tuned for OT-RSH functionals are used with the corresponding OT-sRSH functionals.

Figure 3. AIFDEM excitation energies for pentacene clusters: (a) the first 25 excited states of the linear tetramer (open symbols) and the compact tetramer (filled symbols); (b) the first 50 excited states of \((\text{pentacene})_2\); (c) the dimer, tetramer, and hexamer excited states plotted together. In parts a and b, each state is categorized as either CT-like or not according to the largest coefficient in the CI vector, expressed in the exciton-site basis.

Figure 4. AIFDEM excitation spectra for \((\text{pentacene})_2\) grouped by the qualitative nature of the excited state: single-exciton (SE, or in other words the Frenkel exciton states as in eq 4); multiexciton (ME, meaning triplet-pair states); and CT states. For the two tetramers and the hexamer, these data represent the lower four states of each type. As system size increases, the CT states are stabilized more so than the SE and ME states.

= 0.3 bohr\(^{-1}\) for LRC-ωPBE\(^+\) using the same data set. The same trend is observed in other \(\pi\)-conjugated systems when tuning according to the IE criterion of eq 13.\(^{91}\) It reflects the presence of 25\% short-range Hartree–Fock exchange in \(\omega\)PBEh that pushes out the length scale (\(\sim\omega^{-1}\)) on which the long-range Hartree–Fock exchange is required. Table S1 lists tuned values of \(\omega\) for pentacene monomer that have been reported in various studies including the present one.

Since the tuned value of \(\omega\) obtained for RSH-ωPBEh is smaller than that obtained for either RSH-ωPBE or RSH-μPBE (for which the tuned values of the range-separation parameter are similar), one may expect qualitative differences when using RSH-ωPBEh in comparison to these other two functionals. To investigate this further, we applied the \(f(\omega)\) tuning metric to larger clusters of pentacene, with tuned range-separation parameters listed in Table 2. The values decrease with increasing system size, which seems to be a general feature of the tuning procedure.\(^{68,91–93}\) Similar trends are observed for \(\pi\)-conjugated systems of increasing length,\(^{91,92}\) and for pentacene/C\(_{60}\) clusters of increasing size.\(^{88}\)

The cluster-tuned values of \(\omega\) provided in Table 2 are used for all subsequent calculations, meaning that calculations on different clusters use different values of the range-separation parameter, obtained individually via the \(f(\omega)\) tuning procedure. In some sense, this means that we present a side-by-side comparison of results obtained using a (slightly) different functional for each cluster, although from another point of view we have made a consistent choice to set the frontier orbital energies according to the IE criterion of eq 13.

If the TDDFT calculations are repeated using a common \(\omega\) parameter (in this case \(\omega = 0.3\) bohr\(^{-1}\)) for all subsequent calculations, meaning that calculations on different clusters use different values of the range-separation parameter, obtained individually via the \(f(\omega)\) tuning procedure. In some sense, this means that we present a side-by-side comparison of results obtained using a (slightly) different functional for each cluster, although from another point of view we have made a consistent choice to set the frontier orbital energies according to the IE criterion of eq 13.
intermediate between those obtained using cluster-tuned values of \( \omega \) and those obtained using the empirical CAM-B3LYP functional. As such, results using a common or averaged value of \( \omega \) for all clusters will incur the same deficiencies as off-the-shelf functionals, defeating the purpose of the tuning procedure.

An unfortunate side effect of using a system-dependent tuning procedure is that it violates size consistency.\(^94\) Necessitating caution when computing binding energies and ground-state potential energy curves.\(^95\) We expect this to be less of an issue for the calculations described here, which are aimed at investigating CT character in optical spectra. Size-consistency errors obtained using \( \omega \)PBE are smaller than those obtained using some other RSH functionals,\(^95\) and for prediction of CT excitation energies for molecules\(^64\) and fundamental gaps for solids,\(^66\) violation of size consistency may be considered an acceptable sacrifice to obtain reliable energetics at DFT cost. This requires that the frontier orbital energies be set correctly, and that cannot be accomplished (across a range of system sizes) using a common value of \( \omega \).

Excitation spectra for the four (pentacene)_n systems considered here, obtained using TDDFT, are plotted in Figure 5. For the first ten excited states (including some CT states), excitation energies predicted by the OT functionals are systematically lower than those predicted by CAM-B3LYP and \( \omega \)B97X-V. Although the use of OT functionals to study CT states is well established at this point,\(^64,69\) to the best of our knowledge this disparity between OT- and conventional RSH functionals has not previously been noted in the studies of \( \pi \)-conjugated OPV materials. As noted in Section 1, most wave function studies of pentacene dimer have excluded the possibility of low-lying CT states.\(^8,32,43,47,48\) At least one prior TDDFT study on (pentacene)_4 also concluded that CT states appear only at energies above the Frenkel exciton states, and they are therefore inaccessible as intermediates in SF.\(^43\)

It is also worth noting that the energetics obtained using the empirical functionals vary more widely, e.g., comparing CAM-B3LYP and \( \omega \)B97X-V results, whereas the spectra that emerge from the OT functionals are more consistent. This has been observed by others in a study of pentacene/\( C_{60} \) and suggests that IE tuning somewhat reduces the dependence of the

---

**Figure 5.** TDDFT excitation energies for clusters of pentacene: (a) dimer, (b) compact tetramer, (c) linear tetramer, and (d) hexamer. Results from optimally tuned (OT) range-separated hybrid (RSH) functionals as indicated by triangles, as are results from the corresponding “screened” (OT-sRSH) functionals. Results from three empirical functionals are indicated with squares. The OT-(s)RSH results are generally bounded above by the empirical RSH functionals CAM-B3LYP and \( \omega \)B97X-V, and bounded below by B3LYP. The legend in panel a is applicable to all four panels but not all functionals were used in the hexamer case.
in Table S2.

ω state, RSH functionals each predict that the very first state is a CT state among the many excited states. Whereas CAM-B3LYP and various OT-RSH functionals uniformly predict CT states demonstrates once again the consistency that emerges upon tuning, as observed already in the excitation spectra.

Next we consider the excited states computed for the linear tetramer (Table 4). For the dimer, the energetic ordering of the states depends upon the functional that is employed, but each functional predicts a state with \( \mu > 12 \) D in the low-energy spectrum. In contrast, for the linear tetramer we observe large differences in the degree of charge separation across different functionals. The \( \omega B97X-V \) functional predicts the fifth excited state to be a CT state but no lower-lying states with large dipole moments are obtained, whereas CAM-B3LYP finds no state with a large dipole moment among the first five excited states. In contrast, the OT-RSH and OT-sRSH functionals predict that each of the first five excited states is a CT state, nearly all of them with \( \mu > 10 \) D as compared to ground-state dipole moments \( \mu_0 < 4 \) D. Moreover, none of these CT states stands out as having a much larger dipole moment than the others.

For this particular (pentacene)\(_4\) cluster, the conclusion seems to be that low-energy CT states are obtained only with OT-RSH and OT-sRSH functionals. Note that this runs slightly counter to the scenario that was encountered in the early days of diagnosing CT problems in TDDFT calculations,\(^{60}\) where semilocal functionals would predict a plethora of low-energy CT states at visible or ultraviolet wavelengths, many of which would be pushed to higher energies by global hybrid functionals and perhaps all of which would be absent when RSH functionals were used.\(^{60}\) The present results suggest that the low-energy CT states are not artifacts, but that they can be artificially pushed to higher energies by the addition of long-range Hartree–Fock exchange (in functionals such as CAM-B3LYP) if the frontier energy levels are not set carefully by means of IE tuning. Results for pentacene hexamer (Table S3) are consistent with these observations: although two moderately large dipole moments (\( \mu_1 = 7.9 \) D and \( \mu_4 = 8.4 \) D) are predicted using CAM-B3LYP (though none at all for \( \omega B97X-V \)), these pale in comparison to dipole moments exceeding 15 D that are predicted for each of the states.

### Table 3. Excitation Energies (\( \Delta E \), in eV) and Dipole Moments (\( \mu \), in D) of the Pentacene Dimer

<table>
<thead>
<tr>
<th>state</th>
<th>( \omega B97X-V )</th>
<th>CAM-B3LYP</th>
<th>OT-RSH-( \omega )PBE</th>
<th>OT-sRSH-( \omega )PBE</th>
<th>OT-RSH-( \omega )PBEh</th>
<th>OT-sRSH-( \omega )PBEh</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta E )</td>
<td>( \mu )</td>
<td>( \Delta E )</td>
<td>( \mu )</td>
<td>( \Delta E )</td>
<td>( \mu )</td>
<td>( \Delta E )</td>
</tr>
<tr>
<td>0</td>
<td>1.20</td>
<td>1.18</td>
<td>1.18</td>
<td>1.18</td>
<td>1.22</td>
<td>1.21</td>
</tr>
<tr>
<td>1</td>
<td>2.69</td>
<td>2.16</td>
<td>2.26</td>
<td>12.91</td>
<td>2.07</td>
<td>14.97</td>
</tr>
<tr>
<td>2</td>
<td>2.77</td>
<td>1.12</td>
<td>2.56</td>
<td>1.19</td>
<td>2.48</td>
<td>1.70</td>
</tr>
<tr>
<td>3</td>
<td>3.07</td>
<td>12.70</td>
<td>2.60</td>
<td>0.93</td>
<td>2.50</td>
<td>1.68</td>
</tr>
<tr>
<td>4</td>
<td>3.59</td>
<td>1.10</td>
<td>3.09</td>
<td>17.00</td>
<td>2.86</td>
<td>16.17</td>
</tr>
<tr>
<td>5</td>
<td>3.61</td>
<td>1.30</td>
<td>3.46</td>
<td>0.81</td>
<td>3.29</td>
<td>8.97</td>
</tr>
</tbody>
</table>

### Table 4. Excitation Energies (\( \Delta E \), in eV) and Dipole Moments (\( \mu \), in D) of the Linear Pentacene Tetramer

<table>
<thead>
<tr>
<th>state</th>
<th>( \omega B97X-V )</th>
<th>CAM-B3LYP</th>
<th>OT-RSH-( \omega )PBE</th>
<th>OT-sRSH-( \omega )PBE</th>
<th>OT-RSH-( \omega )PBEh</th>
<th>OT-sRSH-( \omega )PBEh</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta E )</td>
<td>( \mu )</td>
<td>( \Delta E )</td>
<td>( \mu )</td>
<td>( \Delta E )</td>
<td>( \mu )</td>
<td>( \Delta E )</td>
</tr>
<tr>
<td>0</td>
<td>3.78</td>
<td>3.72</td>
<td>3.72</td>
<td>3.72</td>
<td>3.87</td>
<td>3.84</td>
</tr>
<tr>
<td>1</td>
<td>2.67</td>
<td>2.94</td>
<td>2.34</td>
<td>4.41</td>
<td>2.03</td>
<td>11.20</td>
</tr>
<tr>
<td>2</td>
<td>2.71</td>
<td>3.26</td>
<td>2.40</td>
<td>6.00</td>
<td>2.08</td>
<td>12.12</td>
</tr>
<tr>
<td>3</td>
<td>2.74</td>
<td>3.50</td>
<td>2.46</td>
<td>4.58</td>
<td>2.12</td>
<td>10.65</td>
</tr>
<tr>
<td>4</td>
<td>2.77</td>
<td>3.91</td>
<td>2.55</td>
<td>3.99</td>
<td>2.28</td>
<td>11.37</td>
</tr>
<tr>
<td>5</td>
<td>3.19</td>
<td>13.92</td>
<td>2.60</td>
<td>2.54</td>
<td>2.35</td>
<td>10.02</td>
</tr>
</tbody>
</table>

Excitation spectrum on the choice of functional, providing a more accurate description of the inherent electronic structure of the system itself. Crudely speaking, the IE criterion in eq 13 serves to eliminate self-interaction associated with the HOMO (and likely other frontier orbitals as well) to a significant extent. Excitation energies obtained using OT-RSH-\( \omega \)PBE and OT-sRSH-\( \omega \)PBE are similar and almost identical with their \( \omega \)BLYP counterparts, whereas excitation energies computed using OT-RSH-\( \omega \)PBEh versus OT-sRSH-\( \omega \)PBEh are a bit different.

Let us now look at charge separation in these excited states. Roughly speaking, we might classify any state whose dipole moment \( \mu \) is larger than the ground-state value as a “charge-separated” state, preserving the term “CT state” for states with very large dipole moments. (This distinction will be quite obvious from the data presented below, as there are a set of states for which \( \mu > 10 \) D.) Although some problems in assigning CT character based on dipole moment have been documented,\(^{52,39,96}\) especially for small clusters where states with artificially large or artificially small dipole moments can be obtained depending on whether the cluster breaks or preserves inversion symmetry, the static dipole moment remains a common parameter used to characterize charge separation.\(^{24,41,47}\) Here, we examine the dependence of the dipole moment on factors such as system size and level of theory. Both the excitation energies and the excited-state dipole moments obtained using OT-RSH-\( \omega \)BLYP are similar to those computed using OT-sRSH-\( \omega \)PBE so only the latter values are discussed here. The OT-\( (s) \)RSH-\( \omega \)BLYP results are provided in Table S2.

Dipole moments for the ground and excited states of pentacene dimer are listed in Table 3, computed using TDDFT with various functionals. (All excited-state dipole moments reported in this work are relaxed values.)\(^{27}\) We note that each functional predicts at least one CT state among the first five excited states. Whereas CAM-B3LYP and various OT-RSH functionals each predict that the very first state is a CT state, \( \omega B97X-V \) does not. Hence we see stark differences in TDDFT predictions—among generally good-quality functionals—even for the first excited state of a dimer, which puts the sensitivity to functional firmly into focus. That the OT functionals uniformly predict CT states demonstrates once again the consistency that emerges upon tuning, as observed already in the excitation spectra.
the first five excited states using OT-RSH-ωPBE and OT-sRSH-ωPBE.

It has been argued\(^2^{25}\) that clusters lacking inversion symmetry may exhibit anomalously large dipole moments because they lack symmetrically situated monomers that might cancel the dipole moment through a superposition of forward and backward electron transfer. (Stated differently, a charge-resonance state such as that in eq 3 may have a much smaller dipole moment than either of the CT basis states from which it is formed.) It is therefore notable that we have applied the CAM-B3LYP and ωB97X-V functionals to precisely the same cluster geometries and obtained low-energy excited states that (for the most part) do not exhibit large dipole moments. Clearly, the sizable dipole moments predicted by OT-RSH functionals are not required by the geometries of these small, low-symmetry clusters, but instead they emerge specifically when these functionals are used.

The effect of cluster geometry is clearly evident in the results for the compact tetramer (Table 5), which are very different from those obtained for the linear tetramer (Table 4). In the former case, no CT states are observed among the four excited states of the linear tetramer (Table 4). In the present study, TDDFT calculations with a hexamer cluster model is sufficient to capture most of the dielectric stabilization of the solid-state environment, such that the addition of PCM boundary conditions has little effect on the excitation energies. It has a major effect, however, on the dipole moments, which are much smaller in the PCM calculations than in the corresponding hexamer calculations under vacuum boundary conditions. This hints that the magnitude of the dipole moments documented above may be exaggerated in some cases by finite size effects. Nevertheless, several states with significant dipole moments remain in the PCM calculation, e.g., 5.9 D and 13.4 D.

Previous electronic structure calculations under periodic boundary conditions place the energy threshold for generating electron–hole pairs in bulk crystalline pentacene at 1.5–1.8 eV\(^3^{35–38}\) with a low-energy optical spectrum that is dominated by CT-type excitations. In the present study, TDDFT excitation energies obtained for the hexamer (1.7–1.9 eV) are comparable to, or only slightly higher than, these previous calculations. Experimentally, the optical gap of pentacene thin films is found to be 1.7–1.8 eV,\(^9^{99–102}\) with the bandgap\(^10^{102,103}\) representing the fundamental gap rather than the optical gap.\(^3^{36}\)

3.3. Electron–Hole Correlations. Finally, we examine charge separation in the TDDFT excited states using Table 6 lists the excitation energies and dipole moments for the first five excited states of the hexamer, using both vacuum and PCM boundary conditions. Shifts in excitation energies engendered by the PCM are 0.04–0.08 eV, which we interpret as evidence that the use of OT-sRSH functionals combined with a hexamer cluster model is sufficient to capture most of the dielectric stabilization of the solid-state environment, such that the addition of PCM boundary conditions has little effect on the excitation energies. It has a major effect, however, on the dipole moments, which are much smaller in the PCM calculations than in the corresponding hexamer calculations under vacuum boundary conditions. This hints that the magnitude of the dipole moments documented above may be exaggerated in some cases by finite size effects. Nevertheless, several states with significant dipole moments remain in the PCM calculation, e.g., 5.9 D and 13.4 D.

Previous electronic structure calculations under periodic boundary conditions place the energy threshold for generating electron–hole pairs in bulk crystalline pentacene at 1.5–1.8 eV with a low-energy optical spectrum that is dominated by CT-type excitations. In the present study, TDDFT excitation energies obtained for the hexamer (1.7–1.9 eV) are comparable to, or only slightly higher than, these previous calculations. Experimentally, the optical gap of pentacene thin films is found to be 1.7–1.8 eV, with the bandgap representing the fundamental gap rather than the optical gap.\(^3^{36}\)

### Table 5. Excitation Energies (ΔE, in eV) and Dipole Moments (μ, in D) of the Compact Pentacene Tetramer

<table>
<thead>
<tr>
<th>state</th>
<th>ωB97X-V</th>
<th>CAM-B3LYP</th>
<th>OT-RSH-ωPBE</th>
<th>OT-sRSH-ωPBE</th>
<th>OT-RSH-ωPBEh</th>
<th>OT-sRSH-ωPBEh</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔE</td>
<td>μ</td>
<td>ΔE</td>
<td>μ</td>
<td>ΔE</td>
<td>μ</td>
<td>ΔE</td>
</tr>
<tr>
<td>0</td>
<td>2.65</td>
<td>0.05</td>
<td>2.35</td>
<td>0.10</td>
<td>1.92</td>
<td>0.78</td>
</tr>
<tr>
<td>1</td>
<td>2.66</td>
<td>0.05</td>
<td>2.38</td>
<td>0.05</td>
<td>1.94</td>
<td>0.61</td>
</tr>
<tr>
<td>2</td>
<td>2.71</td>
<td>0.04</td>
<td>2.44</td>
<td>0.08</td>
<td>1.97</td>
<td>0.54</td>
</tr>
<tr>
<td>3</td>
<td>2.73</td>
<td>0.05</td>
<td>2.49</td>
<td>0.06</td>
<td>1.99</td>
<td>0.39</td>
</tr>
<tr>
<td>4</td>
<td>3.20</td>
<td>0.19</td>
<td>2.54</td>
<td>0.08</td>
<td>2.03</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Pekar factor \((\varepsilon_{\infty}^{-1} - \varepsilon_{\infty}^{-1})\) to the equilibrium one \((1 - \varepsilon_{\infty}^{-1})\) is ≈0.04, suggesting that only 4% of the continuum reaction field is frozen upon vertical excitation.\(^98\) The remaining 96% is polarized by the excited-state density, meaning that for these particular dielectric constants, the nonequilibrium PCM mostly simulates electronic reorganization, which is present even in crystalline environments.

### Table 6. Excitation Energies (ΔE, in eV) and Dipole Moments (μ, in D) for Pentacene Hexamer.

<table>
<thead>
<tr>
<th>state</th>
<th>vacuum</th>
<th>PCM(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔE</td>
<td>μ</td>
<td>ΔE</td>
</tr>
<tr>
<td>0</td>
<td>2.66</td>
<td>1.74</td>
</tr>
<tr>
<td>1</td>
<td>1.70</td>
<td>16.15</td>
</tr>
<tr>
<td>2</td>
<td>1.71</td>
<td>15.74</td>
</tr>
<tr>
<td>3</td>
<td>1.80</td>
<td>17.45</td>
</tr>
<tr>
<td>4</td>
<td>1.81</td>
<td>16.71</td>
</tr>
<tr>
<td>5</td>
<td>1.89</td>
<td>15.12</td>
</tr>
</tbody>
</table>

\(^a\)OT-RSH-ωPBE functional. \(^b\)Nonequilibrium ptSS + ptLR scheme of refs 86 and 87.
electron–hole correlation plots.\textsuperscript{54} These come from the TD-DFT transition densities $\gamma_{A}(r_e, r_h)$, expressed here in terms of an electron coordinate $r_e$ and a hole coordinate $r_h$. In previous studies of solid-state pentacene and other OPV materials, the correlation function

$$F(r) = \int |\gamma_{A}(r_e, r + r_h)|^2 \, dr_h$$

has been used to infer information about charge separation in real space,\textsuperscript{38–40} but in an atom-centered basis set it is easy to separate $\gamma_{A}(r_e, r_h)$ into localized contributions from individual atoms or fragments.\textsuperscript{104} These are taken to be pentacene monomers in the present work, and one may define “CT numbers”

$$\Omega_{AB} = \int_A d\theta \int_B d\theta |\gamma_{A}(r_e, r_h)|^2$$

that quantify the amount of charge transfer from fragment $A$ to fragment $B$.\textsuperscript{5,4,104} The values $\Omega_{AB}$ provide a compact representation of the correlated spatial (de)localization of the electron and the hole, revealing information that would be difficult to detect with orbital-based analyses alone, or with attachment/detachment or difference-density plots. If visualized in the form of a matrix $\Omega$, for example, the CT numbers can distinguish between Frenkel exciton states and charge-resonance states. Both may be delocalized over multiple pentacene chromophores, but the Frenkel excitons are characterized by an electron and hole that occupy the same region of space, i.e., by amplitude along the diagonal, $\Omega_{AA}$. A charge-resonance state, in contrast, consists of an electron and a hole that reside on different fragments and this manifests as significant off-diagonal elements of $\Omega$. If the charge-resonance state is completely symmetric, in the sense of $|a_B| = |a_A|$ in eq 3, then the matrix $\Omega$ should be symmetric about its diagonal, but as the symmetry is broken and the charge-resonance state becomes an asymmetric CT state, this asymmetry will appear in $\Omega$ as well. Asymmetry in the $\Omega$ matrix therefore ought to be a signature of a state that is associated with a significant change in the dipole moment.

Figure 6 presents electron–hole correlation plots for the first four excited states of the compact pentacene tetramer, obtained using four different functionals and presented in the form of matrices $\Omega$, where $\Omega_{\alpha\beta}$ is defined in eq 15.

![Figure 6](https://dx.doi.org/10.1021/acs.jpcc.0c07932)

In contrast to the compact tetramer, the linear tetramer does exhibit excited states with very large dipole moments when OT-RSH functionals are used (see Table 4). The $\Omega$ matrices for these states (Figure 7) are consistent with this, with the OT-RSH-$\omega$PBE and OT-$\omega$PBE functionals both exhibiting sizable off-diagonal CT numbers, which are moreover not symmetric as they were in the case of the compact structure of (pentacene)$_4$. Similar results are obtained using OT-(s)RSH-$\mu$BLYP; see Figure S3. In contrast, these large off-diagonal $\Omega_{AB}$ elements are absent in the first four excited states predicted by $\omega$B97X-V and CAM-B3LYP, and the corresponding dipole moments are much smaller as well.

The presence of a single prominent matrix element in the case of $\omega$B97X-V shows that the absence of significant charge separation manifests here in a completely different way as compared to the compact structure of (pentacene)$_4$. In the linear structure, the low-lying states predicted by $\omega$B97X-V are each localized on essentially just one chromophore, whereas in the compact structure these were Frenkel excitons delocalized over multiple pentacene monomers. In contrast, the OT-RSH and OT-$\omega$PBE functionals both suggest significant (albeit symmetric) charge-separation character for the compact tetramer and asymmetric CT character for the linear tetramer. Optimal tuning therefore makes a decisive difference in the underlying charge separation. Whereas OT-$\omega$PBE functionals are preferred over OT-RSH functionals for the calculation of fundamental gaps,\textsuperscript{71–73} both appear to behave in the same way when it comes to excitation energies and charge separation in these systems.

Figure 8 plots the $\Omega$ matrices for the pentacene hexamer and we note that CT excitations predicted by the OT-RSH and OT-$\omega$PBE functionals localize, to essentially a single inter-
molecular $A \rightarrow B$ electron transfer between neighboring fragments. The extent of CT is much more localized in the hexamer than it is (with the same functionals) in either tetramer structure. These states have significant dipole moments ($\mu > 15$ D, see Table S3), but it is not because the CT length scale increases in this largest cluster. It actually decreases relative to that observed in either of the tetramer structures. This aberrant behavior with respect to cluster size suggests that these studies need to be pushed to larger clusters in order to examine converged results, and furthermore shows the danger in drawing general conclusions based on a quantum chemistry study of a single cluster size or a single cluster geometry.

4. CONCLUSIONS

We have used an ab initio exciton model to investigate the nature of low-lying excitations in pentacene clusters. This model is based on a direct-product “exciton-site basis” of diabatic states that includes locally-excited states, CT states, and triplet-pair ME states; coupling matrix elements between these states are computed from first principles. These calculations reveal low-energy CT states, even in pentacene dimer, which are substantially and preferentially stabilized as the system size increases. Although gas-phase quantum chemistry studies on pentacene (and tetracene) dimers generally find the CT states to be inaccessible at energies relevant to SF, our results indicate that the scenario changes as the model system is increased in size, mimicking the effects of dielectric stabilization in pentacene crystal or thin films.

We have also performed TDDFT calculations using optimally-tuned RSH and screened RSH functionals, in clusters ranging in size up to (pentacene)$_6$. Examining the degree of charge separation in the low-lying states, as evidenced by spatial correlations between electron and hole, we find that these optimally tuned functionals predict a larger degree of charge separation as compared to standard, empirically parametrized RSH functionals such as CAM-B3LYP and $\omega$B97X-V. The nature of the low-lying states is thus sensitive to the nature of the functional, albeit in the opposite direction as compared to what is observed when spurious CT states (predicted by GGA functionals) are pushed to higher energies by global or range-separated hybrids.59−62 In the present case, the OT-RSH functionals predict CT states at lower energies as compared to CAM-B3LYP and $\omega$B97X-V, suggesting the importance of tuning for establishing the frontier energy levels $\epsilon_{\text{HOMO}}$ and $\epsilon_{\text{LUMO}}$.

Although the OT-RSH and OT-sRSH functionals do predict low-energy states with significant charge separation, these states are particularly sensitive not only to the nature of the functional but also to the size and geometry of the pentacene cluster. As such, these aspects of model design need to be considered more carefully than perhaps they have been in previous quantum chemistry studies. Our results using optimally-tuned functionals are consistent with predictions from periodic GW and Bethe–Salpeter calculations, in that there is significant charge separation in the low-lying excited states. As such, our results reconcile the long-standing discrepancy between these periodic calculations and various levels of quantum chemistry applied to dimers. These results suggest future studies ought to aim for extending the quantum chemistry studies to larger cluster sizes, in order to understand the optical spectra of these systems in greater detail.
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