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ABSTRACT: Symmetry-adapted perturbation theory (SAPT) provides a
chemically meaningful energy decomposition scheme for nonbonded inter-
actions that is useful for interpretive purposes. Although formally a dimer theory,
we have previously introduced an “extended” version (XSAPT) that incorporates
many-body polarization via self-consistent charge embedding. Here, we extend
the XSAPT methodology to include nonadditive dispersion, using a modified
form of the many-body dispersion (MBD) method of Tkatchenko and co-
workers. Dispersion interactions beyond the pairwise atom−atom approximation
improve total interaction energies even in small systems, and for large π-stacked
complexes these corrections can amount to several kilocalories per mole. The
XSAPT+MBD method introduced here achieves errors of ≲1 kcal/mol (as
compared to high-level ab initio benchmarks) for the L7 data set of large
dispersion-bound complexes and ≲4 kcal/mol (as compared to experiment) for
the S30L data set of host−guest complexes. This is superior to the best contemporary density functional methods for
noncovalent interactions, at comparable or lower cost. XSAPT+MBD represents a promising method for application to
supramolecular assemblies, including protein−ligand binding.

Noncovalent interactions are ubiquitous in chemistry,
playing a major role in drug design,1−3 crystal structure

prediction,4−6 synthesis of supramolecular host−guest com-
plexes,7 and molecular organization at interfaces.8 Whereas in
small systems composed of nonpolar monomers it may be
possible to approximate the total intermolecular interaction
energy in a pairwise-additive way, this approximation quickly
degrades for strongly interacting molecules. In polar systems as
small as water trimer, three-body (trimolecular) effects
contribute 18% of the total interaction energy,9,10 and three-
body polarization effects can be as large as 13 kcal/mol in
magnitude for stable isomers of (H2O)6.

11 These nonadditive
polarization effects have long been a focal point in monomer-
based approaches to supramolecular interaction energies,12−16

while nonadditive dispersion has been largely ignored.
However, in systems such as π-stacked uracil dimer, the
three-body (triatomic) van der Waals energy is estimated to
contribute ∼30% of the total binding energy, with four-body
(tetra-atomic) contributions of ∼10%.17,18 Here, we report a
method that captures both nonadditive polarization and
nonadditive dispersion, by combining the many-body dis-
persion (MBD) approach of Tkatchenko and co-workers19,20

with our “extended” version of symmetry-adapted perturbation
theory (XSAPT).21−26

The SAPT approach affords a natural partition of
intermolecular interaction energies into physically interpretable

contributions that include electrostatics, exchange repulsion,
induction, and dispersion:27−29
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(All terms through second order in intermolecular perturba-
tion theory have been written out explicitly.) SAPT is normally
used to investigate pairwise interactions between dimers, as the
calculation of nonadditive three-body interactions in trimers
requires the use of triple excitations,30−33 which is computa-
tionally expensive. However, using monomer wave functions
that include self-consistent charge embedding (the “XPol”
procedure13,16,34), the leading-order many-body polarization
effects are incorporated into the zeroth-order SAPT wave
functions. This is the basis of XSAPT.21−26 To date,
nonadditive dispersion has been ignored.
The SAPT framework provides varying levels of sophisti-

cation for the treatment of electron correlation and thus
dispersion.28,35 Benchmark-quality description of dispersion
interactions is not obtained at second order (eq 1) and requires
either higher-order perturbation theory (e.g., SAPT2+),35
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which incurs N( )7 scaling with respect to system size, or else
SAPT(DFT),29,36−39 which computes the dispersion inter-
action based on frequency-dependent density susceptibilities
computed for each monomer. The cost of SAPT(DFT) can be
reduced from N( )6 to N( )5 using density fitting,40,41 but
even this remains prohibitively expensive for large systems.
Atom−atom dispersion potentials are a cost-effective

alternative,23−25,42 and we have developed ab initio dispersion
corrections for use in SAPT.24,25 These “+aiD” corrections26

are in some ways similar in spirit to empirical dispersion
corrections used in density functional theory (DFT-D),43,44

but they are fit directly to high-quality SAPT2+(3)(CCD)28

dispersion energies and thus represent pure dispersion at all
length scales. In contrast, empirical dispersion in DFT must be
attenuated as intermolecular distance R → 0, in order to avoid
double-counting of correlation effects in regions of space
where the DFT exchange-correlation potential is significant.43

Our third-generation method, XSAPT+aiD3,25 affords
accurate interaction energies for small clusters, with a mean
absolute deviation (MAD) of just 0.3 kcal/mol versus
complete-basis CCSD(T) benchmarks for the S66 data set of
small dimers.45 The assumption of (atomic) pairwise additivity
in the dispersion energy necessarily deteriorates in large
systems,17 however, and this manifests as larger errors for
supramolecular complexes involving large monomers.26 In
such cases, one must account for screening of the atomic C6
coefficients in the presence of other, polarizable centers.46 An
ab initio method to account for this effect within XSAPT+aiD3
has been introduced,47 but engenders N( )4 cost. Alter-
natively, three-body dispersion corrections of the Axilrod−
Teller−Muto (ATM) variety can be introduced:26,48
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These corrections were found to be crucial in XSAPT+aiD3
calculations involving large monomers.26 In the Tkatchenko−
Scheffler (TS) version of this correction,49 EATM

(TS) , the triatomic
C9 coefficients are derived from the electron density, whereas
Grimme’s version (EATM

(Grimme)) determines C9 from the geo-
metric mean of the atomic C6 coefficients.

50

The present work aims to capture nonadditive dispersion
beyond the leading-order ATM correction. For this purpose
we turn to the MBD procedure, which incorporates higher-
order corrections by accounting for screening of the atomic
dispersion interactions by the chemical environment. This is
accomplished via a range-separated, self-consistent screening
approach or “MBD@rsSCS”.19,20,51 This method, which we
will simply call “MBD” hereafter, has been reviewed else-
where,52 so we discuss only the necessary modifications to
incorporate this theory into the XSAPT formalism.
The original MBD correction was designed to capture only

the long-range dipole−dipole component of the dispersion
interaction, but SAPT dispersion must be well-defined even at
short intermolecular distances. As such, the original MBD
method cannot simply be reparameterized using ab initio
dispersion data, and our initial attempts to do so produced
unsatisfying results. To extend the MBD model into the short-
range regime, we include dipole−quadrupole response terms
via “effectively-screened” C8 coefficients, C8,es. The atomic
coefficient C8,es

AA for atom A is derived from a modified
recursion relation50

C C Q3AA AA
A8,es 6,SCS= (3)

where C6,SCS
AA is the atomic dipole−dipole dispersion coefficient

derived from the self-consistently screened (SCS) atomic
polarizabilities,52 and
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The scaling factor

s Zexp( /2)A42
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was chosen (with s42 = 0.29) such that eq 3 reproduces
quadrupole polarizabilities for rare-gas atoms (α2, from ref 53),
with average deviations of ∼1.5%. The quadrupole polar-
izabilities are derived from the coefficients C8,es via the
quantum Drude oscillator invariant53

C 5AA A A
A8,es 1 2α α ω= ̅ (6)

This approach differs from the scaling proposed by Grimme et
al.50 and shows improved results for atomic response
properties of light elements.
Rather than relying on eq 3 alone to transfer interatomic

response properties to the molecular environment, we use the
quantum Drude oscillator expression for the pairwise C8
coefficients:53
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Using eq 6, we then express the effectively screened dipole−
quadrupole coefficients in terms of atomic properties, in a
manner similar to the original TS scheme:49
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Finally, effectively screened dipole−quadrupole (esDQ)
dispersion can be added as a short-range correction to MBD
dispersion:
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Here, s8 is a linear scaling parameter and f 8 is the Tang−
Toennies damping function,
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with

b a R R a( )A B1 vdW, vdW, 2= + + (11)

As in the original formulation of MBD,20 a Fermi-type
damping function is used to calculate Edisp

MBD, but the range-
separation parameter β in that damping function is refit for use
with SAPT. Both the effective atomic radii (RvdW) and the
effective dipole polarizabilities (α1) that are inputs to the MBD
procedure are obtained from volume ratios computed using
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Hirshfeld partitioning of the density, as in ref 49, but using
XPol densities in the present case.
Parameters β, s8, a1, and a2 were optimized by fitting to high-

quality dispersion energies, minimizing mean absolute
percentage deviations (MAPDs), with results reported in
Table 1. The training set for this fitting consists of the S66 × 8

data set of biologically relevant dimers,45 which are each
evaluated at 8 intermolecular distances; the X40 data set of
halogenated dimers;54 and a new data set that we call “π11 ×
8”, as it consists of 11 π-stacked complexes at each of 8
intermolecular separations. The π11 × 8 complexes include
four substituted benzene dimers from ref 55 and seven
complexes involving benzene or naphthalene with a hetero-
cycle. The combined training set (S66 × 8 + X40 + π11 × 8, or
“SXπ”) contains a total of 656 dimer geometries. For the S66 ×
8 and X40 data sets, we use SAPT(DFT) dispersion energies
from refs 56 and 57 that were computed at the SAPT(DFT)/
aug-cc-pVTZ level and scaled by a factor of 1.051 to account
for basis-set incompleteness.58 For π11 × 8, we report
SAPT2+3(CCD)/ and SAPT2+(3)(CCD)/aug-cc-pVTZ
benchmarks for the first time. Geometries and benchmark
energies for π11 × 8 complexes are provided in the Supporting
Information.
A validation data set that we call A55 was constructed by

combining the A24 set of small dimers59 with a set of 31
dimers used in ref 58 to validate SAPT(DFT). (The latter
contain up to nine non-hydrogen atoms.) Very similar
parameters are obtained by fitting to A55 instead of SXπ
(see Table 1). When the A55-optimized parameters are applied
to SXπ, errors increase only very slightly as compared to those
obtained using SXπ-optimized parameters. Specifically, the
MAD increases to 0.258 kcal/mol (ΔMAD = 0.065 kcal/mol)
and the RMSD increases to 0.394 kcal/mol (ΔRMSD = 0.088
kcal/mol). This suggests that the parametrization is robust. It
is also worth noting that setting s8 = 1 in eq 9 results in only a
small increase in the errors (RMSD = 0.48 kcal/mol, MAD =
0.28 kcal/mol, and MAPD = 6.2%), which suggests that our
“effective screening” ansatz for C8 is reasonably accurate.
Because the SXπ data set is more diverse than A55, we will use
the SXπ-optimized parameters in what follows.

Having settled on a parametrization of MBD, we proceed to
assess the combined XSAPT+MBD method against the best
available noncovalent benchmarks, starting with CCSD(T)
data at the complete basis set (CBS) limit for the 3B-69 data
set.60 XPol embedding charges were obtained from the
molecular electrostatic potential,22 as in previous work.22−26

Previous studies suggest that the individual energy components
in XSAPT are converged in triple-ζ basis sets,24 and we use
def2-TZVPPD throughout.61 (A detailed comparison of basis
sets can be found in the Supporting Information.) All
XSAPT(KS) calculations were done with the long-range
corrected (LRC-)ωPBE functional,62 using the global den-
sity-dependent (GDD) tuning procedure to determine the
range-separation parameter, ω.25,26

Error statistics for three-body contributions to the
interaction energies in 3B-69 are presented in Table 2. For
the XSAPT+aiD3 method, we present results both with and
without an explicit three-body dispersion correction, EATM

(TS) .
The three-body contribution to the XSAPT interaction energy
for trimer ABC can be isolated by subtracting the pairwise
XSAPT interactions,

E E E( )
A B C

ABC ABint ,3B
XSAPT

int ,
XSAPT

int ,
XSAPT∑= −

< < (12)

Three-body interaction energies are rather small in the 3B-
69 systems; nevertheless, XSAPT+MBD provides an impres-
sive 31% improvement in the accuracy of the three-body
interactions, relative to XSAPT+aiD3. The latter method
includes many-body polarization but neglects many-body
dispersion. Addition of EATM

(TS) to XSAPT+aiD3 improves the
results by 26%. We conclude that nonadditive dispersion is
essential for an accurate description of three-body interactions
within the XSAPT formalism. Nonadditive dispersion is likely
even more important in this context than it is in DFT-D,
because the latter method may already include some
nonadditive, short-range dispersion within the density func-
tional itself.
Following development of our second-generation +aiD2

potential,24 it became clear that this approach systematically
overestimates the dispersion energy in π-stacked systems,
prompting us to develop +aiD3.25 To assess the accuracy of
the MBD correction for π-stacked systems, we examine a set of
10 nucleic acid tetramers for which SAPT(DFT)/aug-cc-
pVTZ dispersion energies are available.63 These dispersion
energies are scaled to account for basis set incompleteness
error, but different scaling factors have been suggested.42,58 In
Figure 1, the difference between scaling by 1.051 (as suggested
in ref 58) versus scaling by 1.100 (suggested ref 42) is taken as
an error bar on the benchmark interaction energies for the
nucleobase tetramers.
That said, the scaling parameter of 1.051 is obtained by

averaging SAPT(DFT) results for small dimers obtained using
basis sets ranging up to aug-cc-pV5Z,58 whereas the scaling

Table 1. Results of the MBD Parameterization

parameters error (kcal/mol)a

data
set β a1 a2 s8 MAD (%) RMSD

SXπ 0.511 0.221 0.201 1.160 0.193 (4.9%) 0.306
A55 0.503 0.171 0.271 1.756 0.192 (7.5%) 0.263

aMean absolute deviation (MAD) and root-mean square deviation
(RMSD) are in kcal/mol. Mean absolute percent deviation is given in
parentheses.

Table 2. Errors in Three-Body Interaction Energiesa

MAD RMSD MSDc

method error (kcal/mol) improvementb (%) error (kcal/mol) improvementb (%) (kcal/mol)

XSAPT+MBD 0.067 (30.6%) 0.096 (25.8%) −0.012
XSAPT+aiD3 0.099 0.136 −0.059
XSAPT+aiD3+EATM

(TS) 0.072 (25.7%) 0.107 (19.9%) −0.028

aVersus CCSD(T)/CBS benchmarks for the 3B-69 data set of ref 60. bImprovement relative to XSAPT+aiD3. cMean signed deviation.
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parameter of 1.100 is more ad hoc.42 As a test, we considered
the parallel-displaced isomer of (C6H6)2, scaling the SAPT-
(DFT)/aug-cc-pVTZ dispersion energy in an attempt to match
the SAPT2+(3)(CCD)/CBS value obtained by two-point
extrapolation. Scaling by 1.051 results in a discrepancy of just
0.02 kcal/mol between these two values, whereas scaling by
1.100 affords a discrepancy of 0.4 kcal/mol. As such, we
consider the factor of 1.051 to be more reliable in the present
context.
Applying this factor to SAPT(DFT)/aug-cc-pVTZ dis-

persion energies to estimate the SAPT(DFT)/CBS bench-
marks for the nucleobase tetramers, we find that the MBD
procedure eliminates the systematic overestimation of π-
stacking energies that we have previously documented for the
+ aiD family of methods, reducing the MAD from 0.8 kcal/mol
(aiD3) to 0.2 kcal/mol (MBD). Because the leading
nonadditive term in the dispersion energy is repulsive (whereas
pairwise dispersion is always attractive), these results might
have been anticipated and suggest that the overbinding
exhibited by SAPT+aiD for π-stacked systems is at least partly
attributable to the pairwise approximation. The extremely
small errors obtained using XSAPT+MBD makes this method
very promising for future applications to large biological
systems.
Recent NMR measurements of the binding affinities

between noble gas atoms and cucurbit[5]uril (CB5) macro-
cyclic receptors provide a point of contact with experiment for

purely dispersion-bound systems.64 Free energies of associa-
tion at the XSAPT+MBD level were computed here, using
thermodynamic quantities provided in ref 64. Results for guest
atoms He−Kr are reasonably good (Table 3), but for reasons
that are not entirely clear, the Xe@CB5 complex is significantly
overbound, as compared to either experiment or CCSD(T).
Note, however, that we are unable to obtain the corresponding
values at the XSAPT+aiD3 level because the noble gas atoms
were not included in the parametrization. Similarly, a ferrocene
complex that is part of the S12L data set65 was excluded in our
previous evaluation of XSAPT+aiD3 for large supramolecular
complexes26 because of lack of aiD3 parameters for Fe. The
more universal parametrization of MBD is a distinct advantage
of the method introduced here.
We next consider the L7 set of large dispersion-bound

dimers,66 as well as the S30L data set of large host−guest
complexes.67 The L7 set was originally published in ref 66 with
interaction energies computed at the QCISD(T)/CBS level.
Interaction energies were later updated to the CCSD(T)/CBS
level,68 using the domain-based local pair natural orbital
(DLPNO) implementation of CCSD(T) by Neese and co-
workers.69−71 However, for noncovalent interactions the
DLPNO approximation is sensitive to user-defined thresholds
that control truncation of the PNO basis and domain size.
These thresholds have recently been standardized, and both
TightPNO and NormalPNO thresholds (as defined in ref 71)
are reported here. TightPNO benchmarks reported in our
previous work,26 obtained via private correspondence from
Grimme and co-workers,72 have been recomputed here, using
Orca v. 4.1.1.73

As compared to previous values,26,72 our new DLPNO-
CCSD(T)/CBS interaction energies are in better agreement
with DLPNO-CCSD(T)-F12/cc-pVDZ (VeryTightPNO) re-
sults reported elsewhere74 (see Table 4). Results for the
smallest L7 dimers are insensitive to the inclusion of diffuse
functions, so for the sake of cost we estimate the CCSD(T)/
CBS interaction energy via two-point extrapolation of cc-
pVDZ and cc-pVTZ results, using the extrapolation scheme
suggested by Neese and Valeev.75 For the two L7 complexes
involving circumcoronene, we were unable to complete the
DLPNO-CCSD(T) calculations using TightPNO thresholds
on the computational resources available to us, so for these two
complexes the values from ref 72 are used instead.
Results for the L7 complexes (Table 4) demonstrate that

XSAPT+MBD affords excellent agreement with the TightPNO
benchmarks, with a MAD of 1.0 kcal/mol. This is a small but
noticeable improvement upon XSAPT+aiD3+EATM

(TS) , which
exhibits a MAD of 1.4 kcal/mol. Omitting the three-body

Figure 1. MBD and aiD3 dispersion energies for nucleic acid
tetramers. SAPT(DFT)/aug-cc-pVTZ data have been scaled to
approximate the CBS limit, and the benchmark SAPT(DFT) data
(in black) are presented with error bars that indicate scaling by a
factor of 1.051 (as suggested in ref 58, upper delimiter) as compared
to a factor of 1.100 (as suggested in ref 42, lower delimiter). MADs
are reported relative to the average of the two scaled SAPT(DFT)
values.

Table 3. Binding Energies for Noble Gas@Cucurbit[5]uril Complexes

ΔEa (kcal/mol) ΔG(kcal/mol)

guest TPSS -D3b CCSD(T)b MP2b XSAPT + MBD exptlc XSAPT + MBD

He −1.2 −1.4 −0.6 −1.0 0.1 2.0
Ne −2.5 −1.7 −1.5 −2.0 0.1 1.0
Ar −6.4 −6.1 −6.5 −6.7 −1.5 −1.7
Kr −8.4 −7.9 −9.0 −8.9 −3.0 −3.7
Xe −10.1 −9.2 −12.5 −13.9 −4.1 −8.7
MADd (all) 0.5 1.5 1.4 1.7
MADd (He−Kr) 0.5 0.6 0.6 0.9

aIncluding MP2/def2-TZVP deformation energies from ref 64. bFrom ref 64, def2-TZVP basis set. cBack-corrected “gas phase” ΔG, from a
solution-phase NMR measurement.64 dRelative to CCSD(T) for ΔE and relative to experiment for ΔG.
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dispersion correction (i.e., XSAPT+aiD3) results in dramatic
overestimation of the dispersion energies and a MAD of 2.9
kcal/mol. This overestimation is not surprising, because three-
body dispersion is usually repulsive, but note that XSAPT
+aiD3+EATM

(TS) systematically underestimates the L7 interaction
energies, with a mean signed error of +1.1 kcal/mol. This
suggests that the ATM-style three-body dispersion over-
compensates, and indeed this correction is known to
overestimate the repulsiveness of the many-body dispersion,76

because it neglects higher-order effects that are again attractive.
In contrast, the mean signed error for XSAPT+MBD is −0.4
kcal/mol. Higher-order effects included by the MBD model do
appear to have the anticipated effect.
Figure 2 summarizes errors in L7 interaction energies for a

slate of wave function and DFT methods. MP2/CBS errors are
large (up to a maximum of 17.7 kcal/mol),26,66 as expected for
these π-stacked complexes where MP2 severely overestimates
the dispersion energy. Spin-component scaled (SCS) versions
of MP2 only partially mitigate these errors. The att-MP2
method79 attenuates the MP2 interaction operator and exhibits
a maximum error of only 3.2 kcal/mol26,77 while achieving
high-quality results with a triple-ζ basis set.80 However, each of
these MP2-based methods exhibits an asymptotic scaling of

N( )5 with respect to the size of the supramolecular complex.
In contrast, XSAPT+MBD outperforms even att-MP2 and

rivals the accuracy of the best available methods, at
significantly lower cost. The cost of XSAPT+MBD scales as

n( )3 with respect to monomer size, n, whereas even DFT
calculations exhibit a cost that scales as N( )3 with respect to
supersystem size, N. In addition, XSAPT calculations are
inherently free of basis-set superposition error and therefore do
not require counterpoise (CP) correction, and for this reason
there is no compelling reason to use quadruple-ζ basis sets
with XSAPT+MBD. Furthermore, XSAPT+MBD provides an
energy decomposition analysis scheme,81 though we defer a
detailed analysis of this aspect to a future publication.
The L7 data set consists mostly of complexes involving π-

stacked nucleobases, coronene, and/or circumcoronene and is
therefore dispersion-heavy. A more diverse set of interactions is
found within the S30L data set,67 which extends the earlier
S12L data set65 and consists of host−guest complexes
involving some rather large monomers such as cucurbit[n]urils,
resorcin[4]arenes, and cyclodextrins, as shown in Figure 3a−c.
Benchmark interaction energies for these complexes are
obtained from solution-phase binding affinity measurements
that are then back-corrected to obtain effective “gas phase”
experimental benchmarks.67 Many of the guest molecules are
flexible, and it is therefore crucial to include monomer
deformation energies. These are included in the benchmarks
of ref 67, but the deformation energies were not provided;
therefore, we have recomputed them at the SCS-MP2/CBS
level and included them in the Supporting Information.
When deformation energies are included at this level, the

XSAPT+MBD method predicts the experimental interaction

Table 4. Interaction Energies (kcal/mol) for the L7 Dimers

DLPNO-CCSD(T)/CBS

system QCISD(T)/CBSa NormalPNOb TightPNOc CCSD(T)-F12/cc-pVDZd XSAPT+MBD

C2C2PD −24.81 −24.81 −23.32 −19.14 −21.17
C3A −18.19 −17.98 −15.80e −16.99
C3GC −31.25 −29.86 −26.70e −27.89
CBH −11.06 −11.64 −11.48 −11.13 −12.82
GCGC −14.37 −13.21 −13.80 −13.69 −14.55
GGG −2.40 −1.68 −2.22 −2.36 −2.13
PHE −25.76 −22.81 −25.01 −25.09 −25.64

aFrom ref 66. bFrom ref 68. cThis work, except as noted. dDLPNO approximation with VeryTightPNO threshold; from ref 74. ePrivate
communication (ref 72).

Figure 2. Errors in interaction energies for the L7 set of dimers (depicted on the right), as predicted by a variety of quantum-chemical methods in
comparison to DLPNO-CCSD(T)/CBS benchmarks. Gray bars indicate maximum errors (truncated in two cases), whereas colored bars indicate
MAEs color-coded according to cost. The computational scaling is indicated for each method: N( )p means that the method scales asymptotically
as Np with respect to dimer size, N, whereas n( )3 means that the cost grows cubically with respect to monomer size, n. The att-MP2 data are from
ref 77; the ωB97X-D data are from ref 78; the B97M-V and XSAPT+aiD data are from ref 26. All other calculations are from ref 66, except for the
XSAPT+MBD values, which are reported here for the first time. Note that the DFT-D3 methods contain three-body ATM-style dispersion
corrections.50
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energies with a MAD of 5.9 kcal/mol and a MSD of −3.6 kcal/
mol that suggests systematic overbinding. However, when
considering the structures from S30L that are also present in
S12L (S30L∩S12L data set), for which we also have XSAPT
+aiD3 data from ref 26, it becomes clear that XSAPT+MBD
provides a significant improvement relative to XSAPT+aiD3
and even XSAPT+aiD3+EATM

(TS) (see Table 5). XSAPT+MBD is
also slightly more accurate than the B97M-V density
functional, which is notable because the latter is one of the
most accurate DFT methods for noncovalent interactions,83

especially if one considers only functionals that omit Hartree−
Fock exchange and can thus be applied more easily to very
large systems.
As a final application, we present interaction energies and

energy decomposition analysis for the ellipticine/DNA
intercalation complex depicted in Figure 3d.25,84 Dividing
this system into three fragments, and using the latest version of
our XSAPT code,26,85 the XSAPT/def2-TZVPPD calculations
require a total of 40 h on a single compute node with 40
processors, while CP-corrected ωB97M-V/def2-TZVPPD
calculations require 38 h on the same hardware. While the
formal scaling of XSAPT+MBD is superior to supramolecular
DFT, a total of seven calculations (averaging 6 h each) is
required to obtain the many-body induction energy in XSAPT,
whereas CP-corrected DFT requires three separate calculations
averaging 13 h each. In each case these separate calculations
are trivially parallelizable, so that by running on seven nodes
instead of one, the wall time for the XSAPT calculations would
be reduced to a mere 6 h. The three DFT calculations could

similarly be run on separate nodes, but this would only reduce
the wall time to 13 h.
Results for the DNA intercalation complex (Table 6) show

that the XSAPT+MBD and B97M-V calculations afford
interaction energies within 1 kcal/mol of one another, while
ωB97M-V is somewhat further from the quantum Monte
Carlo (QMC) result. In this case, the XSAPT+aiD3+EATM

(TS)

prediction is in best agreement with the QMC result.
Importantly, the energy decomposition reveals that the
intercalating drug molecule would not bind to DNA were it
not for the dispersion contribution, demonstrating the
profound importance of dispersion in this system.
In this work, we have introduced a novel methodology that

allows for efficient and accurate calculation and analysis of
noncovalent interaction energies for large systems, including
both nonadditive polarization and nonadditive dispersion
effects, at n( )3 cost. The method shows appreciable
improvement upon the previously reported XSAPT+aiD3
method, even when the latter is corrected for the leading-order
Axilrod−Teller−Muto three-body dispersion interaction. Dis-
persion corrections beyond the pairwise-additive approxima-
tion offer useful improvements even for small systems, and for
larger systems (especially where π-stacking interactions are
involved) they often improve the results by several kilocalories
per mole as compared to XSAPT+aiD3. Furthermore, the
present approach puts the dispersion correction to XSAPT on
a more solid theoretical basis as compared to the use of atom−
atom dispersion potentials in the + aiD3 correction. At the
same time, we are working to develop a version of MBD that is
valid at all length scales, which would obviate the need for
explicit C8 potentials (and corresponding damping functions)
in eq 9.
For the L7 and S30L data sets, where the monomers range

in size up to almost 200 atoms, XSAPT+MBD affords
interaction energies that are as accurate as the best-available
DFT methods that include nonlocal correlation, at comparable
or lower computational cost. As this method is pushed to even
larger supramolecular complexes, or those involving numerous
monomers, the superior formal scaling of XSAPT, combined
with its ease of parallelization across fragments, will ensure that
XSAPT+MBD is considerably more affordable than traditional
supramolecular DFT. That said, XSAPT is primarily a tool for
analysis of intermolecular interactions, as forces are not
available.

Figure 3. (a) Morpholine@resorcin[4]arene (250 atoms), (b) cyclo-
octanol@β-cyclodextrin (172 atoms), and (c) diamantane diammo-
nium@cucurbit[7]uril (184 atoms), each of which is taken from the
S30L data set. (d) Ellipticine/DNA intercalation complex (157
atoms).

Table 5. Error Statistics for the S30L∩S12L Set

error (kcal/mol)

method MAD MSD Max

MP2/CBSa 15.67 −15.67 −53.30
SCS-MP2/CBSa 6.84 −3.15 −26.25
B97M-V(CP)/aug-cc-pVTZb 5.93 −0.04 11.25
XSAPT+aiD3b 9.15 −8.47 −21.85
XSAPT+aiD3+EATM

(TS)b 5.73 −2.83 −10.59
XSAPT+aiD3+EATM

(Grimme)b 7.65 −6.51 −18.65
XSAPT+MBD 4.16 −3.58 −10.36

aFrom ref 82. bFrom ref 26.

Table 6. Interaction Energies for the DNA Intercalation
Complex of Figure 3d

method Eint (kcal/mol)

QMCa −33.6 ± 0.9
B97M-V(CP)b −41.3
ωB97M-V(CP)b −43.7
XSAPT+aiD3+EATM

(TS) c −35.7
XSAPT+MBDc −40.4

XSAPTc Components
Eelst −22.2
Eexch 59.2
Eind −7.0
Edisp
aiD3+EATM

(TS) −65.7
Edisp
MBD+esDQ −70.4

aFrom ref 84. bCP-corrected def2-TZVPPD. cHeavy-augmented def2-
hpTZVPP basis set defined in ref 25.
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The XSAPT+MBD method has been implemented in a
locally modified version of the Q-Chem software86 and will be
released with v. 5.3. Having established its accuracy and
robustness in the present work, we look forward to applying
this method to analyze noncovalent interactions in large
systems, taking advantage of the natural way in which XSAPT
decomposes intermolecular interaction energies into chemi-
cally meaningful components.81 An interesting question for
future work is the extent to which empirical “-D” corrections to
DFT reproduce true dispersion energies. The present method-
ology is poised to address this issue and to offer incisive
analysis of the role of dispersion in intermolecular interactions
in complex systems.
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(58) Řezać, J.; Hobza, P. Extrapolation and scaling of the DFT-
SAPT interaction energies toward the basis set limit. J. Chem. Theory
Comput. 2011, 7, 685−689.
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