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S1 Procedure to Determine Local Potential Energy Surfaces

In Fig. 5b, we show two distinct electronic states corresponding to the ground state of I−(aq) state
and e−(aq) state following excitation and solvent relaxation. The local potential energy surfaces were
determined by analyzing fluctuations in the solvent’s electrostatic potential along the corresponding
ab initio molecular dynamics trajectory, as follows. We computed an approximate electrostatic
potentials along each trajectory by replacing water molecules from the ab initio trajectory with
atomic point charges taken from the SPC/E water model.1 Fluctuations in this potential, evaluated
at the coordinates of the solute of interest, provide an easy means to construct a solvent coordinate.
For the ground state of I−(aq), this electrostatic potential was evaluated at the location of the
iodine atom, for 106,997 configurations along a trajectory of ≈ 50 ps in length. These data were
then binned into 40 intervals, with a spacing of δ = 6.1 × 10−3 a.u.. For the the solvated electron,
the electrostatic potential was evaluated at the Wannier center representing the SOMO, for 1,108
configurations along a trajectory of ≈ 14 ps. In either case, the resulting histogram was fit to a
Gaussian function,

f(x) = ae−(x−b)2/2c2
. (S1)
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The fit then affords an electronic surface

V (x) = −kBT ln f(x) , (S2)

where kB is the Boltzmann constant and T is the temperature.
The value of the electrostatic potential captures the extensive reorganization and rearrangement

that the water molecules undergo during creation of a solvated electron, though this construction of
a solvent coordinate is certainly not unique. Our approximation is to use the thermal fluctuation
in the solvent potential to determine the curvature of a Gaussian fit, similar to earlier approaches
in the literature in which umbrella sampling is used to determine the entire free energy surface.2,3

We attribute no real meaning to the potential values; rather, they serve a descriptor for solvent
reorganization.

The offset energy from the I−(aq) ground state to the I−∗/CTTS state was determined to be
around 5.5 eV due to the initial ROKS excitation energy, as seen from Fig. 1 at t = 0. For the
I−(aq) ground state, we ran a short trajectory of 1.8 ps using same level of theory that was used
to calculate the much longer 14 ps trajectory for e−(aq). The consistent level of theory allows us
to make a direct comparison between the energies, and this comparison is shown in Fig. S1. [The
zero of energy in Fig. S1 corresponds to the average energy energy of the I−(aq) ground state.]
From Fig. S1, we determined the offset energy from the I−(aq) ground state to the e−(aq) state
to be around 4 eV. However, our conclusions should not depend on the precise value of this offset,
especially given the magnitude of the solvent reorganization (see Fig. 1). The local potential surfaces
in Fig. 5b will be in the inverted regime for any energy offset within the statistical error bars of our
results.

S2 Additional Data

We have reproduced the formation of e−(aq) from ground-state I−(aq) simulations using the
BLYP+D2, revPBE+D3, and PBEh(40)-rVV10 functionals for the ground-state part of the simula-
tion. However, PBEh(40)-rVV10 yields an overstructured picture of I−(aq) hydration, and because
of the microstate dependence of the initial CTTS state that is discussed in the main text, we use
the simulation data from BLYP+D2 to represent the ground-state structure as this functional is
known to reproduce the experimental hydration structure around I−(aq).4–6
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Figure S1: Binned energies from trajectories for I−(aq) and e−(aq), in green and blue, respectively,
at the level of theory used to describe e−(aq) as detailed in the text. The energy difference ∆E
between the two peaks, referenced to the average energy of I−(aq), is used to determine the energy
offsets between the local electronic surfaces in Fig. 5.
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Figure S2: Transition dipole vectors for the CTTS state obtained from TDDFT calculations on 25
snapshots of I−(aq), using the LRC-ωPBEh(40)-rVV10 functional with a polarizable continuum
model.7,8 The large variability in direction illustrates the substantial microstate dependence in the
initial CTTS excitation. The snapshots are superimposed to illustrate the extent of solvent motion
across the duration of the trajectory that was sampled.

0 5 10 15
time [ps]

6

7

8

9

10

r (
el

ec
tro

n–
io

di
ne

) [
Å]

Figure S3: Distance between e− (represented by the Wannier center of the SOMO) and I along
the production trajectory of 14 ps, illustrating how the two species diffuse apart.
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