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ABSTRACT: We introduce a charge-embedding scheme for an excited-state
quantum chemistry method aimed at weakly interacting molecular aggregates.
The Hamiltonian matrix for the aggregate is constructed in a basis of direct
products of configuration-state functions for the monomers, and diagonaliza-
tion of this matrix affords excitation energies within ∼0.2 eV of the
corresponding supersystem calculation. Both the basis states and the coupling
matrix elements can be computed in a distributed way, resulting in an
algorithm whose time-to-solution is independent of the number of
chromophores, and we report calculations on systems with almost 55 000
basis functions using fewer than 450 processors. In a semiconducting organic
nanotube, we find evidence of ultrafast, coherent dynamics followed by energy
localization driven by static disorder. Truncation of the model system has a
qualitative effect on the energy-transfer dynamics, demonstrating the
importance of simulating an extended portion of the nanotube, which is not feasible using traditional quantum chemistry.

Excitation energy transfer is a fundamental step in both
natural and artificial light-harvesting systems, and quantum

chemical approaches can provide crucial mechanistic insight
into these processes. A well-studied example is the Fenna−
Matthews−Olson (FMO) complex, where the suggestion that
quantum coherence enhances the energy-transfer rate has
received significant attention.1−3 The FMO complex is a trimer
in which each monomer is composed of eight bacteriochlor-
ophyll chromophores; hence, ab initio description of the
chromophores within a single monomer is already fairly
ambitious using traditional excited-state electronic structure
methods, yet semiempirical studies have shown that consid-
eration of the full trimer has a significant impact on the energy-
transfer dynamics, even within a single monomer of the FMO
trimer.4 In simulations, the role of quantum coherence in FMO
is highly sensitive to how the chromophore energies and
couplings between them are described,5,6 and recent model
studies of the full light-harvesting complex (involving
thousands of bacteriochlorophylls) have demonstrated efficient
long-range energy transfer in these nanoscale systems.7 Large-
scale, atomistic ab initio studies may provide valuable insight
into energy transfer in light-harvesting systems, organic
photovoltaics, and other interesting optical materials, yet
these calculations are prohibitively expensive using traditional
ab initio quantum chemistry.
The challenge stems from the steep computational scaling of

quantum chemistry with respect to system size combined with
the sizable model systems necessary to describe solar light
harvesting. The cost of even the most affordable ab initio
methods for excited states grows as the fourth power of system
size. Moreover, traditional quantum chemistry methods (at

least when they are optimized for efficiency on one or a few
processors) tend to scale poorly on modern, massively parallel
platforms and are thus fundamentally ill-suited to scale to peta-
or exa-scale computer architectures. Conversely, software that is
highly scalable is often comparatively slow for small- or
medium-size jobs run on a modest number of processors. To
take highly efficient codes and scale them to large numbers of
processors, new paradigms are needed.
Our approach to this challenge is based on the idea of a

molecular exciton model.8−10 Within such a model, collective
excited states of an aggregate are represented as superpositions
of excitations localized on molecular sites. The wave function
for such a state can be expressed as

∑ ∑ ∏Ξ = Ψ Ψ
≠
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m n
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where Ψn
i represents an excited state of monomer n and Ψm

is the ground-state wave function for monomer m. This ansatz
is quite flexible; additional excited states i can be included to
increase the variational flexibility of the basis,10 and the basis
can be further expanded to include charge-transfer excitons (in
which an electron is transferred between monomers) or
multiexciton states in which several molecular sites are excited
simultaneously. The coefficients Kn

Ii are determined by
diagonalizing the Hamiltonian in the exciton-site basis.
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Historically, matrix elements within the exciton framework
are often approximated by taking the diagonal elements to be
some estimates of the site energies and off-diagonal elements
that are computed within a transition-dipole approximation.
More recently, off-diagonal elements have been computed by
numerical evaluation of the Coulomb integral between
transition densities on different sites,11−13 although this
neglects exchange coupling. Our approach10 is based on a
fully ab initio realization of the ansatz in eq 1, in which basis
states are constructed from independent configuration
interaction-singles (CIS) calculations on individual monomers.
The method is embarrassingly parallelizable because calculation
of monomer basis states and coupling matrix elements can be
distributed with near-unit parallel efficiency. As such, this
model significantly outperforms parallel implementations of
traditional single-excitation methods on equivalent hardware
yet remains faithful to CIS excitation energies within ∼0.1 eV.10
Despite this favorable performance and parallel scalability,

the cost to evaluate each individual matrix element scales as the
fourth power of the overall size of the aggregate, as a result of
the “corresponding orbitals” transformation14 that is necessary
to cope with the fact that orbitals on different monomers are
not orthogonal.10 In this work, we introduce a charge-
embedding scheme that dramatically reduces the formal scaling
and drastically increases performance while maintaining the
accuracy and simplicity of the original approach. The efficiency
of the new implementation enables us to treat system sizes well
beyond the reach of traditional methods, with only modest
hardware requirements.
Basis states in our model are constructed in the form of eq 1

from direct products of configuration state functions (CSFs)
computed for each isolated monomer. The ground states of
fragments A, B, C, ..., F are described by a single Hartree−Fock
(HF) determinant, ΦA. Excited states are described at the CIS
level as linear combinations of singly-excited determinants ΦA

ia:

∑Ψ* = ΦCA
ia

ia
A
ia

(2)

We use i,j,k,... and a,b,c,... to index occupied and virtual
molecular spin−orbitals, respectively. To construct the exciton
Hamiltonian, we need to evaluate matrix elements such as

∑ ∑Ψ*Ψ ̂ Ψ Ψ* = Φ Φ ̂ Φ Φ
σ τ

σ τH C C HA B A B
ia kb

ia kb
A
ia

B A B
kb

(3)

Orbitals on different sites are not orthogonal; hence,
Schrödinger’s equation has the form of a generalized eigenvalue
equation, and we must also compute overlap integrals such as

∑ ∑Ψ*Ψ Ψ Ψ* = Φ Φ Φ Φ
σ τ

σ τC CA B A B
ia kb

ia kb
A
ia

B A B
kb

(4)

In these equations, we have introduced spin indices σ and τ in
constructing CSFs from the monomer CIS calculations, as
described in ref 10.
Matrix elements in eqs 3 and 4 are computed exactly,

including full Coulomb and exchange coupling, using the
generalized Slater−Condon rules15 that can be derived
following application of the corresponding orbital trans-
formation.14 To reduce the number of terms in eqs 3 and 4,
we transform the individual monomer excited states into the
basis of natural transition orbitals16 (NTOs, which are
equivalent to CIS natural orbitals17). Coefficients can then be
discarded based on a controllable, occupation-number thresh-

old, and this procedure generally results in no more than a few
significant coefficients per monomer. For systems comprised of
polar monomers, the accuracy can be improved if the individual
monomer ground-state orbitals are computed using the
“explicit polarization” (XPol) procedure,18 a variational, self-
consistent charge-embedding scheme. Our group has previously
reported an implementation of XPol using “ChElPG” atomic
charges derived from the electrostatic potential,19,20 which are
stable in large basis sets.
For brevity, the matrix elements in eqs 3 and 4 are given for

the dimer AB, but in fact the basis states are direct products
over all monomers, for example, Ψ*Ψ Ψ ··· ΨA B C F . Such a
treatment is, in principle, required for exact Coulomb and
exchange coupling. As a result of the corresponding orbitals
transformation, the rate-limiting step in the calculation of any
individual matrix element is the calculation of two-electron
integrals for the entire system and their digestion with
generalized density matrices for a particular monomer.10

However, because the exchange interaction is short-ranged
and the Coulomb interaction can be approximated via charge
embedding, we propose here to retain the direct product ansatz
but to simplify the evaluation of the matrix elements by
partitioning the electronic coordinates in such a way as to
distinguish significant and insignificant interfragment inter-
actions:

Ψ*Ψ Ψ Ψ ̂ Ψ Ψ*Ψ Ψ

≈ Ψ*Ψ Ψ Ψ ̂ + ̂ + ̂ + ̂

+ ̂′ Ψ Ψ* Ψ Ψ

H

H V H H

V

A B C D A B C D

A B C D AB C D

A B C D

QM

MM (5)

Such partition divides the system into two regions for which we
adopt the terminology of “QM” and “MM”. Coulomb and
exchange interactions for all electrons in the significant (QM)
region are treated exactly, and interfragment interactions with
electrons in the less-signicant (MM) region are approximated
as point charges. All intra-fragment interactions are described at
the HF level.
Neglecting interfragment orbital overlap within the MM

region, we can evaluate eq 5 as

Ψ*Ψ Ψ Ψ ̂ Ψ Ψ*Ψ Ψ

≈ Ψ*Ψ ̂ + ̂ Ψ Ψ* + + + ′ Ψ*Ψ Ψ Ψ*
H

H V E E V( )
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A B AB A B C D A B A BQM MM

(6)

where EC and ED are the ground-state HF energies for the
isolated fragments C and D. The operator
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describes the interaction between the QM and MM regions.
Matrix elements of V̂QM are evaluated analogously to those for
the core (one-electron) Hamiltonian; see eq 12 of ref 10. The
quantity
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describes the self-interaction of the point charges in the MM
region, with the primed summation restricted to fragments J ≠
I.
There is some flexibility in how the system is partitioned. It is

natural to include in the QM region those monomers that are
excited in either the bra or the ket, as we have done with
monomers A and B in eqs 5 and 6, but other nearby monomers
might need to be included in the QM region in order to capture
exchange effects. We have implemented the charge-embedding
scheme in a dynamic way so that fragments within a user-
definable distance threshold from any excited fragments are
automatically included in the QM region. We will investigate
the accuracy of the method as a function of this threshold.
Results for the lowest singlet and triplet excited states of

small water clusters are presented in Figure 1, and those for

several geometries of a (H2O)117 cluster are in Figure 2. Both
sets of calculations use XPol self-consistent embedding for the
monomer calculations, which adds minimal extra cost but was
shown to be important in previous work, specifically in the case
of water clusters where strong hydrogen-bonding interactions
may significantly deform the H2O molecular orbitals.10 We
examine the use of both Mulliken and ChElPG embedding
charges. It is immediately clear from these results that the use of
Mulliken charges in the 6-31+G* basis set leads to significantly

larger errors as compared to other approaches, which is not
surprising given the generally unreliable behavior of Mulliken
charges in the presence of diffuse functions. Apart from this
anticipated outlier, however, all of the errors are much smaller,
and results using a “0 Å” embedding threshold (meaning that
only those monomers that are excited in the bra or the ket are
included in the QM region) generally lie within a few tenths of
an eV from supersystem CIS excitation energies. Results for
(H2O)117 (Figure 2) are even better, with errors ≲ 0.1 eV when
ChElPG embedding charges are used.
Results using a 3 Å embedding threshold are reasonably close

to the 0 Å results and also close to results from the original
model in which all of monomers are described at the QM level.
Note that a nonzero distance threshold does introduce a degree
of inconsistency, however, especially for water clusters, because
the number of QM monomers varies from one calculation to
t h e n e x t . I n m a t r i x e l em e n t s o f t h e f o rm
Ψ*Ψ Ψ ··· ̂ Ψ Ψ*Ψ ···HA B C A B C , the two excited monomers A and
B may not be spatially proximal; thus, in the case of (H2O)117, a
3 Å cutoff around each of A and B results in anywhere from 20
H2O molecules in the QM partition (when A and B are nearby)
up to 50 QM H2O molecules (when they are not). This added
expense and inconsistency seems unjustified based on the
accuracy of the 0 Å results. The latter calculations run up to 6

Figure 1. Mean unsigned errors in excitation energies, relative to
supersystem CIS results, for various water cluster isomers. (Vertical
lines represent the standard deviation.) Results without embedding
correspond to the original ab initio exciton model of ref 10, and the “0
Å” threshold means that only the excited monomers are included in
the QM region. All of the exciton calculations use XPol monomer
wave functions and one CIS excited state per monomer. Cluster
geometries are taken from ref 21.

Figure 2. Mean absolute errors in excitation energies, relative to
supersystem CIS results, for five snapshots extracted from a liquid
water simulation. (Vertical lines represent the standard deviation.)
Results without embedding correspond to the original ab initio exciton
model of ref 10, and the “0 Å” threshold means that only the excited
monomers are included in the QM region. All of the exciton
calculations use XPol monomer wave functions and one CIS excited
state per monomer.
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times faster than full supersystem CIS calculations when both
calculations are parallelized over a single, 20-core node using Q-
CHEM v. 4.3.1.22 We will use the 0 Å threshold exclusively in
what follows.
We next consider results for various organic chromophores,

which are perhaps more realistic target systems for the exciton
model. Systems examined here include tetracene, which has
been widely studied in the context of singlet fission;23−25

naphthalene diimide (NDI), which self-assembles into a
nanotube with potentially interesting excited-state dynam-
ics;26,27 and guanine-cytosine (G-C) base pairs because exciton
models have long been employed to understand DNA
photophysics.28−31 In the latter system, we find that a judicious
definition of the fragments is paramount for accurate
description of the delocalized states. Watson−Crick base pairs
provide a better description of the T1 state, while π-stacked G-
C pairs along the same strand prove to be a better choice for
the S1 state. Results in Table 1 show that the charge-embedding

scheme performs quite well, with errors relative to supersystem
calculations of 0.1−0.2 eV for all systems. This level of error is
consistent with that obtained in our previous version of the
model, in which all monomers were described at a QM level.
Regarding computational performance, even without charge

embedding, the ab initio exciton model exhibits better parallel
scalability and outperforms traditional CIS calculations.10 This
is despite the fact that the cost of calculating each matrix
element scales as N( )x with respect to the size of the entire
supersystem, N, where the exponent x reflects the cost of
computing electron repulsion integrals. (The oft-quoted value32

x = 4 is correct for small molecules, but trivial integral screening
will reduce this to x = 2 even for medium-size systems.) Charge
embedding reduces the scaling of exciton calculations to

×F n( )x2
pair , where npair represents the size of a pair of

monomers. Parallel efficiency remains excellent as the matrix
elements can be computed entirely independently of one
another and are thus distributable without communication or

cache coherency overhead. We have implemented the method
in Q-CHEM using distributed-memory MPI parallelization that
allows scaling across multiple nodes, and with enough cores,
the time-to-solution can be made to scale as n( )x

pair regardless
of the size of the supersystem.
In Figure 3, we compare the parallel scaling performance to

that of a multithreaded implementation of CIS for G-C base

stacks. (The speedup is defined as the ratio of the wall time
required for a supersystem CIS calculation to that required for
the exciton calculation when both calculations are run on the
same number of processors.) In previous work,10 we compared
parallel efficiency versus NWCHEM

33 due to the good scalability
of that code. However, Q-CHEM’s multithreaded CIS code is
much faster than NWCHEM’s on a small numbers of processors;
therefore, the performance of the exciton model is evaluated
here versus Q-CHEM. The comparison is limited to a single
node (20 processors) because Q-CHEM’s CIS implementation
does not scale well across multiple nodes. This means that even
greater speedups are possible for the largest systems in Figure 3
because the exciton model does not suffer any performance
degradation when extended beyond a single node. Never-
theless, we still observe speedups of up to 200× using an NTO
threshold of 75% that was sufficient to achieve ∼0.2 eV
accuracy in previous calculations.10 Note that the both NTO
threshold and the size of the atomic orbital basis set contribute
only prefactors to the ×F n( )x2

pair scaling, independent of the
overall size of the system.
This scalability allows us to treat systems that would

otherwise be intractable on commodity hardware and would
instead require running a code like NWCHEM on thousands of
processors (or more). As a demonstration, we have performed
calculations on (NDI)F substructures of varying sizes taken
from the nanotube structural model in ref 27. Table 2 shows

Table 1. Absolute Errorsa (in eV) in Excitation Energies for
Organic Chromophores Using the ab Initio Exciton Modelb

6-31G 6-31+G*

F none ChElPG none ChElPG

(NDI)F
T1 2 0.14 0.14 0.14 0.13

4 0.14 0.15 0.14 0.13
S1 2 0.12 0.12 0.12 0.12

4 0.17 0.17 0.16 0.11
(tetracene)F

T1 2 0.16 0.16 0.16 0.16
4 0.15 0.15 0.15 0.16

S1 2 0.15 0.10 0.15 0.16
4 0.19 0.18 0.19 0.20

(guanine-cytosine)F
c

T1
d 2 0.18 0.14 0.07 0.09

4 0.13 0.18 0.08 0.13
S1
e 2 0.11 0.00 0.03 0.10

4 0.18 0.08 0.24 0.07
aRelative to supersystem CIS with the same basis set. bUsing an 85%
NTO threshold. cUsing XPol monomer wave functions. dWatson−
Crick base pairs used as exciton sites. eπ-Stacked base pairs used as
exciton sites.

Figure 3. Parallel performance of the exciton model relative to a
multithreaded (OpenMP) version of supersystem CIS, as imple-
mented in Q-CHEM v. 4.3.1. Calculations were run on F(F − 1)/2
cores up to F = 20, which is the number of cores on a node.

Table 2. Resources Required for an Exciton Calculationa on
Different (NDI)F Nanotube Substructures

F = 2 4 9 42 156

no. basis functions 876 1752 3942 14 700 54 600
no. processors 3 10 20 150 440

aIn less than 1 week of wall time.
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the size of each system (in terms of the number of basis
functions) and the number of processors on which it was run;
in each case, the calculation was complete in under 1 week. As
shown in the table, our method can be applied to nanoscale
systems with upward of 50 000 basis functions on hardware that
might readily be available in a laboratory cluster.
A uniquely valuable aspect of an exciton model is the

unambiguous diabatic representation of localized excited states
that is inherent in the exciton-site basis. Using operators in this
basis, it is very straightforward to use a density matrix formalism
to study excitation energy transfer in extended systems, and we
have used the Redfield master equation34−37 to investigate
exciton dynamics in substructures of the NDI nanotube. In this
approach, system−bath interactions are entirely described by a
spectral density function S(ω), for which we use a temperature
bath spectral density with an Ohmic form and a Lorentzian
cutoff:

ω ωλ
ω

ω= Ω
+ Ω

⎜ ⎟⎛
⎝

⎞
⎠S n( )

2
( )2 2 BE

(9)

The parameters λ and Ω are the reorganization energy and the
characteristic bath cutoff frequency, respectively, and nBE(ω) is
the Bose−Einstein distribution. The parameters were com-
puted from excited-state geometry optimization and frequency
calculations on a NDI monomer at the same level of theory that

is used in the exciton calculations, CIS/6-31G* . (The values
are λ = 0.013 au and ℏΩ = 0.015 au.) Although the spectral
density in eq 9 can sometimes average out potentially
important details of the vibrational structure38 and Redfield
theory itself has known shortcomings,39 in the regime of weak
electron−nuclear coupling, this approach is a simple and
computationally tractable way to probe ultrafast electronic
processes and has provided insight in various contexts.40−42

Quantum dynamics calculations were performed on (NDI)9
and (NDI)42, starting from an initial wavepacket corresponding
to populating an excited state on a single NDI monomer. The
density matrix was propagated in time (using the QUTIP
software43), and projections onto the significant exciton-site
basis states are plotted in Figure 4. Following a period of <50 fs
in which the initial state delocalizes over multiple monomers,
the dynamics in both NDI substructures are dominated by a
100−500 fs time period during which the excitation relocalizes
on a different monomer. This is primarily the result of static
disorder; excitation energy flows downhill to a monomer that is
lower in energy. (Heterogeneity in the site energies is easily
confirmed by examining the diagonal elements of the exciton
Hamiltonian.) These observations are generally in agreement
with results presented in ref 27, where an incoherent hopping
model based on pairwise couplings and Fermi’s Golden Rule
predicts energy-transfer time scales ranging from 0.2 to 1.0 ps.

Figure 4. Redfield dynamics of 9- and 42-monomer substructures of an organic semiconductor nanotube. The initial wavepacket is localized on a
single exciton-site basis state, and the plots on the left show the projections of the wavepacket onto various other basis states, which are color-coded
according to the figures on the right.
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One point that is specifically raised in ref 27 is the importance
of atomistic resolution in the electronic structure studies
because even small variations in the site energies of an
otherwise homogeneous system are enough to significantly
modulate the flow of energy.
We selected (NDI)9 for this comparison because it was the

model system used in time-dependent density functional theory
(TDDFT) calculations in ref 27, where the primary limitation
to the system size is a serious memory bottleneck due to the
large density of states. Those calculations were performed at
the TDDFT/3-21G* level, and to locate the lowest-energy
bright state of (NDI)9 at the TDDFT/6-31+G* level, we
estimate that ∼30 Gb would be required to store the subspace
vectors for the Davidson iterations. No such bottleneck exists in
the exciton model.
In view of this, another crucial message from these

calculations is the significant, qualitative difference between
the exciton dynamics in (NDI)9 versus (NDI)42. The former
exhibits rapid dephasing, with coherent oscillations in the site
populations only within the first 100 fs, whereas in the larger
model, the population transfer is coherent for nearly 500 fs.
This is understandable as the greater number and range of
couplings in the larger system provides more instances of
accidental degeneracies in the site energies, whereas the nine-
unit model is much more susceptible to “edge effects” in the
distribution of energies and couplings. The distinct differences
between these two simulations highlights the benefit of large-
scale simulations as coherence can significantly alter the energy-
transfer time scale. The results suggest that this nanotube, and
similar systems, undergoes ultrafast coherent excitation energy
transfer that can potentially be guided through strategic
functionalization of the monomers. Our ab initio exciton
model, in its more efficient formulation presented here, is well
suited to investigate such processes.
In summary, we have significantly improved the performance

of our ab initio exciton model without sacrificing its accuracy or
physically-motivated simplicity. Tests on water clusters as large
as (H2O)117 indicate that only a minimum number of
monomers need be treated quantum-mechanically in comput-
ing matrix elements of the exciton Hamiltonian, eliminating a
key bottleneck in our original implementation of the method.
Accuracy of ∼0.1−0.2 eV with respect to supersystem CIS
calculations is obtained for these systems as well as for coupled
organic chromophores such as tetracene and DNA nucleobases.
The embarrassingly-parallelizable nature of the method,
combined with the fact that the cost of each matrix element
does not increase with (super)system size in our new
formulation, allows us to treat systems that would be
completely intractable with conventional approaches, using
only commodity hardware. Preliminary studies of excitation
energy transfer in substructures of an organic semiconductor
nanotube demonstrate that large-scale simulations may suggest
qualitatively different energy flow as compared to the smaller
models that are the only tractable choices when applying
conventional approaches.
Further extensions of the model are possible and become

more feasible due to the reduced cost of the implementation
reported here. Inclusion of electron correlation effects in the
monomer excited-state calculations will be crucial for obtaining
accurate values for the on-site energies, for example, but should
be feasible within a perturbative framework.44,45 Because the
model comes with a well-defined wave function for the
collective excitation, molecular properties (such as transition

moments) are straightforward to calculate. Such developments
are currently underway in our group.
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(36) Schröter, M. Dissipative Exciton Dynamics in Light Harvesting
Complexes; Springer Spektrum: Heidelberg, Germany, 2015.

(37) Valkunas, L.; Abramavicius, D.; Mancǎl, T. Molecular Excitation
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