Structure of the aqueous electron†

John M. Herbert

Recently there has been a revival of interest in the basic structure of the aqueous or "hydrated" electron, \( e^- \) (aq). According to the conventional picture, this species occupies a cavity or excluded volume in the structure of liquid water, with a characteristic absorption spectrum ascribable to \( s \to p \) excitations of a particle in a quasi-spherical box. This traditional picture has been questioned over the past few years, however, on the basis of a one-electron pseudopotential model that predicts a more delocalized spin density and no distinct cavity. This Perspective reviews the known experimental properties of \( e^- \) (aq) along with attempts to reproduce and understand them using both one-electron models and many-electron quantum chemistry calculations. The overwhelming weight of the evidence continues to support the conventional excluded-volume picture of the aqueous electron.

1 Introduction

1.1 Background

The aqueous or “hydrated” electron, \( e^- \) (aq), is the primary reducing radical formed upon water radiolysis. Its non-equilibrium precursor, the “pre-hydrated” electron, has frequently been implicated in radiation damage to DNA, and while its role in this process is a matter of dispute, the importance of \( e^- \) (aq) in the radiation chemistry of water is undeniable. Fundamental interest in the aqueous electron has been revived in recent years by questions regarding the veracity of the canonical “cavity model” of \( e^- \) (aq). According to this model, the thermalized electron occupies an excluded volume in the structure of liquid water, see Fig. 1, where it forms hydrogen bonds to a water molecule, coordinating to a single O–H moiety of each.

A version of this model was postulated by Jortner and others in the earliest semicontinuum treatments of \( e^- \) (aq), albeit without much convincing evidence at that time, but by the early 1980s this model had gained widespread acceptance. This was due in large part to electron paramagnetic resonance (EPR) experiments by Kevan and co-workers, which were interpreted as evidence of an unpaired electron in an octahedral coordination motif. Kevan’s structural model is similar to the snapshots (from recent \textit{ab initio} simulations) that are depicted in Fig. 1, except perhaps for the precise coordination number. The instantaneous coordination number fluctuates in room-temperature simulations, whereas Kevan’s experiments were performed not in ambient water but in cold, alkaline aqueous glasses, e.g., 10 M NaOH at \( T = 77 \) K.

Starting in the mid-1980s, Rossky and co-workers pioneered simulations of \( e^- \) (aq) using electron-water pseudopotentials. These simulations amount to what are essentially hybrid quantum mechanics/molecular mechanics (QM/MM) calculations with a one-electron QM region, described on a real-space grid for maximum flexibility in representing the structure of the potentially delocalized quantum-mechanical solute. Upon electron injection into neat liquid water, these models predict spontaneous electron localization accompanied by formation of an excluded volume, on a timescale of \( \leq 1 \) ps. This is consistent with the electron localization timescale that is inferred from experiments. Upon equilibration, the electron coordination motif predicted by these simulations is bond-oriented (O–H···e⁻) rather than dipole-oriented (OH₂ ·· e⁻), consistent with the solvation motif inferred from various experiments.

Rossky’s results have since been replicated by several groups using more refined pseudopotential models, sometimes in conjunction with many-electron quantum chemistry calculations. Essentially the same picture emerges also from refined semicontinuum calculations, and this picture is supported as well by \textit{ab initio} molecular dynamics (MD) simulations under periodic boundary conditions, be they based on density functional theory (DFT). The various portraits of \( e^- \) (aq) that are shown in Fig. 1 demonstrate that all of these quantum chemistry-based simulations predict a localized, cavity-bound structure for the thermally-equilibrated hydrated electron at room temperature.

In constructing one’s mental image of the cavity model, however, it is important to keep in mind that the solute is a quantum particle and is not strictly confined to the excluded-volume region. This feature has been present all along in...
electron models,73 static DFT calculations,86,89,90 and a variety of theoretical methods (including simulations with one-electron pseudopotentials41,42,72–75 and many-electron quantum chemistry approaches.25,30,31,81–85 Since 2010, however, this simple picture has been questioned by Schwartz and co-workers,20,23,24,109–114 based on results from a one-electron pseudopotential model developed by Larsen, Glover, and Schwartz (LGS).20 Simulations of e$^-$ (aq) using the LGS model afford a very different picture in which no excluded volume is formed at all, and instead the spin density localizes over several water molecules with a slight enhancement of the water density near the centroid of the one-electron wave function. The essential structural differences between this prediction and the canonical cavity model are captured by Fig. 3, which depicts the one-electron wave function (i.e., the spin density) obtained from a simulation with the LGS model, in comparison to that obtained using a cavity-forming pseudopotential model.

The difference between cavity and non-cavity models for e$^-$ (aq) is also evident in plots of the e$^-\cdot\cdot\cdot$H and e$^-\cdot\cdot\cdot$O radial distribution functions (RDFs), g(r), which are plotted in Fig. 4. Results from cavity-forming pseudopotential models developed by Schnitker and Rossky (SR),40,41 and separately by Turi and Borgis (TB),72,115 exhibit an unmistakable excluded volume, characterized by an effective radius rE such that g(r) = 0 for r < rE. In contrast, RDFs obtained from the LGS model exhibit no such excluded volume. Although g(r) does get smaller for this model as r → 0 and the volume element shrinks (see Fig. 4b), depending on details of the averaging some simulations predict that g(0) > 0 for the LGS model.76 (For an example, see Fig. S1 in the ESL†)

Although various aspects of the LGS pseudopotential have been criticized,21,22,76,116–118 this model does get the electron's radius of gyration approximately correct, predicting r$_{gyr} \equiv \langle r^2 \rangle^{1/2} \approx 2.6$ Å in comparison to the 2.44 Å that is inferred from the experimental absorption spectrum.96–99 It also predicts
a reasonably accurate electronic absorption spectrum.\textsuperscript{20} That said, it is not clear that the absorption maximum ($E_{\text{max}}$ or $\lambda_{\text{max}}$) and the radius of gyration ($r_{\text{gyr}}$) are truly independent observables.\textsuperscript{107} Moreover, it is difficult to reconcile the non-cavity prediction with the fact that all-electron quantum chemistry calculations consistently afford an excluded volume and a cavity-bound wave function.\textsuperscript{25,30,31,81–85} The examples shown in Fig. 1 were taken from three different research groups using three different levels of theory: Hartree–Fock,\textsuperscript{30} hybrid DFT,\textsuperscript{25} and second-order Møller–Plesset perturbation theory (MP2).\textsuperscript{31}

### 1.2 Aim and scope

The present article reviews the known experimental properties of the aqueous electron, with the goal of assessing the current state of simulations designed to connect these properties to an atomistic picture. Properties considered are listed in Table 1, and the rest of this work serves as a critique of how well these are (or are not) described by various theoretical models.

In addition to the SR, TB, and LGS pseudopotential models that were introduced above, we also consider the “polarizable electron-water pseudopotential” (PEWP-2), a cavity-forming model developed by Jacobson and Herbert.\textsuperscript{73,115,119,120} Unlike those models, PEWP-2 uses a polarizable force field\textsuperscript{121} for the classical water molecules, and was originally developed in an effort to predict quantitative ionization energies for water cluster anions, which the model does successfully.\textsuperscript{87,107} The self-consistent treatment of electron-water polarization also turns out to provide important corrections to the absorption spectrum of $e^-/C_0$(aq) in bulk water,\textsuperscript{73,75,87,122} resolving long-standing difficulties in describing the complete spectral lineshape.\textsuperscript{123} RDFs obtained from the PEWP-2 model are plotted alongside those from the TB and LGS models in Fig. S1 (ESI†). The cavity obtained from this model is slightly smaller and less structured as compared to that predicted by the TB model, but clearly evident nonetheless. Importantly, none of the pseudopotentials is specifically fit to any experimental data.\textsuperscript{124}

In addition to these one-electron models, there is a category in Table 1 for many-electron quantum chemistry. For this, the present article draws upon DFT-based QM/MM simulations by Jungwirth and co-workers,\textsuperscript{77,84,85} as well as several other \textit{ab initio} simulations of $e^-$(aq) using periodic DFT.\textsuperscript{25,81–83} Periodic MP2 simulations have also been reported recently,\textsuperscript{31} as have Hartree–Fock QM/MM simulations.\textsuperscript{30} All of these calculations
afford an aqueous electron that occupies a cavity, as illustrated in Fig. 1.

2 Review of experimental data

Experimental properties of e\(^{-}\text{(aq)}\) are reviewed below in roughly the order that they are listed in Table 1.

2.1 Absorption spectrum

All of the models considered here reproduce the main part of the optical absorption spectrum, and therefore \(\lambda_{\text{max}}\) (or \(E_{\text{max}}\)), with a small shift (\(\approx 0.2\) eV) to lower excitation energies in the case of the LGS model.\(^{20,22}\) The observed “blue tail”,\(^{99}\) on the other hand, emerges from the pseudopotential models only upon a careful treatment of oscillator strengths and excited-state polarization.\(^{73,75,87,122}\) In this sense, the tail can be said to be a many-electron property, and in fact it arises naturally from DFT calculations where the aforementioned polarization effects are inherent.\(^{75-77}\) In contrast, these effects must be added explicitly to one-electron models, and for that reason a straightforward calculation of the excitation energies and oscillator strengths from any one-electron model should be expected to overestimate \(E_{\text{max}}\) by perhaps 0.2–0.3 eV.\(^{73,75,122}\) The SR and TB pseudopotential models do indeed overestimate \(E_{\text{max}}\) but the LGS model underestimates it, meaning that inclusion of self-consistent polarization would exacerbate rather than ameliorate the discrepancy between the LGS absorption spectrum and the experimental result.\(^{22}\)

All-electron time-dependent (TD-)DFT calculations have been performed at liquid geometries obtained from the pseudopotential models, using a QM/MM protocol, and the results are consistent with the preceding discussion.\(^{76}\) As shown in Fig. 5, the absorption spectrum computed at LGS geometries is significantly red-shifted relative to experiment while that computed at PEWP-2 geometries is blue-shifted by almost the same amount. The spectrum computed at TB geometries is nearly identical to the experimental result. It was later shown that the functional used in these calculations blue-shifts the spectrum relative to that obtained from an “optimally tuned” range-separated hybrid functional,\(^{77}\) the latter of which offers a better description of excited states with charge-transfer character.\(^{125}\) As such, the spectra in Fig. 5 likely underestimate the extent of the red-shift at LGS geometries while overestimating the blue-shift at PEWP-2 geometries.

The absorption spectrum of e\(^{-}\text{(aq)}\) at the air/water interface has also been a topic of interest.\(^{77,78,110,126}\) The TB model predicts a red-shift in \(E_{\text{max}}\) of \(\approx 0.5\) eV for the interfacial electron as compared to the absorption spectrum of the bulk species.

![Fig. 5 Absorption spectra for e\(^{-}\text{(aq)}\) computed using TD-DFT with a range-separated hybrid functional.\(^{76}\) The spectra are fits of TD-DFT excitation energies to a lineshape function, with liquid geometries obtained from the indicated pseudopotential models. Adapted from ref. 76; copyright 2011 American Chemical Society.](image-url)
obtained using the same model. In contrast, the interfacial absorption spectrum predicted by the LGS model is identical to its bulk spectrum. No broad-band experimental absorption spectrum at the air/water interface is available, but QM/MM simulations combined with TD-DFT calculations do not find any evidence of a significant interfacial shift. Furthermore, simulations using the TB model demonstrate that a hydrated electron initialized at the air/water interface rapidly internalizes into bulk water, with spectroscopic observables that are nearly indistinguishable from those of the bulk species within a few picoseconds of dynamics at \( T = 298 \text{ K} \).

At most, any interfacial red-shift appears to be a nonequilibrium property that would be challenging to measure in transient absorption spectroscopy. Single-wavelength transient absorption measurements have been carried out using surface-sensitive second harmonic generation (SHG), and these data suggest that hydrated electrons persist at the interface for at least 750 ps. This is considerably longer than the internalization timescale observed in simulations, although the “interfacial layer” (where inversion symmetry is sufficiently broken to yield an SHG signal) is perhaps 1–2 nm in depth, which is more than enough for the interfacial spectrum to converge to the bulk spectrum. It is likely that observables converge to bulk values well within the interfacial layer accessible to surface-sensitive spectroscopies.

### 2.2 Radius of gyration

Given the very different nature of the LGS wave function with respect to that predicted by any of the cavity-forming models, it is perhaps surprising that the spectral lineshapes are so similar. This is a unique feature of the relatively structureless wave function of the aqueous electron, or equivalently (in many-electron calculations) its SOMO, which in practice is essentially indistinguishable from the spin density. Simulations suggest that \( E_{\text{max}} \) for this peculiar system is governed by the size of the ground-state wave function and little else. Quantifying the size of that wave function brings us to a second favorite point of identification for theoretical models of \( e^- (aq) \), namely, the electron’s radius of gyration:

\[
 r_{\text{gyr}} = \sqrt{\int (r^2 - \langle r^2 \rangle) \rho_{\text{spin}}(r) \, dr}^{1/2}.
\]

This quantity is experimentally accessible, within a one-electron approximation, from a moment analysis of hydrated electron’s absorption spectrum. That being said, it is not clear that \( E_{\text{max}} \) and \( r_{\text{gyr}} \) are truly independent data points, as revealed by simulation data for \((H_2O)_n^-\) clusters obtained using the PEWP-2 pseudopotential model. These data demonstrate that \( E_{\text{max}} \) tracks the radius of gyration extremely well, as does the vertical ionization energy (VIE). A plot of either quantity versus \( r_{\text{gyr}} \) (Fig. 6) reveals correlations that appear to vary as \( 1/r_{\text{gyr}} \). This is readily explained using the model of an electron in a spherical box, for which the lowest \( s \rightarrow p \) transition energy is given by

\[
 \Delta E(r_{\text{gyr}}) = \frac{C}{r_{\text{gyr}}}.
\]

(An analytic formula for the constant \( C \) is provided in ref. 107.) As shown in Fig. 6, the particle-in-a-box result is nearly identical to a curve in which the value of \( C \) in eqn (3) is simply fit to the data from atomistic simulations for clusters, not all of which even represent internalized states of the electron! Simulation data for \( e^- (aq) \) in bulk water, obtained using the SR pseudopotential model, fall on essentially the same curve, as do experimental excitation energies for small \((H_2O)_n^-\) clusters.

Moreover, these correlations persist despite the fact that the simulation data in Fig. 6 sample a wide variety of electron solvation motifs and were obtained using different cluster sizes, temperatures, and initialization procedures. Solution motifs represented in these data include dipole-bound anions with very small VIEs, surface-bound isomers with larger VIEs, and also internalized isomers that are analogous to the cavity model of \( e^- (aq) \). VIE data obtained from \( ab \) \textit{initio} MD simulations afford very similar VIE\( (r_{\text{gyr}}) \) curves for both water cluster anions and for the hydrated electron in bulk water, regardless of whether the quantum chemistry method is DFT or MP2.

The clear trend that emerges from all of these disparate sources of data allows us to predict with some confidence that any quasi-spherical probability distribution of roughly the right size \( r_{\text{gyr}} \) will produce a roughly correct excitation energy when a node is introduced into the wave function. In three-dimensional space, that node can be introduced in three independent ways, leading to a set of three \( s \rightarrow p \) excitations that are broadened by fluctuations in the liquid environment. In short, given \( r_{\text{gyr}} \), one can predict \( E_{\text{max}} \) with reasonable fidelity either from a simple theoretical model such as the particle in a box...

---

**Fig. 6** Correlation between \( r_{\text{gyr}} \) and the VIE (black symbols), and between \( r_{\text{gyr}} \) and the electronic absorption maximum, \( E_{\text{max}} \) (red symbols), as measured for a variety of \((H_2O)_n^-\) clusters in simulations using the PEWP-2 pseudopotential model. (These data include cluster sizes ranging from \( N = 20–200 \) simulated at either \( T = 100 \text{ K} \) or \( 200 \text{ K} \), using a variety of initial conditions.) The dashed blue curve is the analytic result for a particle-in-a-box model whereas the green curve results from fitting the constant \( C \) in eqn (3) to the \( E_{\text{max}}(r_{\text{gyr}}) \) data obtained from the simulations. Experimental data for \( E_{\text{max}} \) (blue triangles) are obtained from the fit reported in ref. 99, which is based on cluster data originally reported in ref. 130. Simulation results for bulk \( e^- (aq) \) are from ref. 42 using the SR pseudopotential model, and are fit very well by the green curve when the latter is shifted upwards by 0.4 eV. Reprinted from ref. 107; copyright 2011 American Chemical Society.
(or a hydrogenic ion model, which affords the same $1/r_{\text{gyr}}^2$ behavior for $\Delta E$), or from empirical fits to a wealth of existing simulation data. The same is true for the VIE, although the VIE($r_{\text{gyr}}$) distribution for ($H_2O$)$_n^-$ cluster anions is somewhat broader than the $E_{\text{max}}$($r_{\text{gyr}}$) distribution. A detailed discussion of the VIE for the hydrated electron in bulk water be found in Section 2.8.

In view of the fact that all presently-debated theoretical models for $e^-$ (aq) reproduce $E_{\text{max}}$ reasonably well, it is not surprising that all of them reproduce $r_{\text{gyr}}$ at least semiquantitatively. The radius of gyration predicted by the PEWP-2 model is a bit too small (calculated at 2.25 Å versus 2.44 Å inferred from experiment at 25 °C99,111), while the value $r_{\text{gyr}} = 2.6$ Å obtained from the LGS model is a bit too large,20 and the TB value (2.42 Å) is spot-on.72 Consistent with this line of argument is the fact that the LGS model slightly overestimates $r_{\text{gyr}}$ while at the same time slightly red-shifting $E_{\text{max}}$22 whereas the PEWP-2 model affords the opposite behavior: $r_{\text{gyr}}$ is a bit smaller than the experimentally-inferred value and the spectrum is slightly blue-shifted.73,75 In this author's view, these differences are insufficient to make meaningful distinctions amongst these models.

Considering many-electron ab initio simulations, the DFT-based QM/MM calculations reported by Jungwirth and co-workers afford $r_{\text{gyr}} = 2.8$ Å.84 In comparison, $r_{\text{gyr}} \approx 2.2$ Å for both periodic MP2 simulations31,131 as well as QM/MM simulations at the level of dispersion-corrected Hartree–Fock theory (HF+D3).84 Both the HF+D3 and the MP2 simulations suffer from limited sampling (e.g., a single 1 ps MP2 trajectory,14 or a few 1 ps HF+D3 trajectories10,118), and there may be basis-set inadequacies as well, nevertheless the fact that these simulations predict a smaller value of $r_{\text{gyr}}$ as compared to the DFT simulations is likely no accident. Rather, this probably reflects delocalization error in the DFT calculations, despite their use of an approximate self-interaction correction (SIC).132 Consistent with this hypothesis is the fact that ab initio MD simulations using a hybrid functional (PBE + 40% exact exchange) afford a smaller radius of gyration, $r_{\text{gyr}} = 2.49 \pm 0.12$ Å,85 as compared to the semilocal BLYP(SIC)+D3 simulations by Jungwirth and co-workers.84,85 The hybrid DFT value of $r_{\text{gyr}}$ is in better agreement with experiment than is the BLYP(SIC)+D3 value.

2.3 Coordination motif

Despite significant differences in their predicted radii of gyration, QM/MM simulations at the HF+D3 level30,118 and at the BLYP(SIC)+D3 level84 afford remarkably consistent liquid structures for $e^-$ (aq). This is apparent from a side-by-side comparison of RDFs, as shown in Fig. 7. (The same RDFs are directly overlaid in Fig. S2, ESf†) There is virtually no difference between the position, height, or width of the first peak in either the $e^-\cdot\cdot\cdot H$ or the $e^-\cdot\cdot\cdot O$ probability distribution. Differences are more noticeable in the second solvation shell, with the HF+D3 simulation resulting in a slightly more structured liquid, nevertheless these two rather different theories predict remarkably similar cavity structures. This, along with the fact that an excluded volume of similar size is stable at the MP2 level,118 seems quite compelling. It suggests that there is little validity to the suggestion, put forward by Glover and Schwartz,111 that electron correlation effects have a tremendous impact on the structure of $e^-$(aq).133 The liquid structure in the first solvation shell is apparently insensitive to the fact that the spin density is considerably larger at the BLYP(SIC)+D3 level ($r_{\text{gyr}} = 2.8$ Å) than at the HF+D3 level ($r_{\text{gyr}} = 2.2$ Å). This insensitivity does not seem consistent with the notion of a cavity that is on the verge of collapse but for subtleties in the potential, as Glover and Schwartz seem to imply.111,133

With the exception of the non-cavity LGS model, most other models predict that H$_2$O coordination to the unpaired electron occurs in a “bond-oriented” fashion (O–H···e$^-$) involving a single hydroxyl moiety per water molecule. Bond-oriented solvation is predicted by one-electron models dating back to the pioneering simulations by Schnitker and Rossky39,41,42 contemporaneous simulations by Berne and co-workers,134,135 and the more recent TB and PEWP-2 simulations.72,73 The same picture emerges from ab initio MD simulations based on many-electron quantum chemistry,25,30,31,81,82,84,85 as evident from Fig. 1. In the few cases where dipole-oriented solvation (OH$_2$···e$^-$) has been suggested in

![Fig. 7 Radial distribution functions from two different QM/MM simulations of e$^-$(aq): (a) BLYP(SIC)+D3,84 and (b) HF+D3.30 The dashed curves in (a) are the integrated coordination numbers $n(r)$ as defined in eqn (4), and should be read from the axis on the right. (Red and green arrows mark the first local minimum in either RDF.) The radius of gyration ($r_{\text{gyr}}$) is indicated for each simulation. Panel (a) is adapted from ref. 84; copyright 2012 American Chemical Society. Panel (b) is adapted from ref. 30; copyright 2019 American Institute of Physics.](image-url)
quantum chemistry calculations on small (H₂O)ₙ⁻ clusters, this has been shown to be a basis-set artifact.⁸⁸

Experimentally, bond-oriented coordination has been inferred based on resonance Raman (RR) spectroscopy of e⁻[aq] in isotopically-mixed water.²⁹ It is also the coordination motif that was proposed long ago by Kevan,²⁷,²⁸ based on EPR experiments in alkaline glasses. The RR and EPR experiments are discussed in detail in Sections 2.4 and 2.5, respectively.

Quantum-chemical studies of e⁻[aq] using small cluster models have sometimes fixated on determining its precise coordination number.⁸⁰,⁹₂,⁹₃ but ab initio simulations reveal that this number fluctuates in the room-temperature liquid.²⁵

Whereas Kevan proposed an octahedral model (i.e., a coordination number n = 6) based on experiments performed at T = 77 K, simulations performed at T = 298 K using one-electron potentials afford coordination numbers n ≈ 4 (TB and PEW-P-2 models¹³) and n ≈ 5 (SR model¹¹). For the simulations, these are quantitative values obtained by integrating the function

\[ n(r) = 4\pi \int_0^r r^2 g(r') dr' \]  

up to the first minimum in the electron-hydrogen RDF. The function n(r) is plotted in Fig. 7a for the BLYP(SIC)+D3 simulations,⁴⁴ demonstrating that n ≈ 4 for this simulation. Absent the empirical dispersion correction (+D3) and the empirical SIC, the BLYP functional affords a coordination number n ≈ 6.⁹²

Lastly on the topic of coordination motif, we note that the experimental RR spectrum of e⁻[aq], which is discussed in detail in Section 2.4, is judged to be inconsistent with the “solvated radical anion” model, H₂O⁻[aq].²⁹ This has occasionally been floated as a possible microscopic picture of e⁻[aq],¹³⁹,¹⁴⁷,¹⁴₈,¹⁴₉,¹⁵₀ sometimes in the form [HO·⋯H₂O][aq],¹³⁶,¹³₇,¹₃₈ although this model was always controversial,¹³⁷,¹³₈ and already in 1981 it was argued that the cavity model afforded a much better explanation for the available data.³⁸ In 2003, Tauber and Mathies²⁰ likewise rejected this model as inconsistent with the observation (based on RR spectroscopy in isotopically-mixed water) of one strong and one weak hydrogen bond per water molecule. These authors hold open the possibility that their data might be explained by a “solvated radical anion” model,²⁰ or what Shkrob⁸⁰ has called the “multimer radical anion” model, wherein a small fraction of the unpaired electron is shared by several water molecules. This picture is not inconsistent with the cavity model, as the latter is certainly accompanied by e⁻ → σ₂OH charge penetration into frontier MOs of water molecules in the first solvation shell.¹³⁹

Another alternative picture is the “hydrated hydronium” or H₃O[aq] model,¹⁴⁰ which has been championed by Sobolewski and Domcke.¹⁴¹–¹⁴⁴ Within this model, which is supported by calculations in small clusters ranging up to H₂O(H₂O)ₙ,¹₄₁,¹₄₂ the H₂O radical undergoes charge separation upon hydration such that this model resembles a contact ion pair, [H₂O⁻⋯e⁻][aq]. To date, there are no theoretical calculations of H₂O[aq] in bulk water and therefore it cannot be said for certain whether the contact ion pair persists or whether the ions diffuse apart. It is therefore unclear whether the hydrated hydronium model actually differs in a meaningful way from the traditional cavity model. That said, the existence of a contact ion pair would be difficult to reconcile with conductivity data indicating that the ion mobility of e⁻[aq] is more than twice that of the aqueous halides Cl⁻[aq], Br⁻[aq], and I⁻[aq].¹ Setting aside this issue, which can only be resolved by examining H₂O in a truly aqueous environment, the RR spectra computed for small (H₂O)ₙ(H₂O)ₙ clusters are not inconsistent with the experimental spectrum attributed to e⁻[aq].¹⁴₃,¹⁴₄ This is not altogether surprising, given that the e⁻[aq] half of the ion pair bears much in common with the traditional cavity model of e⁻[aq].

### 2.4 Resonance Raman (RR) Spectrum

The RR spectrum of e⁻[aq]²⁹,¹⁴⁷–¹⁵₀ provides important information about the electron’s coordination motif but is worth considering separately. By coupling s → p excitation of the electron with vibrational spectroscopy, it is possible to interrogate those water molecules that coordinate directly to the unpaired electron. The spectrum in the O–H stretching region is characterized by significant broadening and a frequency downshift of ≈ 200 cm⁻¹ on the low-energy side,²⁹ relative to the normal Raman spectrum of neat liquid water. This is reminiscent of ~ 300 cm⁻¹ red-shifts that are observed in the O–H stretching frequencies of (H₂O)ₙ⁻ cluster anions.¹₅₁–¹₅₃ (See ref. 1 for a brief overview of the spectroscopy of water cluster anions.) The red-shifts observed in cluster spectroscopy have been studied with, and are reproducible by, DFT calculations.¹₃⁹,¹₅₂–¹₅₄ A detailed analysis of which ascribes their origin to charge penetration of the unpaired electron into σ* orbitals of the O–H moieties.¹₃⁹ This is just one example of a more general charge-penetration mechanism that explains O–H vibrational red-shifts in other anion-water complexes.¹₃⁹,¹₅₆,¹₅₇ Sizable red-shifts have also been reported, computationally, in the RR spectra of small H₂O(H₂O)ₙ clusters,¹₄₃,¹₄₄ which exhibit a significant degree of H₂O⁻⋯e⁻ charge separation and thus manifest many of the spectroscopic features associated with the hydrated electron.¹₄₁–¹₄₅

Schwartz and co-workers have called the RR spectrum “the best experimental indicator of the hydrated electron’s structure”,¹¹³ and have claimed that the O–H red-shifts are only reproduced by the LGS model and not by cavity models of e⁻[aq].²⁴,¹⁰⁹ In fact, Kevan-type octahedral (H₂O)₆⁻ models of a cavity-bound electron, and analogous four-coordinate (H₂O)₄⁻ models, both afford vibrational frequency red-shifts of 200–250 cm⁻¹ according to DFT calculations.⁸⁰ Frequency shifts are not the same as RR intensity enhancements, although in view of the well-studied cluster spectroscopy cited above, it seems implausible that a cavity model of e⁻[aq] would fail to manifest some kind of redshift the RR spectrum. That is what is claimed by Schwartz and co-workers, however.²⁴,¹⁰⁹

A self-consistent calculation of the RR spectrum of e⁻[aq] using a one-electron pseudopotential model is not straightforward because the classical water force field cannot be trusted to reproduce vibrational frequencies. (Moreover, such models lack the water orbitals necessary to describe e⁻ → σ₂OH charge penetration.) To compute the RR spectrum, Schwartz and co-workers²⁴,¹⁰⁹,¹¹³ rely on a “frequency map” technique in which the O–H stretching frequency ω is parameterized in
terms of the electric field strength \( F_{\text{OH}} \) along a given O–H bond vector:\(^{158}\)

\[
\omega(F_{\text{OH}}) = c_0 + c_1 F_{\text{OH}} + c_2 F_{\text{OH}}^2.
\] (5)

This empirical approach was developed by Skinner and co-workers for neat liquid water,\(^{158-160}\) and works well for describing infrared and Raman lineshapes in pure liquid water and in ice.\(^{158-161}\) However, eqn (5) was not reparameterized for use in \( \text{e}^-/(\text{aq}) \), where the local electric field \( F_{\text{OH}} \) must include a contribution from the wave function that is likely quite different from anything in the training set of water clusters used to parameterize the original frequency map.\(^{158}\)

This rather dubious methodology is unnecessary, as it is straightforward to compute a RR spectrum from first principles within the excited-state gradient approximation,\(^{162-164}\) equivalent to the short-time approximation.\(^{165,166}\) In this approach, the ratio of RR intensities for normal modes \( Q_j \) and \( Q_k \) is given by\(^{162-164}\)

\[
\frac{I_j}{I_k} = \frac{\omega_j(\partial \Omega/\partial Q_j)}{\omega_k(\partial \Omega/\partial Q_k)}.
\] (6)

where \( \partial \Omega/\partial Q_k \) is the gradient of the electronic excitation energy \( \Omega \) along the ground-state normal mode coordinate \( Q_k \). Eqn (6) was used by Herbert and co-workers\(^{118}\) to compute the RR spectrum of \( \text{e}^-/(\text{aq}) \) within an “instantaneous normal modes” (INM) approach,\(^{167}\) in which the Hessian is diagonalized (to obtain the frequencies \( \omega_k \)) at unrelaxed snapshots taken from a QM/MM trajectory. The resulting RR spectrum, computed from unscaled harmonic frequencies, qualitatively reproduces the experimental spectrum over the entire infrared frequency range, as shown in Fig. 8a. These calculations were performed at the HF+D3/3-21++G\(^{*}\) level, which affords a cavity-bound electron whose spin density is depicted in Fig. 1a.

The O–H stretching region is examined in detail in Fig. 8b, which includes the normal Raman spectrum of neat liquid water computed at the same level of theory. This comparison demonstrates a sizable red-shift of \( \approx 300 \text{ cm}^{-1} \) on the low-energy side of the RR spectrum of \( \text{e}^-/(\text{aq}) \), consistent with experiment if somewhat exaggerated. This result stands in sharp contrast to the blue-shifted (and narrowed) RR spectrum for the cavity-bound electron, which is reported by Schwartz and co-workers\(^{24,109}\) using the frequency-map approach.

INM calculations based on eqn (6) can also be performed using non-cavity liquid geometries obtained from a simulation with the LGS model, and those results are also shown in Fig. 8b. The spectrum computed at LGS geometries is down-shifted even further than the spectrum of the cavity-bound electron, although it difficult to ascribe quantitative significance to the numerical value of this shift due to the unavoidable mismatch between the method used to generate the trajectory and that used to compute vibrational frequencies. This mismatch is necessary because there is seemingly no many-electron model that affords a non-cavity electron. (Many quantum-chemical models do not even bind the excess electron at LGS geometries, as discussed in Section 2.8, and for that reason the non-cavity spectrum in Fig. 8b is computed at the PBE+D3 level.) In any case, the red-shift obtained from INM-RR calculations at LGS geometries\(^{118}\) is much larger than the shift of \( \approx 50 \text{ cm}^{-1} \) that is reported for the LGS model using the frequency-map approach.\(^{109}\)

Computationally, one can remove the extra electron and thereby compute the normal Raman spectrum of an empty, charge-neutral cavity in liquid water, again within the INM approach. That spectrum, which is labeled “cavity\(^0/(\text{aq})\)” in Fig. 8b, is essentially indistinguishable from the Raman spectrum of neat liquid water (in blue) and a “cavity\(^0/(\text{aq})\)” spectrum (tan color) that corresponds to an empty, charge-neutral cavity in liquid water. Adapted from ref. 118; copyright 2019 American Chemical Society.

Fig. 8  Resonance Raman spectra of \( \text{e}^-/(\text{aq}) \), and normal Raman spectra of liquid water, computed as ensemble averages of snapshots using an INM approach.\(^{118}\) (a) Comparison of the experimental RR spectrum\(^{29}\) to QM/MM calculations at the HF+D3/3-21++G\(^{*}\) level,\(^{118}\) for which a stable cavity (Fig. 1a) is maintained throughout the simulation. (b) Raman and RR spectra in the O–H stretching region, from various INM calculations. The green spectrum is the same HF+D3 calculation in both panels, whereas the red spectrum is a PBE+D3 calculation using non-cavity liquid structures obtained from LGS model. Also shown are the Raman spectrum of neat liquid water (in blue) and a “cavity\(^0/(\text{aq})\)” spectrum (tan color) that corresponds to an empty, charge-neutral cavity in liquid water. Adapted from ref. 118; copyright 2019 American Chemical Society.
peaks in the bending region, two of which come from isotopically pure water, with a central peak arising from DHO. In the original experimental work,29 this was interpreted as evidence of bond-oriented coordination leading to asymmetric solvation environments for the two hydroxyl moieties belonging to water molecules in the electron’s first solvation shell. This feature was not addressed by Schwartz and co-workers, since there is no frequency map available for the bending region, but it can be addressed using quantum chemistry.

INM-RR spectra in D$_2$O, DHO, and H$_2$O are plotted in Fig. 9 for both cavity and non-cavity solvation motifs,118 alongside the experimental spectrum in a 1 : 2 : 1 isotopic mixture.29 In the experiment, two distinct bands emerge in the stretching region above 2000 cm$^{-1}$, and three bands are evident in the bending region. Bimodality in the stretching region is reproduced by cavity-forming QM/MM simulations but is absent in the INMRR spectrum computed at non-cavity LGS geometries, which exhibit only a single band (albeit with some structure) above 2000 cm$^{-1}$. Fig. S3 (ESI†) shows a closer view of the bending region of the calculated spectra, demonstrating that cavity-forming HF+D3 simulations exhibit a doublet structure for the H–O–D bend that is not observed in spectra computed at LGS geometries.118 It is difficult to rationalize why such a splitting should arise in the non-cavity case, given that the water molecules nearest to the spin density are fully embedded in that spin density, including both the O–H and the O–D oscillators in a DHO molecule.

In summary, the complete RR spectrum of e$^-$(aq), across the entire infrared frequency range, is reproduced qualitatively or even semi-quantitatively by low-level Hartree–Fock calculations that place the electron in a cavity. Additional features that arise upon isotopic substitution are also reproduced. The same cannot be said for spectra obtained from quantum chemistry calculations performed using non-cavity liquid structures obtained from the LGS model. Although the latter do afford a red-shift in the O–H stretching feature, they do not reproduce the additional structure that is observed in isotopically-mixed water.

2.5 EPR parameters

The microscopic picture of bond-oriented electron solvation was cemented by the work of Kevan,27,28 at a time when some theoretical models were predicting dipole-oriented solvation instead.57 This picture is based on $^1$H and $^{17}$O EPR and electron spin echo envelope modulation (ESEEM) experiments in alkaline glasses at 77 K.26–28,168,169 These experiments were later reviewed by Shkrob,89 who points out that the EPR spectra are structure-less and can only provide constraints on the magnitude of the dipole coupling, not the coordination number directly, despite the fact that Kevan did infer a coordination number $n = 6$.26–28 In light of ESEEM experiments subsequent to Kevan’s,170,171 Shkrob concludes that the interpretation of the EPR and ESEEM data in terms of a structural model is far from clear.89 In particular, whereas the isotropic hyperfine coupling constant for the nearest-neighbor protons was originally determined to be $a_{\text{iso}}(^1\text{H}) = +2.1$ G by Kevan and co-workers,168 a revised value $a_{\text{iso}}(^1\text{H}) = -0.92$ G was suggested by the later experiments.170,171 (The difficulties in fitting Kevan’s original data to a model Hamiltonian to extract $a_{\text{iso}}$ are described by Shkrob.)89 A negative value of $a_{\text{iso}}(^1\text{H})$ is consistent with the existence of a node in the electron’s wave function near the hydrogen nuclei.80 Such a node is evident in ab initio simulations (see Fig. 1), where it arises from the requirement that the SOMO be orthogonal to the water MOs. In fact, such a node appears in essentially any many-electron quantum chemistry calculation in which a small number of water molecules is arranged around an excess electron in a bond-oriented fashion.1,80,91–95 Negative spin densities predicted at the hydrogen nuclei were a source of great consternation in early Hartree–Fock calculations,92–95 because it was assumed at the time that Kevan’s experiments implied that $\rho_{\text{spin}}(r)$ should be positive at these nuclei.

The parameter $a_{\text{iso}}$ originates in the Fermi contact interaction that depends on electron density at the nucleus, hence this and other EPR parameters (which are generally sensitive to electron penetration into frontier orbitals of the solvent molecules) are inaccessible to one-electron models of e$^-$(aq). Both isotropic and anisotropic hyperfine coupling constants can be computed using quantum chemistry, however. Results for cluster and semi-continuum models with a few bond-oriented water molecules are in reasonable agreement with experiment,80,89 for both the $^1$H and $^{17}$O parameters. Not surprisingly, these parameters are
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quite sensitive to electron-nucleus distance (i.e., to cavity size),\textsuperscript{80,81} and the isotropic constants are sensitive to the level of theory as well.\textsuperscript{89} Given these uncertainties, the cluster calculations are unable to discriminate between four- and six-coordinate models of \(e^-\) (aq), although the anisotropic hyperfine coupling constants can be reproduced quantitatively for reasonable cavity sizes.\textsuperscript{80} Semiquantitative agreement with experiment is also obtained for cluster models extracted from simulations using the one-electron SR model.\textsuperscript{90} Given the very similar cavity structures predicted by the SR and TB models (see Fig. 4a), one anticipates that the TB model would afford similar agreement.

The electron \(g\)-factor for \(e^-\) (aq) has also been measured by EPR spectroscopy and is found to deviate significantly from its free-electron value, \(g_{\text{free}} = 2.00232\). For \(e^-\) (aq), values \(g = 2.0006172\) and \(g = 2.0008173\) have been measured in ice at \(T = 77\) K, with even smaller values obtained in liquid water: \(g = 2.0002 \pm 0.0002174\), \(g = 2.00033 \pm 0.00003175\) and \(g = 2.00047 \pm 0.00007.95\) (As a point of calibration, these shifts are similar to those measured for \(NO_2\) radical in the gas phase and for \(CO_2^-\) in matrix isolation spectroscopy.\textsuperscript{95}) For \(e^-\) (aq), the experiments are mostly performed in highly alkaline solutions in order to suppress the concentration of electron-scavenging protons, but the experiments reported in ref. 95 are an exception; these were performed at neutral pH (and 22 °C) using only 0.05 M methanol to scavenge hydroxyl radicals.

The \(g\)-factor shift arises from spin-orbit (LS) coupling, meaning that nonzero orbital angular momentum is required, and the observed shift is taken as evidence that the excess electron penetrates into oxygen 2p orbitals. DFT-based semi-continuum calculations using either four- or six-coordinate \(e^-\) (aq) structures afford shifts of 1200–1350 ppm,\textsuperscript{80} versus the 1850–2120 ppm shifts obtained in the aforementioned experiments.\textsuperscript{95,174,175} Both the \(g\)-shift and the hyperfine coupling constants depend sensitively on cavity size,\textsuperscript{80,89} so it isn’t clear that quantitative results for these observables should be expected from cluster or semi-continuum models, which lack an extended hydrogen-bond network to constrain the cavity. Overall, cluster models with bond-oriented coordination are in reasonable agreement with the known EPR spectroscopy of \(e^-\) (aq), as is the cavity-forming SR pseudopotential model. Hyperfine coupling constants have not been computed for LGS geometries so it is unclear whether non-cavity structures can reproduce the experimental observations or not.

EPR spectra of solvated electrons in \(^{17}\text{O}\)-doped ice have been interpreted to suggest that \(\approx 4\%\) of the spin density resides in a solvent orbital of the water molecules.\textsuperscript{27} (A nonzero value of \(q_{\text{max}}\) for \(^{17}\text{O}\) is also interpreted as evidence that the electron penetrates not just the oxygen 2p but also the 2s orbitals.\textsuperscript{169}) With DFT calculations, one can attempt to quantify this electron penetration directly from the calculated spin density. To accomplish this, Uhlig et al.\textsuperscript{84} use Voronoi polyhedra to partition the system into an excluded volume (cavity), along with volumes associated with each water molecule, and finally interstitial regions between the water molecules. They determined that \(\approx 41\%\) of the spin density resides in the cavity, with \(\approx 24\%\) overlapping the water molecules and the remaining \(35\%\) in the interstitial regions. As discussed in Section 2.2 and elsewhere,\textsuperscript{21} it is likely that self-interaction error causes the BLYP(SIC) simulations of ref. 84 to overstate the extent of delocalization, despite the use of an empirical SIC. Nevertheless, it is clear that a significant fraction of the electron penetrates beyond the cavity. (Such penetration is also a feature of the cavity-forming pseudopotential models,\textsuperscript{73,87} as discussed in Section 1.) The 24% of the spin density that is ascribed to the water molecules in the BLYP(SIC) calculations represents a sum over all of the molecules, in calculations that predict a coordination number \(n \approx 4\), thus the total charge that is transferred to any one particular \(H_2O\) molecule is likely <0.1e. This is similar to the amount of \(e^-\rightarrow \sigma_{\text{OH}}^-\) charge transfer that is estimated based on natural bond orbital analysis of water cluster anions.\textsuperscript{139}

Although less sophisticated than the Voronoi analysis of ref. 84, Mulliken population analysis of small cluster models of \(e^-\) (aq) suggests that 10–20% of the spin density resides in frontier orbitals of the water molecules.\textsuperscript{80,89,95} On this basis, Shkrob characterizes \(e^-\) (aq) as a “multiterm radical anion”, a model that he has put forward also for solvated electrons in acetonitrile,\textsuperscript{176} in ammonia,\textsuperscript{177} and in amines.\textsuperscript{178} This is not inconsistent with the cavity model, and according to Shkrob the cavity arises due to the mutual repulsion of several nearby solvent molecules, each with a fractional negative charge. Problems with Mulliken populations aside, the present author considers this explanation unsatisfactory, at least in the case of the aqueous electron, in view of the >75% of the spin density that is clearly not tightly associated with the water molecules, as well as the \(\approx 40\%\) of the spin density that localizes in a very particular region of space, i.e., in the cavity.\textsuperscript{84}

### 2.6 Diffusion constant and librational dynamics

The diffusion constant for \(e^-\) (aq) at 25 °C has been determined via transient conductivity measurements, with reported values \(D = 0.475 \pm 0.048179\) and \(0.490 \pm 0.003 A^2 ps^{-1}.180,181\) This is about twice as large as water’s self-diffusion constant at the same temperature,\textsuperscript{182} and 2.6–3.0 times larger than diffusion constants measured for dilute solutions of \(NaCl\) (aq) and \(KCl\) (aq) at 25 °C.\textsuperscript{183–186} The ion mobility of \(e^-\) (aq) is 60% that of \(H^+\) (aq) and approximately the same as that of \(OH^-\) (aq).\textsuperscript{136} Given that both \(H^+\) (aq) and \(OH^-\) (aq) benefit from a Grotthuss proton-hopping mechanism,\textsuperscript{187–189} whereas \(e^-\) (aq) does not,\textsuperscript{44} one can surmise that diffusion of the hydrated electron is remarkably fast compared to other aqueous ions. At the same time, electron diffusion in water is several orders of magnitude slower than electronic diffusion in molten salts, as a consequence of the tight solvation sphere that localizes the aqueous electron.\textsuperscript{190}

The bond-oriented coordination motif that was discussed in Section 2.3 plays a significant role in diffusion of the aqueous electron, which occurs via librational dynamics of the water molecules. This is a prediction from simulations using the SR and TB cavity-forming pseudopotential models,\textsuperscript{44,191,192} (A mechanism along these lines has also been posited in experimental studies,\textsuperscript{180} and simulations of the absorption...
lineshape with model Hamiltonians also suggest the importance of bending modes of the O–H moieties coordinated to the electron.\textsuperscript{193,194} As depicted schematically in Fig. 10, librational motion of one or more water molecules that is coordinated to the electron in a bond-oriented fashion serves to partially collapse the existing solvent cavity, while the same motion simultaneously opens up a neighboring void in the solvent. The hydrated electron thus oozes from one cavity into another, in a manner that does not require translational diffusion of any water molecule(s). This mechanism can explain the unusually fast diffusion of e$^-$ (aq) without the need to invoke either a Grothuss-style mechanism or long-range electron hopping.\textsuperscript{44} Comparing e$^-$ (aq) to Cl$^-$ (aq), Br$^-$ (aq), and I$^-$ (aq), none of which benefits from Grothuss-assisted diffusion, the ion mobility (conductance) is found to be 2.5–3.5 times larger for the hydrated electron than for the aqueous halides.\textsuperscript{3,44,190} This can be attributed to the presence of librationally-assisted oozing in the case of e$^-$ (aq).

Several calculations of the diffusion constant for e$^-$ (aq) have been reported using one-electron pseudopotential models.\textsuperscript{73,110,192} Before quoting the simulated results, it is worth noting that calculation of a diffusion constant from an atomistic simulation requires a long trajectory, since $D$ is obtained by fitting to the asymptotic behavior of the mean displacement $\langle |\mathbf{r}(t) - \mathbf{r}(0)|^2 \rangle$. Values of $D$ from relatively expensive QM/MM simulations therefore often come with sizable error bars due to the length of the trajectory. At $T = 298$ K, a value $D = 0.6 \pm 0.05 \text{ Å}^2 \text{ ps}^{-1}$ is obtained using the TB model (with no error bars provided).\textsuperscript{192} whereas PEWP-2 simulations at $T = 300$ K afford $D = 0.79 \pm 0.16 \text{ Å}^2 \text{ ps}^{-1}$, with error bars that represent a 95% confidence interval.\textsuperscript{73} While the latter value is a significant overestimate in percentage terms, the diffusion constant depends strongly on temperature and the experimental value increases from 0.49 to 0.52 $\text{ Å}^2 \text{ ps}^{-1}$ just between $T = 298$ K and $T = 300$ K.\textsuperscript{180} It was noted in ref. 73 that the simulated value of $D$ at $T = 300$ K matches the experimental value measured at $T = 317$ K, whereas a simulated value $D = 0.65 \pm 0.18 \text{ Å}^2 \text{ ps}^{-1}$ is obtained from the PEWP-2 model at $T = 282$ K. These values can be characterized as being in semiquantitative agreement with experiment.

Schwartz and co-workers report a value $D \sim 0.5 \text{ Å}^2 \text{ ps}^{-1}$ for the TB model at $T = 298$ K.\textsuperscript{110} Curiously, they do not provide a numerical value for the LGS model, even though it is clear that the diffusive behavior was simulated in ref. 110 using both pseudopotential models. In ref. 23, however, they report that $D = 0.20 \pm 0.06 \text{ Å}^2 \text{ ps}^{-1}$ for the LGS model. This is considerably smaller than the experimental value, consistent with an overly attractive potential.

Simulations using the PEWP-2 model demonstrate that water molecules in the first solvation shell of e$^-$ (aq) are subject to slower librational dynamics and larger-amplitude librational displacements as compared to water molecules in the first solvation shell around Br$^-$ (aq).\textsuperscript{73} Both solutes are coordinated in a bond-oriented fashion in cavities of roughly equal size, and the reason for the disparity in the dynamics is a softer restoring potential counteracting the librational displacements in the case of the delocalized solute e$^-$ (aq). The restoring force is larger in Br$^-$ (aq), where the solute is localized and thus the hydrogen bonds are highly directional. This provides additional evidence in support of the quantum-oozing model of e$^-$ (aq) diffusion that is illustrated in Fig. 10.

### 2.7 Localization timescale

Related to the librational dynamics is the localization timescale for an electron that is initially generated in the conduction band of liquid water. In time-resolved experiments where an initially delocalized electron is generated at $t = 0$, the emergence of an absorption feature in the near-infrared is interpreted as the signature of electron localization. The consensus from a variety of experiments is that this process occurs on a timescale $\lesssim 0.5 \text{ ps}$,\textsuperscript{61–72} with a thermalization rate constant $k = 1/\tau$ where $\tau = 1.1 \text{ ps}$,\textsuperscript{103} and complete thermalization within 5–6 ps.\textsuperscript{67,68} Not surprisingly, the same librational dynamics discussed in the context of ground-state e$^-$ (aq) diffusion (Section 2.6) are thought to play a significant role in the relaxation dynamics of the electron following s → p excitation.\textsuperscript{195–197}

The localization process can be simulated directly using the pseudopotential models, for which the wave function is represented on a real-space grid so that there is no problem with representing a completely delocalized state. Starting from a completely delocalized electron in a periodic simulation cell of equilibrated neutral water, the localization process is essentially complete within 0.5–1.0 ps, even at the air water interface, in simulations using the TB and PEWP-2 models.\textsuperscript{27} The same behavior is observed in ab initio MD simulations at both the periodic MP2 level,\textsuperscript{31} and also at the hybrid DFT level.\textsuperscript{127} That said, the LGS wave function also localizes quickly,\textsuperscript{22} so the localization timescale cannot be used to discriminate between structural models of e$^-$ (aq). Detailed simulations of electron localization are discussed in more detail in Section 3.

### 2.8 Vertical ionization energy

Absolute energetics of e$^-$ (aq) can be challenging to compute due to long-range polarization effects,\textsuperscript{30,73,79} but these difficulties have been surmounted through a combination of large QM regions and continuum (Poisson equation) boundary conditions, which provide an exact treatment of charge penetration into the continuum region.\textsuperscript{78,79} MP2 calculations with continuum boundary conditions, performed using liquid geometries obtained from the BLYP(SIC)+D3 simulations by Jungwirth and co-workers,\textsuperscript{84,85} afford a VIE of 3.75 eV.\textsuperscript{79} This agrees quantitatively with the most reliable values obtained from liquid microjet photoelectron spectroscopy,
which are $3.7 \pm 0.1 \text{ eV}^{105}$ and $3.76 \pm 0.05 \text{ eV}^{106}$ upon correction for inelastic scattering of the outgoing photoelectron.\textsuperscript{106} The scattering correction accounts for the fact that liquid-phase photoelectron spectra are dependent on the wavelength of the photodetachment laser,\textsuperscript{104,106} because the inelastic scattering cross section of the outgoing photoelectron is a function of its kinetic energy.\textsuperscript{199} Application of this correction affords a “genuine binding energy” (as it is called in ref. 105) that is somewhat larger than the electron binding energies of $3.3\text{–}3.6 \text{ eV}$ that were reported in earlier liquid microjet experiments.\textsuperscript{100,104} The scattering-corrected VIE measured in large water clusters ($\sim 300$ water molecules) is comparable to the scattering-corrected microjet result, at $3.55\text{–}3.85 \text{ eV}$.\textsuperscript{200}

With a careful treatment of solvent polarization following ionization, the PEWP-2 model also affords a VIE of $3.7 \text{ eV}$.\textsuperscript{73} This value was first reported in 2010, long before the publication of the “genuine” binding energy\textsuperscript{105,106} and at a time when the available microjet measurements\textsuperscript{100–103} and gas-phase cluster extrapolations\textsuperscript{99} suggested a liquid-phase VIE of $3.3\text{–}3.4 \text{ eV}$. (Extrapolation based on experiments in much colder clusters afford a VIE that is a bit larger.\textsuperscript{201}) Neither the TB nor the LGS model includes self-consistent polarization, so neither can be expected to reproduce the VIE. Nevertheless, a variety of computational methods afford VIEs in good agreement with the best available liquid-phase experiments, when applied to cavity-bound geometries of $e^{-}\text{(aq)}$.\textsuperscript{73,76,79}

The LGS model predicts a VIE of $\approx 5.5 \text{ eV}^{20,22}$ that is significantly larger than experiment, in part because this model lacks self-consistent electron-water polarization.\textsuperscript{73,87} For comparison, the cavity-forming TB model also lacks self-consistent polarization and also overestimates the VIE, predicting $4.79 \pm 0.09 \text{ eV}$.\textsuperscript{73} (Finite-size effects have a significant influence on the VIE, in calculations performed under periodic boundary conditions, and smaller values of the TB model’s VIE that are reported in some simulations are artifacts of these effects, as discussed in ref. 73.) A correction to the VIE to account for self-consistent electron-water polarization is estimated at $\sim 1.3 \text{ eV}$.\textsuperscript{73} This correction brings the TB value into reasonable agreement with experiment but the LGS value remains at least $0.5 \text{ eV}$ too large. Schwartz and co-workers\textsuperscript{23,112} have argued that criticism of their model’s VIE is unjustified, precisely because the model does not include proper electron-water polarization. However, this model contains essentially the same $V_{pol}(r) = -2\alpha/r^4$ polarization potential that is used in the TB model.\textsuperscript{24}

Setting aside the quantitative prediction of the VIE, some insight into these models can be gained at the level of Koopmans’ theorem, which amounts to the approximation $\text{VIE} \approx -\epsilon_{\text{SOMO}}$. This approximation neglects orbital relaxation and electron correlation effects but includes polarization, and typical errors in Koopmans’ theorem ionization energies are $0.5\text{–}1.0 \text{ eV}$.\textsuperscript{18,202} Hartree–Fock QM/MM calculations afford $\epsilon_{\text{SOMO}} \approx -3.0 \text{ eV}$ for cavity-bound structures. This is consistent, within the accuracy of the approximation, with an experimental VIE of $3.7\text{–}3.8 \text{ eV}$.\textsuperscript{105,106,198} Fig. 11a plots the instantaneous values of $\epsilon_{\text{SOMO}}(t)$ from a HF$+D3$ simulation; the average value is $\langle \epsilon_{\text{SOMO}} \rangle = -2.96 \pm 0.42 \text{ eV}$.\textsuperscript{30} These simulations use a QM region with 24 water molecules, but tests with much larger QM regions suggest that $\epsilon_{\text{SOMO}}$ is converged.\textsuperscript{118}

In contrast, when liquid snapshots are extracted from a non-cavity-forming simulation using the LGS model, but then a QM/MM calculation is performed using many-electron quantum chemistry, the Hartree–Fock SOMO is found to be unbound; see Fig. 11b.\textsuperscript{118} In fact, even the earliest Hartree–Fock semi-continuum calculations,\textsuperscript{91} using $(\text{H}_2\text{O})_5^-$ as the atomic region, found that fully hydrogen-bonded water networks do not bind an excess electron except for a weak continuum contribution. To obtain strong, short-range stabilization, dangling hydroxyl moieties were required.\textsuperscript{91} These calculations are updated in Fig. 11b using liquid geometries extracted from the LGS model, which contain no dangling O–H groups (except transiently), since the hydrogen-bond network of water remains intact in this model. Despite the use of very large QM regions containing an average of 75 water molecules, the Hartree–Fock SOMO remains unbound and therefore does not localize, even in comparison to the LGS one-electron wave function.\textsuperscript{118} It is not a bound state, but rather a frustrated (or discretized) continuum state,\textsuperscript{68} trapped near the water molecules only by the finite extent of the atom-centered basis set.

A bound-state Kohn–Sham wave function can be obtained only by relying on artificial stabilization by self-interaction error, and Fig. 11b also shows the values of $\epsilon_{\text{SOMO}}$ obtained at LGS geometries using the PBE and PBE0 functionals.\textsuperscript{118}

![Fig. 11](image_url) (a) Fluctuations in $\epsilon_{\text{SOMO}}(t)$ from an equilibrated, cavity-forming QM/MM simulation of $e^{-}\text{(aq)}$ at the HF$+D3/3-21++G^*$ level.\textsuperscript{30} The QM region in this simulation contains 24 water molecules. (b) Values of $\epsilon_{\text{SOMO}}$ obtained from QM/MM calculations, at liquid geometries taken from a simulation using the LGS model.\textsuperscript{118} QM regions in these calculations contain an average of 75 water molecules, and calculations are performed at the HF$+D3/6-31+G^*$, PBE0+$D3/6-31+G^*$, and PBE+$D3/5-21++G^*$ levels of theory. Panel (b) is reprinted from ref. 118; copyright 2019 American Chemical Society.
The SOMO energy level is bound at the PBE0 level in most (though not all) of the snapshots, though it is more often unbound when smaller QM regions are used.\textsuperscript{78} In contrast, the electron in a cavity forms a bound state when only first-shell water molecules are included.\textsuperscript{78} The PBE functional exhibits larger self-interaction error as compared to PBE0 and thereby stabilizes the SOMO level in smaller QM regions. Using large QM regions (as in the data shown in Fig. 11b), one obtains $\varepsilon_{\text{SOMO}} \approx -1.0$ eV for PBE+D3/3-21+G* calculations at LGS liquid geometries. Even this value seems too small to explain an experimental VIE of 3.7–3.8 eV, even in view of the limitations of Koopmans’ theorem in DFT.\textsuperscript{203,204} In short, the eigenvalue spectrum obtained from quantum chemistry calculations performed on $e^-\text{(aq)}$ structures predicted by the LGS model is incompatible with the available photoelectron spectroscopy.

There has been significant interest also in the VIE of the hydrated electron at the air/water interface.\textsuperscript{1,78} The TB model predicts a 0.5 eV reduction in the VIE at the air/water interface as compared to its value in bulk water, whereas the LGS model predicts no such shift.\textsuperscript{110} Schwartz and co-workers suggest that the LGS model is therefore “more consistent” with the properties of the hydrated electron at the air/water interface.\textsuperscript{112} They furthermore note that no feature at smaller binding energy has been observed experimentally, which is basically true. (There does exist one putative report of a smaller VIE for the hydrated electron at the air/water interface,\textsuperscript{102} but the same feature is not observed in similar experiments\textsuperscript{103,205,206} nor is it evident in simulations or quantum chemistry calculations of the interfacial hydrated electron.\textsuperscript{78,79} That said, VIEs of 1.4–2.0 eV have been measured for hydrated electrons on the surface of ice.\textsuperscript{71,207}) MP2 calculations with nonequilibrium continuum boundary conditions, performed at BLYP(SIC)+D3 geometries, predict that the VIE is $\approx 0.4$ eV smaller at the interface as compared to bulk water,\textsuperscript{79} similar to the interfacial shift that is obtained from the TB model.\textsuperscript{110}

That said, this point may be largely academic. Although the interfacial hydrated electron can be observed in time-resolved SHG experiments,\textsuperscript{127} where it is generated within 1–2 nm of the air/water interface by photodetachment of $H^+\text{(aq)}$, the barrier for surface → bulk internalization of $e^-\text{(aq)}$ is $\approx k_BT$ according to free-energy simulations using the TB model.\textsuperscript{110} Conventional MD simulations with the same model reveal that the interfacial electron persists for no more than a few picoseconds.\textsuperscript{76} As discussed in Section 2.1, this is not inconsistent with the observation of $e^-\text{(aq)}$ in surface-sensitive spectroscopy, but together with theoretical predictions for the interfacial absorption spectrum\textsuperscript{77} it does suggest that the interfacial hydrated electron is spectroscopically very similar to the bulk species.

### 2.9 Free energy of hydration

On the subject of energetics, consider the molar hydration free energy of $e^-\text{(aq)}$, $\Delta_{\text{hyd}}G\left[e^-\right]$. Determination of this value from experiment requires an extra-thermodynamic assumption, since experimental measurements of equilibrium constants can at best determine $\Delta_{\text{hyd}}G\left[e^-\right]$ for ion pairs. As applied to water radiolysis, such measurements can be used, e.g., to determine $\Delta_{\text{hyd}}G\left[e^-\right]$ for the process

$$H^+(g) + e^- (g) \rightarrow H^+(aq) + e^- (aq). \quad (7)$$

The free energy change for eqn (7) is determined to be $\Delta_{\text{hyd}}G\left[e^-\right] = -296.7 \pm 0.6$ kcal mol$^{-1}$\textsuperscript{208} but in order to fix $\Delta_{\text{hyd}}G\left[e^-\right]$ one must choose a value for $\Delta_{\text{hyd}}G\left[H^+\right]$. Estimates of the latter range from $-252.4$ kcal mol$^{-1}$ to $-264.0$ kcal mol$^{-1}$,\textsuperscript{129} which implies a range for $\Delta_{\text{hyd}}G\left[e^-\right]$ from $-44.3$ to $-32.7$ kcal mol$^{-1}$. Kumar et al.\textsuperscript{80} have recently revisited these data, including a careful evaluation of standard states and estimates for the value of $\Delta_{\text{hyd}}G\left[H^+\right]$, and have concluded that the best estimate is $\Delta_{\text{hyd}}G\left[e^-\right] = -36.3$ kcal mol$^{-1}$. This is not so different from earlier experimental estimates that put $\Delta_{\text{hyd}}G\left[e^-\right] = -38.6$ kcal mol$^{-1}$,\textsuperscript{210,211} or even the very early estimate $\Delta_{\text{hyd}}G\left[e^-\right] = -37.5$ kcal mol$^{-1}$ by Jortner and Noyes.\textsuperscript{34}

The value of $\Delta_{\text{hyd}}G\left[e^-\right]$ has recently been computed from periodic DFT simulations using a hybrid functional.\textsuperscript{25} The authors obtain a value $\mu_{\text{hyd}} = -1.28$ eV = $-29.5$ kcal mol$^{-1}$ for what they call the “adiabatic redox level” of $e^-\text{(aq)}$.\textsuperscript{25} This value is subject to uncertainties arising from finite-size corrections to the energy levels of a charged system under periodic boundary conditions, as well as the need to align the absolute energy levels of $e^-\text{(aq)}$ to those of neat liquid water.\textsuperscript{25,212-215} Nevertheless, the agreement with experiment is reasonable, and the simulations are clearly cavity-forming, as seen in the snapshot shown in Fig. 1b.\textsuperscript{25}

There have also been several attempts to compute $\Delta_{\text{hyd}}G\left[e^-\right]$ based on cluster–continuum models of $e^-\text{(aq)}$. These calculations afford values of $-37.4$ kcal mol$^{-1}$,\textsuperscript{216,217} and also $-37.8$ kcal mol$^{-1}$ or $-38.9$ kcal mol$^{-1}$,\textsuperscript{80} depending on the particulars of the cluster model. Ostensibly, this is even better agreement with experiment as compared to the $ab\ initio$ calculation quoted above, however the cluster-continuum calculations are not predictive. The cluster model must be manipulated in order to match experiment and there are issues associated with penetration of the diffusely-bound electron into the surrounding dielectric medium.\textsuperscript{79} That these cluster-continuum calculations are able to match experiment so closely suggests that the value of $\Delta_{\text{hyd}}G\left[e^-\right]$ is dominated by a combination of short-range solvation effects that can be captured by explicit consideration of $\approx 4$ water molecules that are directly coordinated to the electron, along with long-range polarization that is describable by something along the lines of a Born ion model. The $ab\ initio$ MD simulations in ref. 25, on the other hand, afford a first-principles prediction for $\Delta_{\text{hyd}}G\left[e^-\right]$ that is clearly associated with an electron that carves out and occupies an excluded volume in the structure of liquid water. These calculations are free of both the “edge effects” associated with cluster models as well as uncertainties due to electron penetration into a dielectric continuum.

### 2.10 Partial molar volume

Another thermodynamic data point is the partial molar volume of the hydrated electron ($\bar{V}_{\text{hyd}}$), defined as the volume change upon addition of an electron to liquid water in the infinite-dilution limit. This quantity represents a particularly tangible probe of cavity versus non-cavity behavior. Schwartz and co-workers have
computed $\bar{V}_e = 31 \pm 12 \text{ cm}^3 \text{ mol}^{-1}$ using the TB pseudo-potential,\textsuperscript{110} where the positive value is consistent with the intuitive notion that cavity formation should be accompanied by volume expansion. Similarly intuitive is the negative value that they compute using the LGS model, $\bar{V}_e = -116 \pm 27 \text{ cm}^3 \text{ mol}^{-1}$\textsuperscript{110}.

Experimentally, Bartels and co-workers\textsuperscript{218} have recently determined $\bar{V}_e = 26 \pm 6 \text{ cm}^3 \text{ mol}^{-1}$ by measuring the pressure dependence of the equilibrium constant for the reaction

$$\text{NH}_4^+(aq) + e^- (aq) \rightleftharpoons \text{NH}_3(aq) + \text{H}(aq). \quad (8)$$

The value obtained in ref. 218 agrees quantitatively with time-resolved photoacoustic measurements of the volume change following photodetachment of Fe(CN)$_6^{4-}(aq)$ or I$^-(aq)$ to generate e$^-(aq)$.\textsuperscript{219,220} The value $\bar{V}_e = 26 \text{ cm}^3 \text{ mol}^{-1}$ corresponds to a cavity radius of 2.2 Å, in line with electron-oxygen RDFs computed for the cavity-forming pseudopotential models; see Fig. 4a. Voronoi analysis of structures obtained from DFT simulations suggest a cavity radius of 1.8 Å even when $r_{\text{cav}} = 2.49$ Å for the same simulation.\textsuperscript{25} In contrast, it is difficult to reconcile any value $\bar{V}_e > 0$ with a non-cavity model that, in addition, predicts an enhancement of the liquid density in the vicinity of the electron’s spin density.\textsuperscript{29}

In defending the non-cavity model, Schwartz and co-workers have more than once falsely asserted that certain experiments suggest a value $\bar{V}_e < 0$\textsuperscript{23,110}. As evidence, they cite an old pulse radiolysis study by Hentz and Brazier,\textsuperscript{221} in which $\bar{V}_e$ is estimated from the pressure dependence of the forward rate coefficient for the reaction

$$\text{H}(aq) + \text{OH}^-(aq) \rightarrow e^- (aq) + \text{H}_2\text{O} (aq). \quad (9)$$

In fact, these measurements afford an activation volume ($\Delta V^\ddagger$), which is an extra-thermodynamic quantity that is certainly not the same as a partial molar volume. Additional assumptions regarding the activated complex are required in order to obtain $\bar{V}_e$ from $\Delta V^\ddagger$. As explained in ref. 76, the original claim by Larsen $et$ $al.$\textsuperscript{23} that $\bar{V}_e < 0$ appears to be based on a faulty reading of ref. 221, perhaps because a value $\Delta V^\ddagger = -5.9 \text{ cm}^3 \text{ mol}^{-1}$ for eqn (9) is quoted in the abstract of ref. 221 along with some comments about the partial molar volume of the hydrated electron. In both ref. 23 and again in ref. 110, Schwartz and co-workers appear to conflate $\Delta V^\ddagger$ with $\bar{V}_e$, quoting $-5.9 \text{ cm}^3 \text{ mol}^{-1}$ as the partial molar volume. (They finally concede, in ref. 112, that the experimental value of $\bar{V}_e$ is indeed positive.)

Upon careful reading of ref. 221 in its entirety, it becomes clear that conversion of the experimental data for $\Delta V^\ddagger$ into an estimate for $\bar{V}_e$ results in ambiguity as to the sign of the latter. Eqn (4) in ref. 221 affords that work’s main conclusion regarding the partial molar volume, which is that

$$-1.7 \leq \frac{\bar{V}_e}{\text{cm}^3 \text{ mol}^{-1}} \leq 2.7. \quad (10)$$

Making an estimate of the effects of electrostriction, Hentz and Brazier\textsuperscript{221} go on to conclude that the limits established by eqn (10) are consistent with an electron in a spherical volume of 1–6 cm$^3$ mol$^{-1}$, corresponding to a cavity radius of 0.7–1.3 Å.

Actually, Hentz and co-workers carried out a whole series of pulse radiolysis experiments of this type,\textsuperscript{221–223} measuring the pressure dependence of various rate constants to obtain $\Delta V^\ddagger$ for reactions involving e$^-(aq)$. Only in the earliest of these experiments do Hentz $et$ $al.$ ever put forward a value $\bar{V}_e < 0$\textsuperscript{222} and then only cautiously, with significant caveats. Even in that case, they conclude that upon consideration of the effects of electrostriction, their data are not inconsistent with formation of a small cavity.\textsuperscript{222} In subsequent work, Hentz $et$ $al.$ would conclude that $\bar{V}_e$ is likely small but positive, with various estimates of the cavity volume, e.g., 3–14 cm$^3$ mol$^{-1}$\textsuperscript{224} 1–6 cm$^3$ mol$^{-1}$\textsuperscript{223} 3 cm$^3$ mol$^{-1}$\textsuperscript{225} and 10 cm$^3$ mol$^{-1}$\textsuperscript{226}.

Schwartz and co-workers characterize this uncertainty as “discrepancy as to what the experimental molar solvation volume… actually should be.”\textsuperscript{110} This feels, to the present author, like obfuscation. The older estimates by Hentz and co-workers are certainly smaller than more recent measurements,\textsuperscript{219–220} but when viewed collectively, even the older measurements suggest $\bar{V}_e > 0$. In any case, the most recent measurement by Bartels and co-workers\textsuperscript{218} is based on the pressure dependence of an equilibrium constant, not a rate constant. Such a measurement does not require extra-thermodynamic assumptions to obtain $\bar{V}_e$, although assumptions are made regarding the partial molar volume of the hydrogen atom; see ref. 218 for details. It seems impossible to reconcile all of these measurements with the large, negative value of $\bar{V}_e$ that the LGS model predicts.

### 2.11 Temperature dependence of $E_{\text{max}}$

The temperature dependence of the hydrated electron’s absorption spectrum is one of its most well-studied properties.\textsuperscript{98,99,227–234} The spectrum red-shifts as a function of temperature (in both H$_2$O and D$_2$O, and also in alcohols\textsuperscript{235}), but the effect is small, e.g., 2.4–2.8 meV °C$^{-1}$ in H$_2$O.\textsuperscript{98,99,233} Schwartz and co-workers have simulated the temperature dependence of the absorption maximum, $E_{\text{max}}(T)$, with results from ref. 109 that are reproduced in Fig. 12a.

In support of the non-cavity LGS model, Casey $et$ $al.$\textsuperscript{109} note that simulations using the cavity-forming SR and TB models afford essentially no temperature dependence whatsoever for $E_{\text{max}}$, as is clear from Fig. 12a and from comparable simulations using the TB model that have been reported elsewhere.\textsuperscript{236} In stark contrast, the LGS model predicts a sizable red-shift in $E_{\text{max}}$ as the temperature increases, though the magnitude of the effect is grossly exaggerated with respect to experiment. Certainly from one point of view, the LGS model is the only one that predicts a qualitatively correct temperature dependence for $E_{\text{max}}$ (A few data points computed with the PEWP-2 model are shown in Fig. S4 (ESI)), and also fail to reproduce any temperature dependence.) A contrasting perspective is that, following a $-0.25$ eV shift in the TB excitation energies, which can be attributed to neglect of self-consistent electron-water polarization (as discussed in Section 2.1),\textsuperscript{73,75,87,122} the TB prediction for $E_{\text{max}}(T)$ is actually quantitatively closer to experiment than is the LGS prediction, at every single temperature considered in Fig. 12a. This is despite the fact that the TB model predicts no T-dependent shift in $E_{\text{max}}$ at all! Moreover, whereas the $-0.25$ eV shift in the TB results
makes good physical sense, the fortuitously accurate \( s \rightarrow p \) gap predicted by the LGS model is likely an artifact of this model’s too-attractive behavior. The TD-DFT optical spectrum at LGS geometries is strongly red-shifted (see Fig. 5), as discussed in Section 2.1.

Simulations used to obtain the data in Fig. 12a were performed using the canonical NVT ensemble at a single, fixed liquid density of 0.997 g cm\(^{-3}\) at each temperature. These simulations (and others) demonstrate that the cavity-forming TB and SR pseudopotential models exhibit no temperature effect on \( E_{\text{max}} \) for simulations at constant density. However, liquid water’s density changes from 0.997 g cm\(^{-3}\) at 25 °C to 0.958 g cm\(^{-3}\) at 100 °C, an effect that is not taken into account in the aforementioned simulations. This reduction in the density at 100 °C is sufficient, in an NVT simulation, to produce a \( \sim 0.1 \) eV red-shift in \( E_{\text{max}} \) about half of the experimentally-observed shift over the same temperature range.

Nicolas et al. have extended these simulations into the supercritical regime (Fig. 12b) in simulations that employ the experimental density of pure water at each temperature. Over the temperature range from 25–400 °C, corresponding to fluid densities ranging from 1.00–0.48 g cm\(^{-3}\), they obtain a red-shift in \( E_{\text{max}} \) that is comparable in magnitude to the experimental result. On the basis of these simulations, it seems that the TB model does predict qualitatively correct behavior for \( E_{\text{max}}(T) \), but that the magnitude of the observed effect is simply too small to be reliably simulated at subcritical temperatures. The pressure dependence of \( E_{\text{max}} \) has also been measured, and the absorption spectrum is found to be blue-shift with increasing pressure, consistent with a cavity that becomes smaller at higher pressure. This is likely the primary effect that is responsible for the relatively large \( T \)-dependent shifts that are determined by Nicolas et al.

when the temperature dependence of the density is taken into account.

It is worth noting that DFT-based \( \text{ab initio} \) MD simulations predict that a localized \( e^-\text{(aq)} \) wave function persists even in supercritical water, although its coordination number is reduced. Even at supercritical water densities as low as 0.32 g cm\(^{-3}\), where the coordination number is reduced to \( n \approx 2 \), an excluded volume is still evident from the RDFs. In fact, the size of this excluded volume is not significantly different from that obtained for comparable simulations in ambient water.

Bartels and co-workers have measured the \( e^-\text{(aq)} \) absorption spectrum in supercooled liquid water, where a red-shift of 2.2 meV °C\(^{-1}\) persists down to at least \( -18 \) °C. As a consequence of water’s density anomaly, their data include two different temperatures having precisely the same liquid density, and the higher-temperature spectrum is found to be red-shifted with respect to the lower-temperature one. Thus, a temperature effect at constant density is observed experimentally, meaning that the density-dependent explanation proffered by Nicolas et al. cannot be complete. However, the effect measured in ref. 234 is quite small: a 0.12 eV shift between \( -18.0 \) °C and +3.6 °C, and this may simply be beyond the accuracy limitations of these simulations.

TD-DFT calculations of \( e^-\text{(aq)} \) absorption spectra in ref. 75 and 76 used a bin width of 0.15 eV to create histograms of excitation energies that simulate the envelope of the absorption spectrum. The amount of sampling that is computationally feasible is insufficient to obtain a smooth spectral envelope when a smaller bin width is used (see Fig. S5, ESI†), yet the entire experimental temperature effect that is documented in Fig. 12a amounts to only 0.2 eV and therefore almost fits within a single bin. Note also that DFT-based \( \text{ab initio} \) MD simulations predict a red-shift of \( \leq 0.15 \) eV between normal liquid water and high-density supercritical water, whereas the experimentally observed red-shift is 0.7 eV. This further speaks to the difficulty in obtaining quantitative values for \( T \)-dependent spectral shifts from atomistic simulations.

### 2.12 Excited-state lifetime

Discussion of the relaxation mechanism following \( s \rightarrow p \) excitation of \( e^-\text{(aq)} \) has a long history that is recapitulated here for context. The first experiments to measure this process with femtosecond time resolution noted the appearance of two distinct time constants (\( \tau_1 = 110 \) fs and \( \tau_2 = 240 \) fs), which strongly suggests that the relaxation mechanism involves some nuclear dynamics, and is not simply dielectric in nature. (The intermediate state is sometimes called the “pre-solvated” or “wet” electron.) Later experiments with improved time resolution were able to detect an even shorter time constant in the relaxation dynamics, \( \tau_0 = 30–80 \) fs.

A schematic view of the dynamics following excitation of the ground-state hydrated electron is

\[
\text{energetic states} \quad \rightarrow \quad \text{excited state} \quad \rightarrow \quad \text{ground state}.
\]
Here, \( p^* \) indicates a nonequilibrated, electronically-excited \( p \) state; \( p_{\text{eq}} \) is a “relaxed” \( p \) state; and \( s^* \) is the vibrationally-hot ground state. The time constant \( \tau_p \) therefore characterizes solvation on the excited (\( p \)) state whereas \( \tau_{IC} \) is the internal conversion (IC) time and \( \tau_s \) represents the timescale for vibrational cooling on the ground state. Note that the electron’s near-infrared absorption is broad and the timescales in eqn (11) overlap, with some IC occurring in tandem with solvent dynamics on the excited state. These complications led to some controversy over the interpretation of transient absorption measurements, with estimates for \( \tau_{IC} \) ranging from 50 fs to 1 ps, as reviewed in ref. 241. Ultimately, two main models for interpreting the data were put forward:\(^{195,196} \) an “adiabatic” model in which the IC timescale is slow (\( \tau_{IC} \approx 1 \) ps), so that significant solvation dynamics occur on the \( p \) state; and a “nonadiabatic” model, in which the \( p \to s \) process is so fast (perhaps \( \tau_{IC} < 100 \) fs) that it precludes any significant solvation on the upper state. In the latter model, the slower solvation dynamics occur on the ground state.

Excited-state trajectory calculations by Schwartz and Rossky,\(^{52,53} \) performed with the cavity-forming SR pseudopotential model prior to most of the detailed experimental studies of the solvation dynamics, predicted an adiabatic mechanism with a mean excited-state lifetime of 730 fs.\(^{52} \) Contemporaneous experiments by Barbara’s group\(^{242,243} \) initially seemed to confirm this adiabatic picture,\(^{195,244} \) with excited-state lifetimes reported as 300–550 fs.\(^{196,242,243} \) The kinetic modeling of these experiments has recently been reexamined, however, with the conclusion that the fitting parameters are strongly correlated and that the data are fit equally well by values of \( \tau_{IC} \) ranging from 100 fs (consistent with the nonadiabatic model) to 400 fs (more consistent with the original, adiabatic interpretation).\(^{114} \) The adiabatic interpretation was also challenged at the time,\(^{69,245–247} \) based on other transient absorption measurements that predicted much shorter IC timescales, ranging from 50–245 fs.\(^{245–247} \)

Time-resolved photoelectron spectroscopy sidesteps uncertainties associated with the broad absorption in the near-infrared, and experiments of this type in both \((\text{H}_2\text{O})_n^-\) clusters\(^{248,249} \) and in liquid microjets\(^{250–253} \) present a compelling case that \( \tau_{IC} = 50–75 \) fs. As such, the experimental consensus now rests with the nonadiabatic model, suggesting that IC occurs in <100 fs followed by a ground-state solvation dynamics on a timescale \( \tau_s \approx 400 \) fs.\(^{250,251} \)

This consensus is of course in contrast to the aforementioned simulation results obtained using the SR model.\(^{52,53} \) These simulations have recently been updated by Schwartz and co-workers,\(^{112,113} \) who performed fastest-swap-switch surface-hopping trajectory simulations using the TB and LGS models. Despite the fact that both models predict \( \tau_{IC} \approx 100–300 \) fs, the authors decide that the TB model affords an adiabatic mechanism whereas the LGS model predicts a nonadiabatic one.\(^{112} \) The basis for this assignment is the fact that the TB model predicts ground-state cooling to be complete within 300 fs (with \( \tau_s \approx 130 \) fs) whereas this process is much slower for the LGS model (\( \tau_s \approx 450 \) fs). The value of \( \tau_s \) obtained from the LGS simulations is in good agreement with recent experiments,\(^{114,230,231} \) although Schwartz and co-workers caution that theoretical values for the excited-state lifetime of the hydrated electron are especially sensitive to decoherence effects,\(^{112,254–255} \) which are ignored in the fewest-switches surface-hopping procedure.\(^{254,255} \)

Finally, the temperature dependence of the relaxation dynamics in eqn (11) has recently been measured,\(^{114} \) with values \( \tau_{IC} = 158 \pm 9 \) fs and \( \tau_s = 430 \pm 21 \) fs at \( T = 298 \) K that are roughly consistent with the timescales discussed above. At \( T = 318 \) K, these timescales are reduced to \( \tau_{IC} = 73 \pm 6 \) fs and \( \tau_s = 369 \pm 18 \) fs.\(^{114} \) Reminiscent of the temperature dependence of \( E_{\text{max}} \) (Section 2.11), the TB model predicts little or no \( T \)-dependence for the excited-state lifetime, whereas the LGS model predicts a strong temperature dependence in simulations performed at constant density.\(^{113} \)

3 Discussion

It should be clear from the foregoing discussion that the non-cavity LGS model represents an outlier amongst theoretical descriptions of the hydrated electron. \textit{Ab initio} simulations consistently predict a cavity structure, whether these simulations are based on Hartree–Fock theory,\(^{30} \) DF1,\(^{25,81–85} \) or MP2 theory.\(^{31} \) One-electron pseudopotential models developed independently by three different research groups each predict a cavity structure as well.\(^{41,72,73} \)

Regarding the one-electron models, we note that the TB and PEWP-2 models\(^{72} \) were developed using essentially the same theoretical formalism as the LGS model,\(^{20} \) namely, the “static-exchange” Hartree–Fock (SE-HF) approximation.\(^{73,115,119,120} \) (The SR pseudopotential is developed starting from the SE-HF approximation as well, but then additional simplifying assumptions are invoked.\(^{20} \) The SE-HF approach, also known as the Phillips–Kleinman formalism,\(^{119} \) starts from a Hartree–Fock calculation on \( (\text{H}_2\text{O})^- \) using frozen molecular orbitals for \( \text{H}_2\text{O} \) because orbital relaxation constitutes electron-water polarization and is intended to be added later, by means of a classical polarization potential. It is then possible, using well-defined procedures,\(^{73,115,119,120} \) to obtain a one-electron (pseudo)potential whose ground state matches the SE-HF eigenstate asymptotically (i.e., at large electron-molecule separation) and whose energy equals the one-electron SE-HF eigenvalue, \( E_{\text{SE-HF}} \). The pseudopotential is first determined in some basis-set representation and is subsequently computed on a real-space grid and fit to an analytic function for use in condensed-phase simulations. In this last step, LGS apply a smoothing procedure to the data in order to reduce the grid density that is required for the simulations.\(^{20} \)

The procedure outlined above is complicated by the fact that \( (\text{H}_2\text{O})^- \) is not a bound species, so in practice the SE-HF calculation is performed in the presence of a confining potential that is flat in the molecular region but rises steeply outside of this region.\(^{73,111,115,119,120} \) In so doing, one finds that the SE-HF eigenvalue obtained in the presence of the confining potential \( (E_{\text{SE-HF}}+\text{conf}) \) is more positive than the ground-state energy obtained by solving the Schrödinger equation with a confining potential but no water molecule \( (E_{\text{conf}}) \). This implies that the potential contributed by the water molecule is not
repulsive when averaged over all of three-dimensional space, because its presence increases the energy level ($\epsilon_{\text{SE-HF+conf}} > \epsilon_{\text{conf}}$). However, the ground-state eigenvalue $\epsilon_{\text{LGS}}$ that is obtained from the fitted, analytic LGS potential is smaller than the ground-state energy of the confining potential alone.$^{21}$ To summarize,

$$\epsilon_{\text{LGS}} < \epsilon_{\text{conf}} < \epsilon_{\text{SE-HF+conf}}.$$ (12)

This implies that the LGS pseudopotential is net attractive. Most of the differences between LGS predictions and ab initio quantum chemistry can be understood on this basis.

In contrast to the net-attractive behavior of the LGS pseudopotential, ab initio simulations reveal spontaneous cavity formation upon electron injection into neat liquid water.$^{31,70,83}$ An old question in the literature is whether the aqueous electron is “trap-seeking” or “trap-digging”,$^{256–261}$ i.e., does it localize into a pre-existing potential well in neat liquid water, or does it drive changes in the liquid structure that create a trap? The pre-existing traps certainly exist,$^{260–263}$ in the form of transiently-broken hydrogen bonds between water molecules. Even those pseudopotentials that are net repulsive exhibit attractive regions at the hydrogen ends of the O–H bonds.

The early-time dynamics of electron localization in water have recently been simulated using ab initio MD with a hybrid functional.$^{83}$ The localization dynamics can be followed by examining the time evolution of the energy level defined as

$$\epsilon = \frac{1}{2}(\epsilon_{\text{SOMO}} + \epsilon_{\text{LUMO}}).$$ (13)

which is taken in ref. 83 to be a measure of the position of the defect level relative to the conduction band edge. The time evolution of $\epsilon(t)$ is plotted in Fig. 13a, beginning at $t = 0$ with the introduction of an electron into neat liquid water. The electron is initially unbound, indicating the absence of any very deep pre-existing traps. Nevertheless, fluctuations within just the first 50 fs afford a bound state ($\epsilon < 0$) that may be identified as the “pre-solvated” or “wet” electron, about which much has been written.$^{62–66,241,264–266}$ Only after about 250 fs does $\epsilon(t)$ take a steep dive in the direction of the ground-state energy of a thermalized aqueous electron, and one may identify this behavior as indicative of a transition from an initially trap-seeking electron to one that is subsequently trap-digging, with the latter behavior driven by the mostly repulsive electron-water interaction that serves to push water molecules out of the way, creating a stable cavity.

The numerical value of $\epsilon(t)$ obtained from this periodic DFT simulation is less straightforward to interpret as compared to $\langle \epsilon_{\text{SOMO}} \rangle(t)$ from a Hartree–Fock simulation. From the latter, one obtains a time-averaged value $\langle \epsilon_{\text{SOMO}} \rangle = -2.96 \pm 0.42$ eV$^{16}$ (see Fig. 11a) that is consistent with the experimental photoelectron spectroscopy of $\epsilon_{\text{aq}}$, within the limitations of Koopmans’ theorem. In DFT calculations, however, one must contend with self-interaction error that tends to overstabilize $\epsilon_{\text{SOMO}}$ (Fig. 11b).$^{118}$ Furthermore, in a periodic simulation of a system with a net charge, there is an additional source of uncertainty in the form of a band alignment problem.$^{212–215}$ This is related to ongoing uncertainty regarding the position of water’s valence band relative to vacuum level.$^{25,214,215,267,268}$

What is unambiguous in the ab initio MD data shown in Fig. 13 is that the instantaneous energy level $\epsilon(t)$ is strongly correlated with the radius of gyration, $r_{\text{gyr}}(t)$. As discussed in Section 2.2, the instantaneous VIE and the $s \rightarrow p$ excitation energy are also strongly correlated with $r_{\text{gyr}}$. These correlations are observed in DFT-based simulations,$^{76,84,85}$ in periodic MP2 simulations,$^{31}$ and in simulations using cavity-forming pseudopotential models.$^{78,107}$ Similar correlations are observed in finite-size water cluster anions,$^{85,107}$ see Fig. 6.

Fig. 14 presents VIE versus $r_{\text{gyr}}$ data obtained from DFT simulations by Jungwirth and co-workers,$^{84,85}$ for both (H$_2$O)$_n$ clusters as well as $\epsilon_{\text{aq}}$ in bulk water, which should be compared to the pseudopotential results in Fig. 6. The $1/r_{\text{gyr}}$ trend that arises naturally in both data sets is the analytic result for both a particle-in-a-box model and a also hydrogen-like atom model.$^{107}$ Fig. 13b plots the energy level predicted by both of these simple models alongside the ab initio MD data for $\epsilon(t)$ and $r_{\text{gyr}}(t)$, demonstrating that the particle-in-a-box prediction tracks the actual DFT energy level remarkably well.

Eigenvalue data from the cavity-forming quantum chemistry simulations (either at the Hartree–Fock level, Fig. 11a, or else at
the DFT level, Fig. 13] should be contrasted with what is obtained when quantum chemistry is applied after-the-fact to liquid configurations that are extracted from simulations using the LGS model. As shown in Fig. 11b, such configurations fail to bind an electron at the Hartree–Fock level, nor do they bind an electron at the PBE0 level unless a very large number of QM water molecules is included in the calculation, and then only barely.118 In this respect, the behavior at LGS geometries is similar to what is seen at very early times in the hybrid DFT simulations of Fig. 13a, when the liquid structure still resembles neat liquid water and therefore only shallow trap states are available to accommodate an extra electron. Because the LGS pseudopotential does not expel water molecules, the SOMO eigenvalue computed with quantum chemistry is never converted to a bound state at LGS liquid geometries. In contrast, the ab initio electron does expel water molecules, and thereby digs its own trap, starting around \( t = 250 \) fs in Fig. 13a.

The energy-level data in Fig. 13 document the “birth” of a solvated electron starting from a delocalized conduction-band state, which might itself have arisen in water radiolysis as a secondary electron generated by ionization of water or another aqueous species by a high-energy photon or primary electron.10 In the laboratory, solvated electrons are often generated (whether desired or not) by photoexcitation of aromatic chromophores, and ab initio simulations of this alternative birthing process have been reported, starting from excited states of indole269 and phenol.270 Subsequent thermal equilibration affords a cavity state, as shown in Fig. 1; this is the “mature” hydrated electron. To complete the life cycle, one can proceed to ab initio simulations of the reactivity of e\(^{-}\)(aq).265,271,272 For example, in the context of what is arguably the most fundamental reaction in water radiolysis,

\[
\text{H}^+(\text{aq}) + e^{-}\text{(aq)} \rightarrow \text{H(aq)},
\]  

\textit{ab initio} calculations suggest that the reaction is best viewed as a proton transfer reaction and not an electron-transfer reaction.271 The same conclusion is reached based on experimental kinetics measurements.273 The small activation barrier that is measured experimentally208,274 is determined by the calculations to originate in the desolvation penalty needed to bring together the two ionic reactants.271

4 Summary and conclusions

Since 2010, Schwartz and co-workers20,23,24,109–114 have advocated in favor of a model of e\(^{-}\)(aq) that does not inhabit the excluded volume that is traditionally associated with this species. While acknowledging that their alternative model is controversial, these authors contend that the controversy arises “largely because [the LGS model] does not do a good job of predicting the vertical binding energies of water anion clusters.”112 This is an apparent reference to several papers that have criticized this particular aspect of the model.22,116,117 However, a thorough review of the known properties of e\(^{-}\)(aq) demonstrates that there are far more issues than this.

In fact, apart from the \( s \rightarrow p \) energy gap and the (closely-related\(^{107} \)) radius of gyration of the spin density, both of which are reproduced by cavity and non-cavity models alike, there are actually very few data to support the non-cavity model of e\(^{-}\)(aq); see Table 1. Simulations with the LGS pseudopotential do predict a strong temperature dependence for the \( s \rightarrow p \) transition energy that is not seen in other models,109 in simulations performed at constant density, although the effect is exaggerated as compared to what is observed experimentally. Once the temperature dependence of the liquid density is taken into account, however, it is no longer clear that the cavity models are qualitatively wrong,216 although the observed effect is small and none of the simulations are in quantitative agreement with experiment. The temperature sensitivity of the LGS model manifests again in nonadiabatic trajectory simulations of the relaxation dynamics following \( s \rightarrow p \) excitation. Here, the vibrational cooling timescale predicted by one of the cavity-forming models is shorter than what is observed experimentally, and also seemingly independent of temperature, whereas the LGS model qualitatively reproduces the observed temperature dependence.113 Even so, similar excited-state lifetimes are predicted for both cavity and non-cavity models.112

These seem like relatively subtle issues, especially when considered in the context of challenging nonadiabatic excited-state MD simulations. They do not seem like sufficient reason to reject a structural model for e\(^{-}\)(aq) that successfully explains a wide variety of other observables. Simulations based on cavity-forming pseudopotential models and cavity-forming DFT calculations are in quantitative or semiquantitative agreement with experimental results from absorption spectroscopy (both \( \lambda_{\text{max}} \) and the higher-energy “blue tail” of the spectrum); photoelectron spectroscopy (\( i.e. \), the vertical ionization energy); vibrational spectroscopy (red-shifts in the O–H stretching region of the resonance Raman spectrum, and splitting of the
bands when measured in isotopically-mixed water); and hyperfine coupling constants and g-factor shifts measured using EPR spectroscopy. Thermodynamic properties of \( e^- (aq) \), including its hydration energy \( \Delta_{\text{hydr}} \) and partial molar volume \( (\Gamma_{e^-}) \), are reproduced semiquantitatively by cavity-forming \( ab initio \) calculations and pseudopotential models, respectively. A careful examination of the literature, as summarized in Table 1, reveals that very few of these properties have been explained using the LGS model.

In their most recent papers,\(^{111–114}\) Schwartz and co-workers have attempted to rehabilitate the image of their model by rebranding \( ab initio \) MD results as predictive of a “hybrid” picture, exhibiting “only a small central cavity” and which “require significant electron-water overlap like that in our non-cavity model to reproduce experimental findings”.\(^{114}\) This seems, to the present author, like an attempt to carve out some narrow sense in which the LGS predictions can be considered something other than wrong. Perhaps this was inspired by the Jungwirth group’s unfortunate decision to characterize their \( ab initio \) MD results as illustrative of the “complex nature of the hydrated electron”.\(^{84}\) As discussed in Section 1.1, the fact that the hydrated electron’s wave function has a long tail that penetrates into the solvent has been present all along in atomistic simulations, including those performed using cavity-forming pseudopotential models.\(^{73,87}\) Furthermore, there is simply no question that RDFs obtained from the cavity-forming models exhibit a sizable excluded volume into which no oxygen atoms penetrate. This is true for both one-electron models (Fig. 4a) and also many-electron \( ab initio \) simulations (Fig. 7). The LGS model affords no such cavity, but instead enhances the water density inside of the electron’s spin density.\(^{20}\) There is no “hybrid” picture.

The presence or absence of this cavity turns out to be crucial to the energy-level structure that is obtained from quantum chemistry calculations. Not only do Hartree–Fock,\(^{30} \) DFT,\(^{25,41–45}\) and MP2 simulations\(^{31} \) all support stable cavity structures for the aqueous electron, a fact that is compelling enough in its own right, but furthermore the Hartree–Fock SOMO energy level is strongly bound in these structures, \( \delta_{\text{SOMO}} \approx -3.0 \) eV.\(^{30}\) This value is consistent, within the limitations of Koopmans’ theorem, with the experimental VIE \((3.7–3.8 \) eV).\(^{105,106,198}\) A quantitative VIE of 3.75 eV is obtained from \( ab initio \) calculations once electron correlation and long-range polarization are included in the calculation.\(^{79}\) In stark contrast, when Hartree–Fock theory is applied to liquid geometries taken from non-cavity LGS simulations, in QM/MM calculations with \( \approx 75 \) QM water molecules, the charge-defect state is \textit{unbound} by 0.5–1.5 eV (Fig. 11b). To entertain the LGS prediction for the structure of \( e^- (aq) \) is therefore tantamount to rejecting the notion that quantum chemistry is capable of providing even qualitatively correct energy levels.

A simpler explanation is that the LGS model is wrong. As was noted already in 2011 by Turi and Madarász,\(^ {21}\) the LGS model is not faithful to the static-exchange Hartree–Fock method from which it was developed. The problem appears to originate in fitting the pseudopotential data (computed on a real-space grid from \( ab initio \) quantum chemistry) to an analytic function for use in simulations. Unlike the TB and PEWP-2 pseudopotentials that were parameterized in much the same way,\(^ {72,73,115}\) the LGS pseudopotential fails to reproduce the underlying static-exchange energy level.\(^ {21}\) It follows from this observation that the LGS potential is net attractive, when averaged over all of three-dimensional space, whereas the underlying static-exchange Hartree–Fock approximation affords a potential that is net repulsive.\(^ {21}\) Most of the differences between LGS predictions and \( ab initio \) quantum chemistry results can be understood on this basis.
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### Notes and references
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108. There is a long debate in the literature (as summarized in ref. 276) regarding whether the hydrated electron’s absorption spectrum is homogeneously or inhomogeneously broadened. Briefly, early simulations using the SR pseudopotential predicted that the spectral width is dominated by inhomogeneous broadening,25,26,27 i.e., the broadening arises from the fact that the three dipole-allowed $p$ states are only quasi-degenerate. Attempts to separate the homogeneous and inhomogeneous contributions to the spectrum, via polarized transient hole-burning experiments, have yielded...
The overall spectral envelope of solvated electrons in water and other solvents,\textsuperscript{193,194,277} using a semi-analytic model based on strong-coupling theory,\textsuperscript{278} and these authors conclude that “inhomogeneous broadening due to the distribution of solvent environments plays a minor role.”\textsuperscript{194} However, the homogeneous broadening mechanism in that theory relies on vibronic coupling involving modes that modulate that bond-oriented O–H···e− solvation motif. It is unclear to the present author whether this is actually any different from the mechanism implied by atomistic simulations, where small fluctuations in the positions of first-shell water molecules are primarily responsible for “heterogeneous broadening” (as the term is used here) of the absorption spectrum.


Although the electron-water pseudopotentials used in the TB\textsuperscript{2} and LGS\textsuperscript{20} models are derived from first principles, both models (as well as the more \textit{ad hoc} SR model)\textsuperscript{40} include an electron-water polarization potential with an additional adjustable parameter. In all three models, this potential is essentially $V_{\text{pol}}(r) = -\alpha/r^4$, where $\alpha$ is the isotropic polarizability of H$_2$O, though the models differ in how $V_{\text{pol}}(r)$ is attenuated at short range. In the TB model, a cutoff parameter $r_c$ is fit to obtain the proper ground-state energy, \textit{i.e.}, the VIE.\textsuperscript{72} The SR and LGS models use a one-parameter damping function with a cutoff parameter that is chosen in a more \textit{ad hoc} way.\textsuperscript{40}


Note that ref. 31 misstates the experimental value of $r_{\text{gyr}}$ as 2.35 Å. This value is often reported as $r_{\text{gyr}} = 2.45$ Å (at 25 °C), from the moment analysis in ref. 96. A smaller value of $r_{\text{gyr}} = 2.16$ Å had been obtained in an earlier moment analysis,\textsuperscript{128} but subsequent to that, new experimental spectra (at various temperatures) were reported by Tuttle and Golden\textsuperscript{232} and by Jou and Freeman.\textsuperscript{230,231} Line-shape analysis of these data affords $r_{\text{gyr}} = 2.43$ Å for the former and $r_{\text{gyr}} = 2.45$ Å for the latter,\textsuperscript{99} at $T = 298$ K.

The specific claim put forward in ref. 111 is that short-range electron correlation, in the form of electron-water dispersion, is crucially important in determining the structure of $e^{-}^{(aq)}$, and that its inclusion in an otherwise cavity-forming pseudopotential model might cause the excluded volume to collapse. In light of this claim, it is worth noting that the “+D3” correction that is used in both HF+D3 simulations and the BLYP(SIC)+D3 simulations of $e^{-}^{(aq)}$ amounts to an atom–atom dispersion potential of the form $E_{\text{disp}} = -\sum_{ij} C_{6ij} R_{ij}^{-6}$. This correction accounts for water–water dispersion (albeit approximately) but not electron-water dispersion. Inclusion of the latter at the MP2 level manifestly does not cause the excluded volume to collapse.31


163 J. Guthmuller, Comparison of simplified sum-over-state expressions to calculation resonance Raman intensities including Franck-Condon and Herzberg-Teller effects, J. Chem. Phys., 2016, 144, 064106.


198 The scattering-corrected distribution of electron binding energies that is reported in ref. 105 is bimodal, with a peak at 3.7 eV but a shoulder at higher binding energy. However, Bartels* has questioned the consistency of the post-processing of the experimental data that led to this result. In separate experiments, using a different formulation of the correction for inelastic scattering of the outgoing photo-electron, Suzuki and co-workers report a single, Gaussian distribution of electron binding energies for e⁻[aq]. It therefore seems likely that the shoulder reported in ref. 105 is an artifact. Nevertheless, the peak in the electron binding energy distribution that is reported in ref. 105 (3.7 ± 0.1 eV) is nearly the same as that reported in ref. 106 (3.76 ± 0.05 eV), so it seems safe to report a value of 3.7–3.8 eV for the scattering-corrected or ‘genuine’ VIE of e⁻[aq].


217 A computed value ΔΩ₀G⁻[e⁻] = −35.5 kcal mol⁻¹ is reported in ref. 216 but corrected in ref. 80 for a better choice of standard state, affording the value of −37.4 kcal mol⁻¹ that is attributed to the calculations of ref. 216 in the present work.


