Chapter 11

The How and Why of Diachronic Morphologization and Demorphologization

Brian D. Joseph & Richard D. Janda

1. Introduction

Morphology and diachrony have exhibited a puzzling complementary distribution within generative linguistics. When, some years ago, diachrony was in vogue, morphology was not in fashion. Of late, however, morphology has become all the rage, yet diachrony is now in a state of relative neglect by generativists.¹ As a result, there currently is comparatively little work being done on morphological change within the generative framework. Thus, with notable exceptions such as Bybee (1985) and Dressler (1985), most recent investigations in morphology (as represented, for example, by the work of Anderson, Kiparsky, Lieber, Marantz, McCarthy, Williams, and Zwicky) have focused almost entirely on the testing of theoretical claims and constructs in purely synchronic terms and with purely synchronic data.

There is, however, clearly another important side to morphology—and to the study of language structure in general—namely, the diachronic aspect:

¹Thus, e.g., while Kiparsky (1968, 174) could confidently state that linguistic change “is a window on the form of linguistic competence that is not obscured by factors like performance,” Kiparsky (1982, viii) expresses the more pessimistic view that “language change is not as direct a ‘window’ on linguistic structure as one might have hoped.” Given that the earlier concentration on historical linguistics by Kiparsky and certain other generativists involved an unquestionably formalist bent, the present complementarity between morphology and diachrony does not reduce to a formalist/functionalist opposition, nor is it an accidental result of the fact that there just happen to be relatively few functionalists working on morphology at the moment. As we emphasize in this chapter, historical morphology has much to gain from and contribute to both formal and functional approaches to linguistic analysis.
the manner in which earlier synchronic states give way, across time, to new and somewhat-altered later synchronic states. Diachrony is best viewed as the set of transitions between successive synchronic states, so that language change is necessarily something that always takes place in the present and is therefore governed in every instance by constraints on synchronic grammars. As a result, synchronic morphological theory not only should consider the results of diachronic morphological investigations but must be responsive to—and should ultimately explain—morphological changes.

This notion of the interconnection of synchrony and diachrony is not idiosyncratic to us; it originates with Halle (1962) and continues through such works as Kiparsky (1965), Chomsky and Halle (1968), and King (1969). More recently, it has been advocated by Lightfoot in several of his works, most notably Lightfoot (1979), and Culicover (1984, p. 118) has labeled such a view “reasonable.” If diachrony were not linked to properties of the grammars of a language to be found at individual synchronic points in time, then that language would have to be viewed as a disembodied entity that somehow exists apart from its use by speakers at such particular points in time. Indeed, one of the underlying tenets of diachronic linguistic investigation is the assumption that, as the surface forms of a language—the stuff from which grammars are constructed by speakers—are transmitted through time (i.e., across generations and/or peer groups consisting of members relatively close in age), aspects of such transmitted forms and their underlying grammars can be uncovered and can lead to meaningful comparisons between stages of a particular language.

We recognize that some linguists (especially variationists such as Bailey, 1973) deny the distinction between synchrony and diachrony, instead advocating for the study of language a single perspective which is claimed to be “dynamic.” With all due respect, we do not believe that this view is supported by either logical or empirical considerations. On the one hand, we take it as beyond question that, at any one moment, a given speaker has some particular linguistic system in his or her head—a synchronic grammar. The existence of such a system is not belied by the mere presence in it of variation; after all, a major thrust of modern sociolinguistics has been to show that variation is systematic. Hence synchrony indeed exists as a distinguishable phenomenon. On the other hand, it is indisputable that, as already stated, some language change arises via the transmission of linguistic phenomena between speakers of different generations or between lects spoken by speakers of the same generation. Hence diachrony also exists as a distinguishable phenomenon. In denying synchrony and diachrony, the view that there is only a panchronic or achronic dynamism in language suggests that there exist grammatical principles or mechanisms which direct speakers to change their languages in certain ways other than through cross-generational and cross-lectal transmission. To the best of our knowledge, however, there is absolutely no evidence suggesting that this kind of asocial individual causation of linguistic change really exists. But such questionable devices can be dispensed with on the usual view, taken here, that language change occurs solely via two independently motivated entities: the present (synchrony) and time (a succession of presents, i.e., diachrony).

The interplay of synchrony and diachrony can be illustrated by a schematic example representative of numerous real cases. Consider a situation of the following sort: A linguistic stage in which a particular phenomenon can be analyzed as only phonologically conditioned is succeeded first by a stage where the same phenomenon is amenable to analysis with either phonological or morphological conditioning and finally by a stage in which morphological conditioning is an analytic necessity. In the second stage, ex hypothesi, neither analysis is favored over the other by any data. Consequently, it would seem that some synchronic grammatical mechanism, made available through universal grammar either as part of the language-acquisition device or as a general constraint on the form of individual grammars, must be posited in order to explain why a morphological analysis—actually a reanalysis of the earlier situation—is preferred and ultimately chosen at the third stage. Only if linguistic theory (via universal grammar) is suitably enriched so as to include the relevant grammatical mechanism can such a diachronic development be accounted for. In cases of this type, therefore, not only are diachronic examples directly relevant to the form of synchronic linguistic theory, but also synchronic linguistic theory becomes indispensable to the explanation of language change.

Given this conclusion, diachronic morphology obviously has no shortage of issues to explore, questions to address, and problems to solve. At the top of the agenda for research in this regard is the challenge presented by the common diachronic phenomenon of morphologization, alluded to in our schematic example. This phenomenon is frequently alleged to be widespread and thus certainly deserves a focused investigation that not only identifies real examples but also carefully defines the nature of the elements involved (e.g., what is meant by “morphological” and “phonological”).

By PHONOLOGICAL as applied to a rule, constraint, and so on, we mean a generalization which makes exclusive reference to phonological features (such as coronal, nasal, labial, strident, voiced, continuant, and/or phonological boundaries/domains of (syllable, word, phonological phrase, etc.). By MORPHOLOGICAL we mean a generalization with any morphological and hence nonphonological feature(s); these include features which are morphosyntactic (e.g., [+dative] or [+3sg]), morphosemantic (e.g., [+agentive], for nouns, or morpholexical (e.g., [+1stem]), as well as other, difficult-to-classify morphological features (see also Zwicky, 1986, on classifying feature types). MORPHOLOGIZATION, then, describes any transition (via dephonologization or desyntacticization) from a state in which a generalization is nonmorphological in nature to a state in which the corresponding generalization is
morphological in nature. DEMORPHOLOGIZATION [which could potentially occur via either (re)phonologization or (re)syntacticization] describes the opposite process. Our use of this latter term should be distinguished from that of Klausenburger (1976), who employed it to label a historical development whereby an already-morphological generalization becomes (more) lexicalized. For us, demorphologization in Klausenburger's sense constitutes nothing more than a subtype of morphologization, namely, greater (morpho)lexicalization. It is no accident that we group together morphology and the lexicon. It is universally recognized that there are intimate ties between these domains, and, in most current theories of grammar, the lexicon contains at least some morphological rules (see especially lexical morphology and phonology).

Two things make morphologization especially interesting. First, the diachronic phenomenon of morphologization is exemplified by the movement of syntactic phenomena into morphology as well as by the movement of phonological phenomena into that domain. Second, it is widely presupposed that these processes are virtually unidirectional, so that probably most linguists would agree that transitions into morphology are in fact the norm. On the other hand, movement out of morphology into phonology or syntax, demorphologization, is generally held to be rare or even nonexistent. In keeping with these views, most investigations of morphologization deal only with the how of that diachronic change and do not even mention the possibility of the existence of the opposite type of development, diachronic demorphologization.

In this chapter, we point out that, while instances of diachronic demorphologization are admittedly rare, they are nevertheless known to exist. In view of this fact, we submit that the more important question to be addressed in this regard is why diachronic morphologization occurs, and furthermore, why so often, whereas the converse direction of reanalysis is so (relatively) infrequent.

Our answer is that both the how and the why of diachronic morphologization (and, for that matter, demorphologization) can be understood only by assigning to morphology a more central position and role in grammar than has heretofore been done, even in approaches like the lexical morphology and phonology of Kiparsky, Mohanan, and others. That is, nothing short of a conception of language in which grammar, even syntax, is morphocentric can explain the facts and trends of diachronic morphology, and of much of diachronic phonology and diachronic syntax as well.

2. Diachronic Morphologization

The phenomenon and the frequency of historical shifts from both syntax and phonology into morphology are familiar enough that they do not need much in the way of detailed explanation. Here, in fact, we merely present a brief listing of some representative cases. The classic example illustrating morphologization of an originally phonologically conditioned process is provided by Germanic umlaut. This phenomenon represents numerous different morphologizations in a variety of Germanic languages at a variety of different times in the course of their development, but for our present purposes these can all be brought together under a single rubric.2

Other such cases include the subpart of Grassmann's Law in Sanskrit which survives as part of the morphological processes of reduplication (see Sag, 1976; Schindler, 1976; Janda and Joseph, 1986), many of the consonant mutations in Celtic, and accent shifts in Modern Greek compared with their Ancient Greek counterparts (see Warburton (1970), where a pseudophonological account with a phonetically/phonologically unmotivated feature [+long] is used, as well as Bubenik (1979) and Joseph and Philippaki-Warburton (1986, Chap. 3)).3,4 The most solidly established examples of morphologization of phonology have been provided from within the tradition of Indo-European studies. Nevertheless, other cases from other language families can be found, although they are not as widely known and thus require more extensive discussion than can be presented here.5

As regards the morphologization of syntax, a familiar case concerns the development of person-agreement affixes from free pronouns in many Bantu languages as analyzed by Givón (1971), who formulated the now well-known slogan, "Today's morphology is yesterday's syntax." Similar instances of this kind of desyntactization include noun incorporation in Iroquoian (see Mithun, 1984, 1985) and the evolution of a synthetic future in Romance from a Late Latin analytic future with habere (see Benveniste, 1968; Fleischmann, 1982). Finally, the standard handbooks have made familiar yet other morphologizations of syntax, such as the Romance development of an adverbial suffix -mente out of a free word in Late Latin, as well as numerous parallel transitions from free words to derivational affixes in various Germanic languages (as for English/German -hood/-heit, -less/-los, etc.).

2The morphologization of umlaut in Germanic has been most extensively treated for High German (see Wurzel 1970, 1980; Robinson 1972, 1975; Janda 1982a,b, 1983a, and references there).

3This is most massively the case under the traditional analysis, e.g., that implicit in Lewis and Pedersen (1937). We are aware of, by the way, that some of the Celtic facts can be given a phonological treatment. Still, this is possible only at the expense of assuming fairly abstract triggers, and there are other mutations in various Celtic dialects for which even such an abstract analysis cannot work and has therefore never been suggested. See, for example, Thomas-Flinders (1981) on lenition in the Scots Gaelic of Leurbost, Isle of Lewis.

4We take it as beyond argument that the mere manipulation of sound by some linguistic rule does not ipso facto render that rule phonological.

5For example, Holman (1985) presents consonant gradation in Finnish as a morphologized originally phonological process (though he argues that the process has further been "semasiologized"). An instance of desyntactizing morphologization from the history of Japanese is discussed by Vance (1982) (following traditional Japanese scholarship, although this analysis is disputed by Miller, 1985, pp. 140-141, 158n.2, 159n.9), and a similar example from Cantonese is provided by Wong (1982).
3. Diachronic Demorphologization

As we noted earlier, though, the opposite developments—both the syntacticization of a former morphological element or process and the phonologization of a once morphologically determined alternation—have also been argued to exist. All of the cases known to us, however, are controversial, a property which is not at all surprising, given that demorphologization is generally held to be a rare phenomenon. Accordingly, in this section, we present and discuss the facts of four such possible cases of demorphologization, limiting ourselves to those in which the facts are known to us in sufficient detail to allow a judicious consideration and evaluation of their merits. While it is clearly not possible to examine all reported instances of such a development, we nonetheless strongly believe that these examples are representative of the general situation to be found with instances of demorphologization. The cases in question—taken up in turn below and then reevaluated in Section 4—are the following: the conditions under which a prefix marking past tense appears in Ancient and Modern Greek, allomorphy in the Hittite quotative particle, the development of the English possessive ending, and the deaffixation of the Saame (Lappish) abessive morpheme.

In Ancient Greek, a prefix traditionally known as the “syllabic augment” served as one of the elements marking a verbal form for the past tense, the other possible elements being stem change, different endings, and a different stress pattern. The prefix in question was usually ε-, though the prefixation process was occasionally realized differently under conditions irrelevant here. (1) lists some examples of regular augmentation in Greek Ancient.

(1)  paidèu-o: ‘teach, 1sg present’ ~ e-paidèu-on ‘taught, 1sg imperfect’
     lambàn-ete ‘take, 2pl present’ ~ e-lambè-ete ‘took, 2pl aorist’
     lambàn-εi ‘take, 3sg present’ ~ é-lambè ‘took, 3sg aorist’

In some forms, though, the augment was the sole marker of past as opposed to present tense. That is, in such cases, none of the other possible marking devices happened to be present, as in (2), for example.

(2)  paidèu-omen ‘teach, 1pl present’ ~ e-paidèu-omen ‘taught, 1pl impf’
     lambàn-ete ‘take, 2pl present’ ~ e-lambàn-ete ‘took, 2pl impf’

The augment, therefore, must be considered to be present in the underlying morphological structure of Ancient Greek past tense forms; furthermore, its occurrence is not linked to any phonological feature(s).

Under one analysis of the occurrence of the same prefix in Modern Greek (see Kaisse, 1982, pp. 77–79), however, the augment is assumed to be a completely phonologically determined element, one which is present only on the surface and occurs only when it can be stressed. Because of the predictable antepenultimate placement of stress in certain types of past tense formations, the augment apparently serves as a mere phonological placeholder for that stress. Thus, under this analysis, the augment occurs only when there is no syllable in a verb stem which can bear the necessarily antepenultimate stress—necessarily antepenultimate because the form at issue is by definition an appropriate past tense:

(3)  Underlying morphological form: /lav-a/ [+,past] ‘took, 1sg’
     Antepenultimate past tense stress: [e + lav-a]
     Phonological augment ephemeris: [é + lav-a] ‘I took’

The form elava can be contrasted with the 1pl form lávame, where no augment is needed because the combination of a bisyllabic stem (lava-) with a mono-syllabic ending (-me) provides an antepenultimate syllable that can carry stress. Under such an analysis, then, the once purely morphologically conditioned rule of augment prefixation has become phonologized in Modern Greek.

Similarly, the Hittite quotative particle, which introduces direct speech, has two forms: -wa before consonants and -war before vowels. According to one proposed etymology for this particle, Joseph (1981; see also Joseph and Schourup, 1982), this phonologically based alternation between -wa and -war derives from an originally morphological distinction. To wit, a Proto-Indo-European particle *-wo (which would directly yield Hittite -wa) was contrasted with a variant form of the same particle which differed in its morphological makeup by having an additional adverbial (actually locativial) suffix *-r, their combination giving *-wor (which would in turn directly yield Hittite -war). Here, too, a once-morphological difference appears to have been transformed into a matter of phonological conditioning.

An example of demorphologization via syntactization has been discussed for the history of English by Janda (1980, 1981), who argues at length that, during the late Middle English period, the possessive inflectional affix (i.e., the genitive singular suffix -es) was reinterpreted by at least some speakers as the reduced version of an independent form, the possessive pronounal determiner his. In this way there arose syntactic expressions like John his book (= [John [his book]]), where possession is indicated by a presumably clitic form of an underlyingly free word rather than a bound affix (as in John's book = [Johnh's book]). The construction with his in fact persisted well into the Early Modern English period, its gradual demise apparently being principally attributable to the concerted attacks of Latinizing prescriptive grammarians.

Kaisse's analysis could be translated into more current terms by postying an empty prefix for the past consisting of a V-slot which can be stressed and which, if stressed, is spelled out as e (a default specification—other values are found) but which, if not stressed, is either deleted or simply not realized. Describing these facts in such terms does not change the basic thrust of an analysis of this phenomenon as apparent demorphologization, for there would still have been a change in the type of conditions under which the augment appeared: from purely morphological to more phonological (though see Section 4 for a reevaluation of this view).
A parallel case is provided by Nevis (1985b), who discusses the course of events by which the Saame (Lappish) abessive morpheme taga was demorphologized via its syntacticization from an affix to a clitic to a free word by speakers of the Northern Saame Enontekiö dialect. The form taga derives from an affixal sequence *pta-k-ekh consisting of caritive *pta + lative *k + an extra lative suffix *k or *n (with epenthetic -e); other Finno-Permic languages show reflexes of *pta-k (without the extra lative suffix). One might think that Enontekiö Saame is archaic in having a reflex of *pta-k (ekh) as a free word and that the other dialects and languages were the innovators here in developing a clitic or affix from an original free word or sequence of free words. Compelling evidence, however, supports the reconstruction of the entire prosequence in question as affixal. For one thing, in the vast majority of Saame dialects and in fact throughout Finno-Permic in general, the reflexes of *pta-k are suffixal. Moreover, the sequence is clearly composed of two (or three, in the case of Northern Saame) morphemes, each reconstructible on its own, and the single-segment elements *k and *n simply could not have been independent words in the protolanguage. Finally, in most of the Finno-Permic languages, *pta shows idiosyncrasies of combination—in particular, attachment as a case suffix to verbal stems—which are unpredictable and unexpected and thus unlikely to have occurred independently in each language. Thus it seems safest also to reconstruct affixal status for *pta in the protolanguage.

The most relevant fact for the matter at hand, though, is that, in all dialects of Saame, (j)aga has undergone deaffixation and has been reanalyzed as a true clitic (on this term, see Nevis, 1985a). In Enontekiö, however, (j)aga has further undergone declitization, thereby gaining status as an independent word. In particular, it seems now to be a stressless postposition. (A similar case from Old Estonian is discussed in Nevis, 1987.)

4. A Reconsideration of Demorphologization Cases

The importance of these putative cases of demorphologization cannot be denied. However, they are only as strong as the data and interpretations upon which they rest. As it happens, though, at least some of these putative cases of demorphologization are not without problematic aspects and thus are subject to challenge concerning whether they truly constitute examples of demorphologization. It is significant that such is the case far more often with demorphologization examples than with morphologization examples (e.g., those in Section 2 above). In particular, this fact points up the difficulty of finding real examples of demorphologization and thereby attests to the rarity of the phenomenon. In what follows, we briefly indicate some of the problems faced by the proposed examples.

It may well be that the origin of these protolanguage affixes is to be sought in free words in some preprotolanguage stage, but we know of no evidence requiring such a conclusion. For the directly reconstructible protolanguage stage, the affixal status of the morphemes in question seems assured.

In the case of the Modern Greek augment, the analysis given is based on an idealized version of the standard language. Due to decades of a diglossic situation within Greek, however, there are now—and have always been, to a greater or lesser extent—several verbs with unstressed augments that are borrowings from the “high”-style language but which are nonetheless in relatively common use. For example, the past tense of prókłito ‘it is a question of it, is about to’ is commonly e prókito, with an unstressed augment. Furthermore, many verbs occur with an augment (the so-called internal augment) even though they have a lexical prefix which provides enough syllables to allow the form to satisfy the antepenultimate-stress requirements of the past tense without epenthesis of the augment. For example, the past tense of metéfrázo ‘I translate’ (prefix meta- with bound verbal root frázo) ‘(having to do with) speech or language’; see also ek-frázo ‘express; frásis ‘phrase,’ etc.) is commonly metéfrázo ‘I translated,’ with an internal augment, and not, for many speakers, metéfrázo.

Such facts make it clear that a strictly phonological solution for the Modern Greek augment cannot work, and consequently one cannot say that past tense augmentation in Greek has truly become phonologized. Moreover—and this bears directly on the issue of defining such terms as “phonologization” and “morphologization” in the first place (see Section 1)—even if the facts concerning the augment were such as to allow the phonological solution outlined in Section 2 to stand, the change in question would be a matter of a morphological process becoming not completely phonologically determined but instead only somewhat more phonological in nature. That is, the epenthesis rule would still apply solely in past tense forms and not generally, since antepenultimate stress is not called for everywhere in Modern Greek (as, for instance, with neuter nouns in ma, e.g., ónoma ‘name, nom’ – onómatos ‘name, gen’ but ríma ‘verb, nom’ – rímatos ‘verb, gen’ instead of *étrima – rímatos).
The Hittite example is similar, but it has an added problem. Just as in the case of the Greek augment, the phonologization of the *wa//war alternation is really just increased phonology of conditioning. It represents a shift in the direction of greater phonological determination for two allomorphs of a single lexical item and is not the result of a general phonological rule of intervocalic /r/-insertion at word boundary. Moreover, the case for demorphologization depends crucially on the etymology proposed above, which, it should be recalled, derives *wa//war from *-wo/*-w-o-*r (*wo being the etymon of the particle found in Sanskrit /iva/ 'like, as if' and *r being the locative adverbial suffix also found in English there, where, and the like). As is well known, though, etymology is the most brittle of the linguistic sciences, and, as it turns out, there is another possible etymology for *war. Many scholars (e.g., Friedrich, 1952, SV.) connect it with the Hittite verb wer-ija- 'say' (cognate with Latin ver-(bum), etc.) and take the -wa form to be a generalization of a sporadic /r/-loss process found elsewhere in the language. Under that proposal, there is no demorphologization, because the original difference between the two Hittite quotative morphs did not reside in their morphological makeup.

Finally, it must be noted that, when the common Middle English expression of possession by the John his book construction later fell out of use in Early Modern English, it gave way to a situation where the only way to express possession prenominally was use of the phrasal affix /-s/ (on this term and concept, see especially Nevis, 1985a, and earlier references there). This change, then, represents a kind of desyntacticizing remorphologization of the peripheral possessive with full-word his, since the full sequence of changes was /-s > his > -s/.

These difficulties notwithstanding, we believe that demorphologization must be recognized as a possible type of linguistic change. In particular, there seems to be nothing standing in the way of accepting the Saame example, and it appears indisputable that some Middle English speakers did reanalyze their language's affixal-possessive construction in such a way as to express possession syntactically where speakers at earlier stages had done so morphologically. Thus, demorphologization does exist, after all.

5. Explaining the Preponderance of Morphologization Cases

Unobjectionable examples of this phenomenon are so few and far between, especially compared with the easily found examples of morphologization (see Section 2), that we must recognize a lopsided asymmetry between historical morphologization and historical demorphologization in grammatical change.

Perhaps more importantly, though, this lopsidedness is totally unexpected in any linguistic theory where there is no separate morphological (sub)com-

ponent, even in the lexicon—as in most generative theories until recently—or where phonology, morphology, and syntax are all accorded equal status in the overall organization of grammar.

As we noted at the outset of this chapter, we feel that this relative asymmetry can be accounted for by embedding a diachronic view of morphology in a synchronic theory of language where the various aspects of word formation and word structure, along with the lexicon, constitute the central component of grammar.

Synchronously, the best evidence for such morphocentricity comes from the fact that there is no aspect of grammar which interacts with all the others to the extent that morphology does. The connection of morphology with phonology via morphophonology is obvious, and the connection of semantics with morphology both in lexical entries and in morphological rules goes almost without saying. Much of syntax can actually be seen as concerning either the ordering and grouping of morphologically defined categories or the co-occurrence properties of various morphemes, especially affixes. Relevant here are such inflectional phenomena as case marking and agreement, as well as the correlation of different derivational affixes with different argument structures. Finally, even phonetics interfaces with word formation via such phenomena as sound symbolism and onomatopoeia.  

Rather than diagramming our conception of morphocentric grammar, we simply point out that the centrality of morphology in language is reflected in the fact that, of the various subparts of grammar, morphology alone may refer to all the other subparts in its rules and principles. Thus, analysts rarely comment when morphological rules refer to or manipulate all of semantics, syntax (categories, subcategories, configurations, etc.), phonology, and even pragmatics. But much recent work attempts to show that syntax is autonomous, that is, phonology-, semantics-, and even morphology-free. Furthermore, we maintain that a proper conception of phonology takes that realm to be morphology-free and syntax-free. This is because, on the one hand, sound-structure rules referring to morphological features are really morphological rules, while on the other hand, syntactic considerations are only indirectly relevant to phonology (insofar as they define phonological phrases and other related domains).

Against the claim that grammar is morphocentric, it might be objected that some languages (like Chinese) are said to lack morphology and that all languages participate in a great cycle of downgrading whereby analyticity and

Recent work on sound symbolism and onomatopoeia, e.g., Oghlu (1983), suggests that universal semantic associations must be posited for certain phonetic phenomena such as particular tonal/intonational pitches, vowel quantities, and consonantal places of articulation. This is so because the association of such meanings and sounds with one another is so cross-linguistically widespread as to be clearly nonaccidental and hence presumably part of universal grammar, at least as an unmarked tendency or default setting of some parameter.
syntactic expression give way to syntheticity and morphological expression, which themselves give way to analyticity and syntactic expression again, ad infinitum. Clearly, morphocentricity cannot be a linguistic universal if some languages now lack morphology or if all languages pass through stages where they lack and then regain morphology.

However, neither of these situations is actually the case. On the one hand, we know of no language that lacks both affixation and compounding; Chinese for example, certainly has compound morphology. Furthermore, clitics and free morphemes (or words) which structure sentences also seem to be present in all languages (like the Chinese enclitics discussed by Huang, 1985). On the other hand, the fact that downgrading seems to be constantly at work wearing away morphology—and provoking its replacement with syntactic means—at the same time that it converts syntax into morphology does not disprove the grammatical centrality of morphology. It is not as if syntax first decays into morphology, and morphology then eventually decays into nothing and thereby dies. Morphology is not a graveyard. Instead, it is more as if syntax feeds morphology, while morphology itself undergoes (greater) lexicalization which, for speakers of the world’s languages, does not apparently resemble death so much as nirvana. And, since syntax continues to pass into morphology even as the latter undergoes lexicalization, morphology indeed remains as a central constant of grammar.

Of further relevance to our notion of a centrality for morphology in synchronic grammar is an evaluation of the opposite claim made by Roepke and Siegel (1978). These authors maintain that, in cases where morphological rules might come into competition with syntactic rules, as in their analysis of English compounding, the generativity and general freeness of syntactic rules lead them to prevail over even productive morphological or morpholexical rules. For Roepke and Siegel, this principle accounts for the absence of [adverb + noun] deverbal compounds of the type *beautifully dancing (which would otherwise be predicted by their general morpholexical rules for English verbal compounds), since syntactic [adjective + noun] sequences are independently generated by the phrase structure rules for noun phrases and thus would block the morphological formation of the relevant compounds.

For us, such a principle would be directly at odds with the view of the role of morphology in synchronic grammars that we are espousing here. However, even if Roepke and Siegel’s principle might work for the English case at hand—and note that other analyses have been proposed for English verbal compounds which do not need such a blocking of morphology by syntax—

11 For example, for Selkirk (1982, p. 46 et passim), the absence of adverbs in compounds with final deverbal noun heads follows from a broader restriction excluding adverbs from noun compounds and certain other compound types as well. Furthermore, Allen (1978, 182n. 23) points out that Roepke and Siegel’s use of syntax to block morphology effectively constitutes a transderivational constraint. To these considerations, we add two further criticisms. First, Roepke and Siegel’s

... principle would incorrectly predict that [adjective + noun] compounds like blackbird and highchair should be blocked by the existence of their (syntactically derived) phrasal equivalents (see also Joseph, 1980). Second, their use of syntax to block morphology runs directly counter to current assumptions about the “blocking” of syntax by morphology and the lexicon; e.g., Kiparsky (1983) argues that the nonexistence of the phrase *the day after today is due to the lexical existence of tomorrow. This kind of blocking moreover provides further evidence for morphocentricity.
local generalizations over (unified) subsets of the totality of the relevant data.\textsuperscript{13}

Under the usual generative assumption that language change is governed primarily by constraints of synchronic grammar, the above evidence regarding speakers’ preference for particularized (i.e., morpholexical) analyses of reduplication and morphological processes in general requires that grammars be constructed so as to place a premium on morpholexical solutions to linguistic problems involving sounds as well as sentence structure.\textsuperscript{13}

Clearly, much work is needed in order to transform our programmatic statements here into an elaborated representation of the notion MORPHOLEXICAL PREFERENCE within the valuation metric of a generative grammar. Still, the outlines of the mechanism and its consequences are clear. For example, the famous Maori case discussed by Kiparsky (1971) and Hale (1973) shows speakers disregarding an apparently obvious and simple purely phonological solution in favor of a fragmented morphological analysis involving considerable allomorphy. As a syntactic example, we cite the following: LikeModern German, Old English had case marking and a presumably base-generated double-object construction where indirect objects preceded direct objects. When the Old English case system was lost and, concomitantly, the use of prepositions was generalized, the continuing occurrence of nonprepositional indirect object + direct object sequences was apparently evaluated as much more marked and thus, on many synchronic analyses of Modern English, is now taken to be the result of (something analogous to) a Dative Movement transformation. However, this reanalysis clearly involved a morpholexical restriction, since it was basically not generalized beyond the then-existing stock of appropriate verbs in Old English (e.g., Latinate verbs are still resistant to Dative Movement alternations, so that *explain me the text is unacceptable).

Unmistakable historical trends involving increased splintering of already-morphologized processes bespeak a tendency on the part of speakers to opt, in their internalized grammars, for analyses which focus on individual morphological and lexical elements, rather than alternative analyses which are

\textsuperscript{14}As discussed by Janda and Joseph (1986) and Joseph and Janda (1986), fragmentation over time of affixation, and, in fact, of morphological processes in general, is also common. Regarding fragmented affixes, consider, e.g., English -ai/-e (as in linear/linear) and the various -ables (as in movable/survivable/comfortable/potable), as well as German -einz-ern and erlen/nier. As for fragmented replacement processes, consider unplant in German (Janda 1982a,h, 1983a) and in Rotuman (see Janda, 1983b, 1984; Hoeksema and Janda, 1985). Concerning fragmentation of both subtractions and permutations in morphology, consider the "incomplete-phase" apocopation and metathesis also found in Rotuman (treated in the references just given).

\textsuperscript{15}See Section 1. Note also that, on this assumption, language change occurs by innovations either in underlying/base forms or in rules, e.g., by addition, reordering, alteration, and/or loss. All of these phenomena obviously are subject to the constraints of synchronic grammars. However, our own view is that analyses couched in such terms must be strongly tempered by a sharper focus on the role of surface forms in triggering the reshapings of grammars.

generalized over broader, less idiosyncratic classes of grammatical elements (whether phonological or syntactic).

The explanation for this morpholexical preference may well have to do with the apparent fact that, in their dealings with language, speakers are severely constrained in scope by a highly limited window determining how much grammatical and lexical structure they can consider at one time. If speakers do not have available to them pencils, papers, and notebooks full of charts and tables for performing morphological and general grammatical analysis, we suggest that linguists should at least think twice about proposing descriptions and theories arrived at through a heavy reliance on the aforementioned tools.\textsuperscript{14} Instead, imposing a more lexically based limitation on morphological analysis and reanalysis seems to yield exactly the right predictions regarding both morpholexical fragmentation and—to return the focus to our more central concern—morphologization.\textsuperscript{15}

We believe that finding one or more answers regarding the asymmetry which exists between historical morphologization and historical demorphologization depends largely on asking the right question. In the morphological literature, most attention has been focused on the important issue of how morphologization occurs diachronically, for example, by such mechanisms as the obscuring of phonological conditioning (for such processes) as the result of (something analogous to) a Dative Movement transformation. However, this reanalysis clearly involved a morpholexical restriction, since it was basically not generalized beyond the then-existing stock of appropriate verbs in Old English (e.g., Latinate verbs are still resistant to Dative Movement alternations, so that *explain me the text is unacceptable).

\textsuperscript{14}Appearances to the contrary, we deny that this suggestion concerns only the methodology and practice of linguists and so is irrelevant to linguistic theory and analysis. After all, linguistic analyses and theories are usually based on the full range of available relevant data in a language. But if speakers do not or cannot consider more than a limited window of data, then linguists’ deviation from speakers in this regard is not only methodologically ill-conceived but also analytically and theoretically so. If children are indeed "little linguists" but differ from adult, professional linguists in not always considering the totality of available and relevant linguistic data, then surely it is the members of the latter group who should change their theory and practice.

\textsuperscript{15}This centrality of morphology (with its concomitant of frequent morphologizations of linguistic elements. We in fact know of no valid cases where a morphological process was completely (re)phonomologized (i.e., so as to become a morphemically/lexically free process of some language's sound structure) and thereby completely demorphologized. Furthermore, the cases of (re)syntacticizing demorphologization in Middle English and in Enontekiö-Saame discussed earlier seem to have resulted, respectively, from accidental homophony of an affix (ME *e*is) and from a rather convoluted intersection of the results of certain sound changes (including loss of vowel harmony) with particular phono tactic restrictions. Given the number of unsystematic only to the extent of making the morphologizing analyses, it is not surprising that demorphologization is so rare.

\textsuperscript{16}Our suggestion that the frequency of morphologization is due to morphology’s status as the nexus of all grammar represents both a convergence with and an expansion on the semiotically based proposals of Dressler (1985).
of word formation and grammar overall from which this situation could be predicted. But in a morphocentric theory, one in which morphology occupies a central place in the grammars of particular languages and hence in the underlying architecture of universal grammar, it is only to be expected that the morphological component should come to be, via dephonologization and desyntacticization, the final resting place of so many different kinds of originally nonmorphological linguistic phenomena.
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