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#### Abstract

We consider a reaction-diffusion-advection system of two competing species with one of the species dispersing by random diffusion as well as a biased movement upward along resource gradient, while the other species by random diffusion only. It has been shown that, under some non-degeneracy conditions on the environment function, the two species always coexist when the advection is strong. In this paper, we show that for general smooth environment function, in contrast to what is known, there can be competitive exclusion when the advection is strong, and, we give a sharp criterion for coexistence that includes all previously considered cases. Moreover, when the domain is one-dimensional, we derive in the strong advection limit a system of two equations defined on different domains. Uniqueness of steady states of this non-standard system is obtained when one of the diffusion rates is large.
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## 1. Introduction

In this paper, we are interested in the effect of dispersal on the competition of species. Our study is motivated by an interesting result obtained in [11] in which Dockery, Hutson, Mischaikow and Pernarowski considered the following two species competition model

$$
\begin{cases}U_{t}=d_{1} \Delta U+U(m(x)-U-V) & \text { in } \Omega \times(0, \infty),  \tag{1}\\ V_{t}=d_{2} \Delta V+V(m(x)-U-V) & \text { in } \Omega \times(0, \infty), \\ \partial_{v} U=\partial_{\nu} V=0 & \text { on } \partial \Omega \times(0, \infty) \\ U(x, 0)=U_{0}(x), \quad V\left(x_{0}\right)=V_{0}(x) & \text { in } \Omega\end{cases}
$$

Here $\Omega$ is a bounded smooth domain in $\mathbb{R}^{N}$, with $v$ denoting the outward unit normal vector on the boundary $\partial \Omega$ of $\Omega$, and $\partial_{v}=v \cdot \nabla$ being the outer normal derivative. $U$ and $V$ represent the population densities of two different

[^0]competing species, while $m(x)$ captures the quality of the habitat $\Omega$ at location $x$. If $m(x)$ is nonconstant, it is shown that if $0<d_{2}<d_{1}$, then all positive solutions of (1), regardless of the initial values $U_{0}(x), V_{0}(x)$, converge uniformly to $\left(0, \theta_{d_{2}}\right)$ as $t \rightarrow \infty$, where $\theta_{d_{2}}$ is the unique positive steady state of
\[

$$
\begin{cases}\theta_{t}=d_{2} \Delta \theta+\theta(m-\theta) & \text { in } \Omega \times(0, \infty),  \tag{2}\\ \partial_{v} \theta=0 & \text { on } \partial \Omega \times(0, \infty)\end{cases}
$$
\]

In other words, in pure diffusion models with heterogeneous environment, slower diffusion rates is favored.
In [20], an important distinction was drawn between unconditional dispersal, which does not depend on habitat quality or population density, and conditional dispersal, which does depend on such factors. Passive diffusion, as considered in [11], is an example of unconditional dispersal. Diffusion combined with directed movement upward along environmental gradients, as considered in [2, 10], is a type of conditional dispersal.

As an attempt to determine whether conditional or unconditional dispersal strategy confers more ecological advantage, the following system was introduced in [5], following the approach in [11]:

$$
\begin{cases}U_{t}=\nabla \cdot\left(d_{1} \nabla U-\alpha U \nabla m\right)+U(m-U-V) & \text { in } \Omega \times(0, \infty),  \tag{3}\\ V_{t}=d_{2} \Delta V+V(m-U-V) & \text { in } \Omega \times(0, \infty), \\ d_{1} \partial_{v} U-\alpha U \partial_{v} m=\partial_{v} V=0 & \text { on } \partial \Omega \times(0, \infty) .\end{cases}
$$

While the two species $U$ and $V$ are ecologically equivalent, they adopt different dispersal strategies: $V$ disperses purely randomly, and $U$ adopts, in addition to diffusion, a directed movement upward along the environmental gradient $\nabla m$. Throughout this paper, we always assume
(M1) $m \in C^{2}(\bar{\Omega})$ is nonconstant, and $\int_{\Omega} m>0$.
Under assumption (M1), for all $d_{i}>0$ and $\alpha \geq 0$, system (3) has a trivial steady state ( 0,0 ), and two semi-trivial steady states $(\tilde{u}, 0)$ and $\left(0, \theta_{d_{2}}\right)$, where $\theta_{d_{2}}$ is the unique positive steady state to (2) and $\tilde{u}$ is the unique (globally asymptotically stable) positive steady state to

$$
\begin{cases}\tilde{u}_{t}=\nabla \cdot\left(d_{1} \nabla \tilde{u}-\alpha \tilde{u} \nabla m\right)+\tilde{u}(m-\tilde{u}) & \text { in } \Omega \times(0, \infty),  \tag{4}\\ d_{1} \partial_{\nu} \tilde{u}-\alpha \tilde{u} \partial_{v} m=0 & \text { on } \partial \Omega \times(0, \infty) .\end{cases}
$$

Theorem 1 (See [2]). Suppose that (M1) holds. Then for all $\alpha \geq 0$, (4) has a unique positive steady state $\tilde{u}$ which is globally asymptotically stable among nonnegative, nontrivial solutions.

Significant progress is made in [6], prompting much subsequent work [3, 7, 8, 9, 13, 16, 17, 18]. In [6], the authors showed that when $\alpha$ is positive and small, the effect of the advection upward resource gradient depends crucially on the shape of the habitat of the population: If the habitat is convex, the movement in the direction of the gradient of growth rate can be beneficial to the population, while such advection could be harmful for certain nonconvex domains. Furthermore, under a nondegeneracy condition on $m$, the two species co-exist for sufficiently large $\alpha$. The following co-existence result is first proved in [6] and generalized later in [9].

Theorem 2 (See [6, 9]). Suppose that (M1) holds and that the set of all critical points of $m$ has Lebesgue meausre zero. Then for every $d_{1}, d_{2}>0$, the system (3) has at least one stable positive steady state for all sufficiently large $\alpha$.

Detailed information of the shape of such positive steady states are obtained in $[3,8,9,16,17,18]$. For example, the limiting profiles of positive steady states are determined in [18].

Theorem 3 (See [18]). Let $\Omega=(-1,1)$ and denote the set of all local maximum points of $m$ by $\mathfrak{M}_{\text {loc }}$. Suppose that all critical points of $m$ are non-degenerate, and $x m^{\prime}(x)<0$ at $\pm 1$. Then for any $r>0$ small, as $\alpha \rightarrow \infty$, any positive steady state $(U, V)$ of (3) has the following properties:
(i) $V \rightarrow \theta_{d_{2}}$ in $C^{1, \gamma}(\bar{\Omega})$, for all $\gamma \in(0,1)$;
(ii) $U \rightarrow 0$ exponentially in $\Omega \backslash \cup_{x_{0} \in \mathfrak{M}_{\text {loc }}} B_{r}\left(x_{0}\right)$;


Remark 1.1. Under additional mild conditions on $m$, analogous results in higher dimensional domains are established in [17] by a different method.

As illustrated by Theorem 3, the more "intelligent" species $U$ concentrates only at a selected subset of the local maximum points of $m$, and, $\|U\|_{L^{p}(\Omega)} \rightarrow 0$ as $\alpha \rightarrow \infty$, leaving virtually all the resources $m$ for $V$ to consume. This seemingly peculiar phenomenon stems from the fact that $m$ attains its local maxima only on a discrete set.

Thus, from either mathematical or ecological point of view, it seems desirable, perhaps even important, to consider general resource function $m(x)$ which only satisfies (M1).

The focus of this paper is to investigate the advection-mediated co-existence phenomenon for general resource function $m$, whose critical points are not necessarily non-degenerate - in fact, we will pay special attention to those with local maxima assumed on a set with non-empty interior. Our primary purpose is to give a sharp criterion for co-existence in the competition system (3); in particular, to show that for general $m(x)$ satisfying (M1), (3) does not necessarily support co-existence for large values of $\alpha$.

Our first main result is the following criterion for advection-mediated co-existence for general $m(x)$.
Theorem 4. If $m \in C^{2}(\bar{\Omega})$ is non-constant, and satisfies

$$
\begin{equation*}
\int_{\{x \in \Omega:|\nabla m|>0 \text { and } m>0\}} m+\int_{\{x \in \Omega: m \leq 0\}} m>0 \tag{5}
\end{equation*}
$$

then for all $d_{1}, d_{2}>0$, (3) has at least one stable co-existence steady state for all sufficiently large $\alpha$.
It is easy to see that Theorem 2 follows as a special case of Theorem 4. Furthermore, condition (5) is satisfied by any nonnegative, nonconstant $m$.

Corollary 1.1. If $m \in C^{2}(\bar{\Omega})$ is nonconstant and nonnegative, then for all $d_{1}, d_{2}>0$, (3) has at least one co-existence steady state for all sufficiently large $\alpha$.

It is convenient to denote the set of all global maximum points of $m(x)$ in $\bar{\Omega}$ by $\mathfrak{M}$ as it will play an important role in our approach.

Our next result shows that, in contrast to previous results (e.g. Theorem 2), for certain environment function satisfying (M1), there exists $d_{1}, d_{2}>0$ such that $U$ always wipes out $V$ for sufficiently large $\alpha$. i.e. it pays to be "greedy" sometimes. This result in particular implies that Theorem 4 is sharp.
Theorem 5. Let $\Omega \subset \mathbb{R}^{N}$ for some $N \leq 3$. Suppose, in addition to (M1), that $\mathfrak{M} \cap \partial \Omega=\emptyset$ and

$$
\int_{\Omega \backslash \mathfrak{M}} m<0 .
$$

Then there exists $d_{1}, d_{2}>0$ such that the steady state $(\tilde{u}, 0)$ if (3) is globally asymptotically stable for all sufficiently large $\alpha$.

Next, we will show that the asymptotic behavior of (3) for general resource function $m(x)$ can be significantly different from that of previously mentioned non-degenerate case, namely, Theorems 2 and 3 . We now illustrate this by the following one-dimensional result.
Theorem 6. Let $\Omega=(-2,2)$. Assume $m \in C^{2}([-2,2])$, satisfying $m>0$ in $[-2,2]$, and

$$
m^{\prime}>0 \quad \text { in }[-2,-1), \quad m=1 \quad \text { in }[-1,1], \quad m^{\prime}<0 \quad \text { in }(1,2] .
$$

Then for each $\alpha$ large, (3) has at least one stable positive steady state. Moreover, if $(U, V)$ is any positive steady state of (3), then by passing to a subsequence $\alpha_{k} \rightarrow \infty, U \rightarrow U_{0}$ in $C^{2}([-1,1])$, and $V \rightarrow V_{0}$ in $C^{1, \beta}([-2,2])$ for all $\beta \in(0,1)$, where $\left(U_{0}, V_{0}\right)$ is a positive solution to

$$
\begin{cases}d_{1} U^{\prime \prime}+U(m(x)-U-V)=0 & \text { in }(-1,1),  \tag{6}\\ d_{2} V^{\prime \prime}+V(m(x)-U-V)=0 & \text { in }(-2,2), \\ U^{\prime}=0 & \text { at } x= \pm 1, \\ V^{\prime}=0 & \text { at } x= \pm 2 .\end{cases}
$$

Here for the second equation, we set $U=0$ in $(-2,-1] \cup[1,2)$.

Roughly speaking, when the directed movement of $U$ is strong (sufficiently large $\alpha$ ), $U$ tends to be restricted to the locally most favorable regions, while $V$ moves freely throughout the entire domain. One could also visualize this as if an "invisible membrane" is placed at $x= \pm 1$ through which only $V$ can pass. We conjecture that analogous results hold for multi-dimensional domains as well.

A novel feature of the limiting system (6) is that the underlying domains of the two equations in (6) are actually different! Fortunately, the maximum principle and the theory of monotone dynamical systems still apply, which makes it possible to handle (6). It turns out that from the limiting system (6) we can show that for $d_{2}$ large, regardless of $d_{1}>0$, the positive steady state of (6) is unique, and thereby the profile of the co-existence steady state of (3) is determined.

Theorem 7. Let $m \in C^{2}([-2,2])$ satisfy the hypothesis of Theorem 6, then there exists $\underline{d}_{2}>0$, independent of $d_{1}$, such that for all $d_{1}>0$ and $d_{2}>\underline{d}_{2}$, system (6) has a unique positive solution.

The key to the proofs of Theorems 4 and 5 is a good understanding of the behavior of the positive solution $\tilde{u}$ to (4). In case $m(x)$ has only non-degenerate critical points, the positive steady state of (4) stays bounded in $L^{\infty}(\Omega)$ for all $\alpha$ large, and tends to 0 in $L^{p}(\Omega), 1<p<\infty[8,17,18]$. However, it seems interesting to note that positive steady states do not necessarily stay bounded for general $m(x)$ as $\alpha$ tends to $\infty$, as the following result shows. In fact, this is one of the main difficulties in handling the general case.

Proposition 1.1. There exists $m \in C^{2}(\bar{\Omega})$, satisfying (M1), such that $\|\tilde{u}\|_{L^{1}(\Omega)} \nrightarrow 0$ and $\|\tilde{u}\|_{\left.L^{\infty} \Omega\right)} \rightarrow \infty$ as $\alpha \rightarrow \infty$.
This paper is organized as follows. Some preliminary estimates are given in Section 2. Proposition 1.1 and Theorem 6 will be proved in Section 3. After establishing a key lemma in Section 4, Theorem 4 will be shown in Section 5, under the additional assumption that $\left.\partial_{\nu} m\right|_{\partial \Omega}<0$. Subsequently, this additional assumption $\left.\partial_{v} m\right|_{\partial \Omega}<0$ will be removed in Section 7. Section 6 is devoted to the proof of Theorem 5, and the uniqueness result, Theorem 7, will be proved in Section 8. Finally, some discussions are included in Section 9.

## 2. Preliminaries

The starting point of our analysis is the following estimate contained in [8].
Theorem 8 (See [8]). Suppose $m \in C^{2}(\bar{\Omega})$ assumes a positive local maximum value $M$ in a (closed) set $\Omega_{M} \subset \subset \Omega$; more precisely, for some $\epsilon>0$,

$$
m= \begin{cases}M & \text { if } x \in \Omega_{M} \\ <M & \text { if } x \in \Omega \backslash \Omega_{M} \text { and } \operatorname{dist}\left(x, \Omega_{M}\right)<\epsilon\end{cases}
$$

Then for all $K_{1}>0$ there exists $K_{2}>0$, such that the positive steady state of (4) satisfies that $\tilde{u}>M$ in $\Omega_{M}$ whenever $d_{1} \leq K_{1}$ and $\alpha / d_{1} \geq K_{2}$.

Suppose that (M1) holds. Let $\bar{m}=\frac{1}{|\Omega|} \int_{\Omega} m$. For each $\kappa \in[0, \bar{m}]$, define $\tilde{u}_{\kappa}$ to be the unique positive solution to (see Theorem 1 for existence)

$$
\begin{cases}\nabla \cdot\left(d_{1} \nabla \tilde{u}_{\kappa}-\alpha \tilde{u}_{\kappa} \nabla m\right)+\tilde{u}_{\kappa}\left(m-\kappa-\tilde{u}_{\kappa}\right)=0 & \text { in } \Omega,  \tag{7}\\ d_{1} \partial_{\nu} \tilde{u}_{\kappa}-\alpha \tilde{u}_{\kappa} \partial_{v} m=0 & \text { on } \partial \Omega .\end{cases}
$$

Recall that $\mathfrak{M}=\left\{x \in \Omega: m(x)=\max _{\bar{\Omega}} m\right\}$. The following corollary will be used to establish Theorem 5.
Corollary 2.1. Suppose that $\mathfrak{M} \subset \subset \Omega$. Then, for all $d>0$, there exists $\alpha_{0}>0$ such that for any $\alpha \geq \alpha_{0}$ and any $\kappa \in[0, \bar{m}]$, we have

$$
\begin{equation*}
\tilde{u}_{\kappa}(x)>\max _{\bar{\Omega}} m-\kappa \quad \text { on } \mathfrak{M} . \tag{8}
\end{equation*}
$$

Proof. By the proof of Theorem 8, there exists $\underline{u}_{\bar{m}} \in C^{2}(\bar{\Omega})$ satisfying

$$
\begin{equation*}
\underline{u}_{\bar{m}} \equiv \max _{\bar{\Omega}} m-\bar{m} \quad \text { in } \mathfrak{M} \quad \text { and } \quad \underline{u}_{\bar{m}}(x) \leq \max _{\bar{\Omega}} m-\bar{m} \quad \text { in } \Omega, \tag{9}
\end{equation*}
$$

and $\underline{u}_{\bar{m}}$ is a lower solution of (7) with $\kappa=\bar{m}$ for $\alpha \geq \alpha_{0}$, for some $\alpha_{0}>0$. i.e.

$$
\begin{cases}\nabla \cdot\left(d_{1} \nabla \underline{u}_{\bar{m}}-\alpha \underline{u}_{\bar{m}} \nabla m\right)+\underline{u}_{\bar{m}}\left(m-\bar{m}-\underline{u}_{\bar{m}}\right) \geq 0 & \text { in } \Omega \\ d_{1} \partial_{\nu} \underline{u}_{\bar{m}}-\alpha \underline{u}_{\bar{m}} \partial_{\nu} m=0 & \text { on } \Omega .\end{cases}
$$

This proves (8) for the case $\kappa=\bar{m}$. Now for any $\kappa \in[0, \bar{m})$, define

$$
\underline{u}_{\kappa}=\frac{\max _{\bar{\Omega}} m-\kappa}{\max _{\bar{\Omega}} m-\bar{m}} \underline{u}_{\bar{m}},
$$

then $d_{1} \partial \underline{u}_{\kappa}-\alpha \underline{u}_{\kappa} \partial_{\nu} m=0$ on $\partial \Omega$, and

$$
\begin{aligned}
& \nabla \cdot\left(d_{1} \nabla \underline{u}_{\kappa}-\alpha \underline{u}_{\kappa} \nabla m\right)+\underline{u}_{\kappa}\left(m-\kappa-\underline{u}_{\kappa}\right) \\
= & \nabla \cdot\left(d_{1} \nabla \underline{u}_{\kappa}-\alpha \underline{u}_{\kappa} \nabla m\right)+\underline{u}_{\kappa}\left(m-\bar{m}-\underline{u}_{\bar{m}}\right)+\underline{u}_{\kappa}\left(\bar{m}-\kappa+\underline{u}_{\bar{m}}-\underline{u}_{\kappa}\right) \\
\geq & \underline{u}_{\kappa}\left[\bar{m}-\kappa-\frac{\bar{m}-\kappa}{\max _{\bar{\Omega}} m-\bar{m}} \underline{u}_{\bar{m}}\right] \geq 0
\end{aligned}
$$

whenever $\alpha \geq \alpha_{0}$, since $\frac{u_{\bar{m}}}{\max \bar{x}_{\bar{\Omega}} m-\bar{m}} \leq 1$ by (9). Hence $\underline{u}_{\kappa}$ is a lower solution of (7), and (8) follows.
Next, we make an observation from the proof of Theorem 1.5(i) in [6].
Theorem 9. Let $m \in C^{2}(\bar{\Omega})$ be nonconstant and positive somewhere, then $\tilde{u} \rightarrow 0$ (weakly) in $L^{2}(\{x \in \Omega:|\nabla m|>0\})$ as $\alpha \rightarrow \infty$. In particular, $\int_{\{x \in \Omega:|\nabla m|>0\}} \tilde{u} \rightarrow 0$ as $\alpha \rightarrow \infty$. Moreover, if $\{x \in \Omega:|\nabla m|=0\}$ is of measure zero, then $\tilde{u} \rightarrow 0$ (strongly) in $L^{2}(\Omega)$ as $\alpha \rightarrow \infty$.
Proof. By integrating (4) over $\Omega$, we have

$$
\begin{equation*}
\int_{\Omega} \tilde{u}(m-\tilde{u})=0 \tag{10}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\|\tilde{u}\|_{L^{2}(\Omega)} \leq\|m\|_{L^{2}(\Omega)} . \tag{11}
\end{equation*}
$$

Therefore, by passing to a subsequence, we may assume that $\tilde{u} \rightharpoonup u^{*}$ weakly in $L^{2}(\Omega)$, for some nonnegative function $u^{*} \in L^{2}(\Omega)$. Multiplying (4) by $\varphi \in \mathcal{S}$, where $\mathcal{S}=\left\{\varphi \in C^{2}(\bar{\Omega}):\left.\partial_{\nu} \varphi\right|_{\partial \Omega}=0\right\}$, and integrating in $\Omega$, we have

$$
-d_{1} \int_{\Omega} \nabla \tilde{u} \cdot \nabla \varphi+\alpha \int_{\Omega} \tilde{u} \nabla m \cdot \nabla \varphi=\int_{\Omega} \varphi \tilde{u}(\tilde{u}-m) .
$$

By the boundary condition of $\varphi$,

$$
\int_{\Omega} \nabla \tilde{u} \cdot \nabla \varphi=-\int_{\Omega} \tilde{u} \Delta \varphi .
$$

Hence,

$$
\begin{equation*}
d_{1} \int_{\Omega} \tilde{u} \Delta \varphi+\alpha \int_{\Omega} \tilde{u}(\nabla m \cdot \nabla \varphi)=\int_{\Omega} \varphi \tilde{u}(\tilde{u}-m) \tag{12}
\end{equation*}
$$

Dividing (12) by $\alpha$ and passing to the limit in (12) we have

$$
\begin{equation*}
\int_{\Omega} u^{*} \nabla m \cdot \nabla \varphi=0 \tag{13}
\end{equation*}
$$

Since (13) holds for any $\varphi \in \mathcal{S}$ and $\mathcal{S}$ is dense in $W^{1,2}(\Omega)$, we see that (13) holds for every $\varphi \in W^{1,2}(\Omega)$. In particular, we can choose $\varphi=m$ in (13) so that

$$
\int_{\Omega} u^{*}|\nabla m|^{2}=0
$$

Hence $u^{*}|\nabla m|^{2}=0$ a.e. in $\Omega$. Therefore we conclude that $\tilde{u} \rightharpoonup 0$ weakly in $L^{2}\left(\Omega_{r}\right)$, where $\Omega_{r}=\{x \in \Omega:|\nabla m(x)|>0\}$. Moreover, if the set of critical points of $m$ is of measure zero, then we see that $u^{*}=0$ a.e. in $\Omega$. Therefore $\tilde{u} \rightarrow 0$ weakly in $L^{2}(\Omega)$, which implies by (10) that, as $\alpha \rightarrow \infty$,

$$
\int_{\Omega} \tilde{u}^{2}=\int_{\Omega} \tilde{u} m \rightarrow 0 .
$$

## 3. One-dimensional Results

Consider the steady state equation of (4) when $\Omega=(-2,2)$.

$$
\begin{cases}\left(d_{1} \tilde{u}^{\prime}-\alpha \tilde{u} m^{\prime}\right)^{\prime}+\tilde{u}(m-\tilde{u})=0 & \text { in }(-2,2),  \tag{14}\\ d_{1} \tilde{u}^{\prime}-\alpha \tilde{u} m^{\prime}=0 & \text { at } x= \pm 2 .\end{cases}
$$

Lemma 3.1. At any $x_{0} \in \Omega, \limsup _{\alpha \rightarrow \infty} m^{\prime}\left(x_{0}\right)\left[d_{1} \tilde{u}^{\prime}\left(x_{0}\right)-\alpha \tilde{u}\left(x_{0}\right) m^{\prime}\left(x_{0}\right)\right] \leq 0$.
Proof. If $m^{\prime}\left(x_{0}\right)=0$, there is nothing to prove. Suppose $m^{\prime}\left(x_{0}\right)>0$. Assume to the contrary that there is a $\epsilon_{0}>0$ such that along a sequence $\alpha=\alpha_{k} \rightarrow \infty$,

$$
\begin{equation*}
d_{1} \tilde{u}^{\prime}\left(x_{0}\right)-\alpha \tilde{u}\left(x_{0}\right) m^{\prime}\left(x_{0}\right) \geq \epsilon_{0} . \tag{15}
\end{equation*}
$$

Choose $x_{1}>x_{0}$ so that $m^{\prime}>0$ in $\left[x_{0}, x_{1}\right]$ (i.e. $\left[x_{0}, x_{1}\right]$ consist of regular points). For $x \in\left[x_{0}, x_{1}\right]$, by integrating the equation (14) from $x_{0}$ to $x$, we have

$$
d_{1} \tilde{u}^{\prime}(x)-\alpha \tilde{u}(x) m^{\prime}(x)=d_{1} \tilde{u}^{\prime}\left(x_{0}\right)-\alpha \tilde{u}\left(x_{0}\right) m^{\prime}\left(x_{0}\right)+\int_{x_{0}}^{x} \tilde{u}(\tilde{u}-m) \geq \epsilon_{0}-\int_{x_{0}}^{x} \tilde{u} m \geq \frac{\epsilon_{0}}{2}
$$

for all $\alpha=\alpha_{k}$ large, by Theorem 9 . Hence

$$
d_{1} \tilde{u}^{\prime}(x) \geq \frac{\epsilon_{0}}{2}+\alpha \tilde{u}(x) m^{\prime}(x) \geq \frac{\epsilon_{0}}{2} \quad \text { for all } x \in\left[x_{0}, x_{1}\right]
$$

which is impossible, since $\int_{x_{0}}^{x_{1}} \tilde{u} \rightarrow 0$, as $\alpha_{k} \rightarrow \infty$, by Theorem 9. The other case $m^{\prime}\left(x_{0}\right)<0$ can be treated in the same way.

Lemma 3.2. If $m^{\prime}>0\left(\right.$ resp. $\left.m^{\prime}<0\right)$ in $\left(x_{0}, x_{1}\right)$, then $\tilde{u} \rightarrow 0$ locally uniformly in $\left[x_{0}, x_{1}\right)\left(\right.$ resp. $\left.\left(x_{0}, x_{1}\right]\right)$ as $\alpha \rightarrow \infty$.
Proof. Assume $m^{\prime}>0$ in $\left(x_{0}, x_{1}\right)$. By Theorem $9, \int_{x_{0}}^{x_{1}} \tilde{u} \rightarrow 0$. Suppose to the contrary that for some $\delta>0, \tilde{u}$ does not converge to zero uniformly in $\left[x_{0}, x_{1}-\delta\right]$, then for some $\alpha>0$, there exists $y \in\left[x_{0}, x_{1}-\delta\right]$ such that $\tilde{u}^{\prime}(y)<-\frac{1}{d_{1}} \int_{-2}^{2} m^{2}$. But we also have, by integrating the equation of $\tilde{u}$ from $y$ to 2 ,

$$
d_{1} \tilde{u}^{\prime}(y)=\alpha \tilde{u}(y) m^{\prime}(y)+\int_{y}^{2} \tilde{u}(m-\tilde{u})>-\int_{-2}^{2} \tilde{u}^{2} \geq-\int_{-2}^{2} m^{2}
$$

where we have used (10). This is a contradiction. The proof for the other case is similar.
It is shown in [18] that if $\Omega=(-2,2), x m^{\prime}(x)<0$ for $x= \pm 2$ and $m$ has finitely many critical points, all being non-degenerate, then $\|\tilde{u}\|_{L^{\infty}(\Omega)} \leq C$ for some $C$ independent of $\alpha \geq 0$. (See [17] for analogous uniform $L^{\infty}$ estimate for higher dimensions.) To the contrary, such an $L^{\infty}$ estimate does not hold in general when the critical set of $m$ is of positive measure. The following is a more precise version of Proposition 1.1.
Proposition 3.1. Let $m \in C^{2}([-2,2])$ satisfies $m=d_{1} \pi^{2}$ in $[-2,0]$ and $m^{\prime}>0$ in $(0,2]$. Then as $\alpha \rightarrow \infty$,
(i) $\left.\tilde{u}\right|_{[-2,0]} \rightarrow \omega$ in $C^{2}([-2,0])$, where $\omega$ is the unique positive solution to

$$
\left\{\begin{array}{l}
d_{1} \omega^{\prime \prime}+\omega\left(d_{1} \pi^{2}-\omega\right)=0 \quad \text { in }(-2,0)  \tag{16}\\
\omega^{\prime}(-2)=\omega(0)=0
\end{array}\right.
$$

(Note that $\omega$ exists since $d_{1} \pi^{2}>d_{1} \pi^{2} / 16$, the latter being the principal eigenvalue of the Laplacian in $(-2,0)$ with the prescribed (mixed) boundary condition.)
(ii) $\tilde{u} \rightarrow 0$ uniformly on compact subsets of $[0,2)$.
(iii) $\|\tilde{u}\|_{L^{\infty}(-2,2)} \rightarrow \infty$.

Proof. (ii) follows by Lemma 3.2. In particular, $\tilde{u}(0) \rightarrow 0$ as $\alpha \rightarrow \infty$. Hence, (i) follows from the fact that $\tilde{u}$ satisfies the equation

$$
\left\{\begin{array}{l}
d_{1} \tilde{u}^{\prime \prime}+\tilde{u}\left(d_{1} \pi^{2}-\tilde{u}\right)=0 \quad \text { in }(-2,0), \\
\tilde{u}^{\prime}(-2)=0, \quad \tilde{u}(0) \rightarrow 0
\end{array}\right.
$$

and that by comparison, $\tilde{u} \geq \omega$, where $\omega$ is the unique positive solution of (16). For (iii), one observes that since $\int_{0}^{2} \tilde{u} \rightarrow 0$ by Theorem 9 , it suffices to show that $\liminf _{\alpha \rightarrow \infty} \int_{0}^{2} \tilde{u}^{2}>0$. To this end, by (10)

$$
\int_{0}^{2} \tilde{u}^{2}=\int_{0}^{2} \tilde{u} m+\int_{-2}^{0} \tilde{u}(m-\tilde{u}) .
$$

Letting $\alpha \rightarrow \infty$, by Theorem 9 ,

$$
\lim _{\alpha \rightarrow \infty} \int_{0}^{2} \tilde{u}^{2}=\lim _{\alpha \rightarrow \infty} \int_{0}^{2} \tilde{u} m+\lim _{\alpha \rightarrow \infty} \int_{-2}^{0} \tilde{u}(m-\tilde{u})=0+\int_{-2}^{0} \omega(m-\omega)>0 .
$$

Remark 3.1. In fact, by the methods in [17, 18], one may show that $\|\tilde{u}\|_{L^{\infty}(\Omega)}=O\left(\alpha^{1 / 2}\right)$.
Next, we consider (3) in the one-dimensional case.

$$
\begin{cases}\left(d_{1} U^{\prime}-\alpha U m^{\prime}\right)^{\prime}+U(m-U-V)=0 & \text { in }(-2,2),  \tag{17}\\ d_{2} V^{\prime \prime}+V(m-U-V)=0 & \text { in }(-2,2), \\ d_{1} U^{\prime}-\alpha U m^{\prime}=V^{\prime}=0 & \text { at } x= \pm 2\end{cases}
$$

Suppose $m$ satisfies the hypothesis of Theorem 6. We now give the proof of Theorem 6.
Proof of Theorem 6. The existence of positive steady state ( $U_{\alpha}, V_{\alpha}$ ) follows from Theorem 4 which will be proved independently in Sections 5 and 7. Let $\tilde{u}$ be the unique positive solution to (4). First, we claim
Claim 1. $\|\tilde{u}\|_{C^{1}([-1,1])}$ is bounded uniformly in $\alpha$.
Integrating (14) from -2 to $x$, using the no-flux boundary condition, we have

$$
d_{1} \tilde{u}^{\prime}(x)-\alpha \tilde{u}(x) m^{\prime}(x)=\int_{-2}^{x} \tilde{u}(\tilde{u}-m)
$$

Next, for all $x \in[-1,1]$, we have $m^{\prime}(x)=0$. So by (11),

$$
\begin{equation*}
d_{1}\left|\tilde{u}^{\prime}(x)\right| \leq \int_{-2}^{x}|\tilde{u}(\tilde{u}-m)| \leq 2 \int_{-2}^{2} m^{2} \quad \text { for all } x \in[-1,1] . \tag{18}
\end{equation*}
$$

Claim 1 follows by interpolating (11) and (18).
Next, we claim that $\tilde{u}$ is bounded in $L^{\infty}([-2,2])$ uniformly in $\alpha$.
Claim 2. $\|\tilde{u}\|_{L^{\infty}([-2,2])}$ is bounded uniformly in $\alpha$.
Let $\tilde{u}\left(x_{\alpha}\right)=\|\tilde{u}\|_{L^{\infty}([-2,2])}$. By Theorem $8, \tilde{u}>m$ in $[-1,1]$ for all $\alpha$ large. By (4), $\tilde{u}^{\prime \prime}>0$ in $[-1,1]$. Thus $x_{\alpha} \in[-2,-1) \cup(1,2]$ and by Lemma 3.2 (passing to a subsequence)

$$
\begin{equation*}
x_{\alpha} \rightarrow 1^{+} \quad \text { or } \quad x_{\alpha} \rightarrow-1^{-} \quad \text { as } \alpha \rightarrow \infty . \tag{19}
\end{equation*}
$$

Integrating (14) from -2 to $y$, multiplying by $e^{-\alpha m / d_{1}}$ and integrating again, we have

Case (i): $x_{\alpha} \rightarrow 1^{+}$.

$$
\begin{aligned}
d_{1} \frac{d}{d y}\left(e^{-\alpha m(y) / d_{1}} \tilde{u}(y)\right) & =e^{-\alpha m(y) / d_{1}} \int_{-2}^{y} \tilde{u}(\tilde{u}-m) d z \\
d_{1} e^{-\alpha m\left(x_{\alpha}\right) / d_{1}} u\left(x_{\alpha}\right) & =d_{1} e^{-\alpha m(-1) / d_{1}} \tilde{u}(-1)+\int_{-1}^{x_{\alpha}} e^{-\alpha m(y) / d_{1}} \int_{-2}^{y} \tilde{u}(\tilde{u}-m) d z d y \\
d_{1} \tilde{u}\left(x_{\alpha}\right) & =d_{1} e^{\alpha\left[m\left(x_{\alpha}\right)-m(-1)\right] / d_{1}} \tilde{u}(-1)+\int_{-1}^{x_{\alpha}} e^{\alpha\left[m\left(x_{\alpha}\right)-m(y)\right] / d_{1}} \int_{-2}^{y} \tilde{u}(\tilde{u}-m) d z d y \\
& \leq d_{1} \tilde{u}(-1)+\left|x_{\alpha}+1\right| \cdot 2 \int_{-2}^{2} m^{2} \quad \text { by }(11) \\
& \leq d_{1}\|\tilde{u}\|_{C^{1}([-1,1])}+5 \int_{-2}^{2} m^{2} .
\end{aligned}
$$

Case (ii): $x_{\alpha} \rightarrow-1^{-}$can be treated similarly. Hence by Claim 1, $\|\tilde{u}\|_{L^{\infty}([-2,2])}$ is bounded independent of $\alpha$. In particular, by Theorem 9 and interpolation,

$$
\begin{equation*}
\int_{-2}^{-1} \tilde{u}^{2}+\int_{1}^{2} \tilde{u}^{2} \rightarrow 0 \quad \text { as } \alpha \rightarrow \infty \tag{20}
\end{equation*}
$$

Now given any positive steady state $\left(U_{\alpha}, V_{\alpha}\right)$ of (17), one can deduce by comparison that, $U_{\alpha} \leq \tilde{u}$ and $V_{\alpha} \leq \theta_{d_{2}}$. So $\left\|V_{\alpha}\right\|_{L^{\infty}([-2,2])},\left\|U_{\alpha}\right\|_{L^{\infty}([-2,2])}$, and by (17), $\left\|U_{\alpha}^{\prime \prime}\right\|_{L^{\infty}([-1,1])}$ and $\left\|V_{\alpha}^{\prime \prime}\right\|_{L^{\infty}([-2,2])}$ are bounded uniformly in $\alpha \geq 0$. Therefore passing to a subsequence, $V_{\alpha} \rightarrow V_{0}$ in $C^{1, \beta}([-2,2])$ and $U_{\alpha} \rightarrow U_{0}$ in $C^{1, \beta}([-1,1])$ with $U_{0}, V_{0}$ solving (6) in the weak sense. Moreover, by the equation of $U_{\alpha}, U_{\alpha} \rightarrow U_{0}$ in $C^{2}([-1,1])$. It remains to check the boundary condition of $U_{0}$ at $x= \pm 1$. Here we integrate the equation of $U_{\alpha}$ from -2 to -1 , and deduce by (20) that

$$
d_{1}\left|U_{\alpha}^{\prime}(-1)\right|=\left|\int_{-2}^{-1} U_{\alpha}\left(m-U_{\alpha}-V_{\alpha}\right)\right| \leq C \int_{-2}^{-1} U_{\alpha}^{2} \leq C \int_{-2}^{-1} \tilde{u}^{2} \rightarrow 0
$$

Hence $U_{0}^{\prime}(-1)=0$. Similarly, we can deduce that $U_{0}^{\prime}(1)=0$. This completes the proof.
Remark 3.2. One can show that (6) has a unique positive steady states when $d_{2}$ is sufficiently large. The key to the proof lies in the observation that the non-standard problem (6) describes the steady states of a monotone dynamical system. We defer the proof to the Appendix.

In fact, by the proof of Theorem 6, we can obtain the following result, which is perhaps more illustrative of the effect of large advection on the competition system.

Theorem 10. Assume $\Omega=(-2,2)$ and $m \in C^{2}([-2,2])$ satisfies

$$
\begin{array}{llll}
m^{\prime}>0 & \text { in }[-2,-1), & m=d_{2} \pi^{2}+2 & \text { in }[-1,0], \\
m^{\prime}<0 & \text { in }(0,1), & m=d_{2} \pi^{2}+1 & \text { in }[1,2],
\end{array} \quad m(-2) \geq d_{2} \pi^{2}+1 .
$$

Then for each $\alpha$ large, (17) has at least one stable positive steady state. Moreover, if $(U, V)$ is any positive steady state, then by passing to a subsequence $\alpha_{k} \rightarrow \infty, U \rightarrow U_{0}$ in $C^{2}([-1,0] \cup[1,2])$, and $V \rightarrow V_{0}$ in $C^{1, \beta}([-2,2])$, where $\left(U_{0}, V_{0}\right)$ is a positive solution to

$$
\begin{cases}d_{1} U_{0}^{\prime \prime}+U_{0}\left(m(x)-U_{0}-V_{0}\right)=0 & \text { in }(-1,0) \cup(1,2),  \tag{21}\\ d_{2} V_{0}^{\prime \prime}+V_{0}\left(m(x)-U_{0}-V_{0}\right)=0 & \text { in }(-2,2), \\ U_{0}^{\prime}(-1)=U_{0}^{\prime}(2)=0, & U_{0}^{\prime}(0)=U_{0}^{\prime}(1), \\ V_{0}^{\prime}(-2)=V_{0}^{\prime}(2)=0, & \end{cases}
$$

where we set $U_{0}=0$ in $(-2,-1] \cup[0,1]$ in the second equation.

Proof. The proof of Theorem 10 follows the same ideas in proving Theorem 6. Here we indicate the necessary modifications. Again, the existence follows from Theorem 4 which will be proved independently in Sections 5 and 7.

The uniform boundedness of $\|\tilde{u}\|_{L^{\infty}([-2,2])}$ in $\alpha$ can be deduced as before: Let $\tilde{u}\left(x_{\alpha}\right)=\|\tilde{u}\|_{L^{\infty}([-2,2])}$. First, by Theorem $8, \tilde{u}>m$ in $[-1,0]$. Also, by verifying that

$$
\bar{u}=\left(d_{2} \pi^{2}+1\right) e^{\alpha\left[m(x)-\pi^{2}-1\right] / d_{1}}
$$

is an upper solution, we also have $\tilde{u}<m$ in [1,2] for all $\alpha$ large. In particular, $\tilde{u}^{\prime \prime}>0$ in $[-1,0]$ and $\tilde{u}^{\prime \prime}<0$ in [1,2]. Thus $x_{\alpha} \in[-2,-1) \cup(0,1)$ and by Lemma 3.2 (passing to a subsequence)

$$
\begin{equation*}
x_{\alpha} \rightarrow 0^{+} \quad \text { or } \quad x_{\alpha} \rightarrow-1^{-} . \tag{22}
\end{equation*}
$$

The uniform boundedness of $\|\tilde{u}\|_{L^{\infty}([-2,2])}$ follows as before. Then, we may similarly show the boundedness of $\left\|U_{\alpha}\right\|_{C^{2}([-1,1])}$ and $\left\|V_{\alpha}\right\|_{C^{2}([-2,2])}$, and that, up to a sequence, they converge to a weak solution $\left(U_{0}, V_{0}\right)$ of (21). Finally, the boundary conditions $U_{0}^{\prime}(0)=U_{0}^{\prime}(1)$ follows by integrating the equation of $U_{\alpha}$ from 0 to 1

$$
\begin{equation*}
\left|d_{1}\left(U_{\alpha}^{\prime}(1)-U_{\alpha}^{\prime}(0)\right)\right|=\left|\left(d_{1} U_{\alpha}^{\prime}-\alpha U_{\alpha} m^{\prime}\right)\right|_{0}^{1}\left|=\int_{0}^{1}\right| U_{\alpha}\left(U_{\alpha}+V_{\alpha}-m\right) \mid \rightarrow 0 \tag{23}
\end{equation*}
$$

by Theorem 9 and the $L^{\infty}$ boundedness of $U_{\alpha}$ and $V_{\alpha}$. The rest of the proof follows in a completely analogous way.

## 4. A Key Lemma

For simplicity, we first show the following higher-dimensional analogue of Lemma 3.1 under the additional assumption $\left.\partial_{\nu} m\right|_{\partial \Omega}<0$. We will later remove the assumption in Section 7. In the following, we denote, for each $t \in \mathbb{R}$, $\Omega(t)=\{x \in \Omega: m(x)>t\}$ and $\Gamma(t)=\{x \in \Omega: m(x)=t\}$. Furthermore, we denote $\tau(x)=-\frac{\nabla m}{|\nabla m|}$ for each $x \in \bar{\Omega}$ such that $\nabla m(x) \neq 0$.


Figure 1. Illustrations of $\Omega(t), \Gamma(t)$ and $\tau$.

Lemma 4.1. Suppose $\left.\partial_{v} m\right|_{\partial \Omega}<0$. Let $\tilde{u}$ be the unique positive solution to (4), then for each regular value $m_{0}$ of $m$,

$$
\liminf _{\alpha \rightarrow \infty} \int_{\Gamma\left(m_{0}\right)}\left(d_{1} \partial_{\tau} \tilde{u}-\alpha \tilde{u} \partial_{\tau} m\right) \geq 0
$$

where $\tau=\tau(x)=-\frac{\nabla m(x)}{|\nabla m(x)|}$ is the outer unit normal of $\partial\left(\Omega\left(m_{0}\right)\right)$ on $\Gamma\left(m_{0}\right)=\Omega \cap \partial\left(\Omega\left(m_{0}\right)\right)$, and $\partial_{\tau}=\tau \cdot \nabla$.
By (4) and the Divergence Theorem, we have
Corollary 4.2. Under the hypostheses of Lemma 4.1, $\liminf _{\alpha \rightarrow \infty} \int_{\Omega\left(m_{0}\right)} \tilde{u}(\tilde{u}-m) \geq 0$.
We also have

Corollary 4.3. Under the hypostheses of Lemma 4.1, for each regular value $\epsilon>0$ of $m$,

$$
\limsup _{\alpha \rightarrow \infty} \int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}^{2} \leq \epsilon^{2}|\Omega| .
$$

Proof. By (10) and Corollary 4.2,

$$
\limsup _{\alpha \rightarrow \infty} \int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}(\tilde{u}-\epsilon) \leq \limsup _{\alpha \rightarrow \infty} \int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}(\tilde{u}-m)=\limsup _{\alpha \rightarrow \infty} \int_{\Omega_{(\epsilon)}} \tilde{u}(m-\tilde{u}) \leq 0 .
$$

So

$$
\int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}^{2} \leq \epsilon \int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}+o(1) \leq \epsilon|\Omega|^{\frac{1}{2}}\left(\int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}^{2}\right)^{\frac{1}{2}}+o(1)
$$

and hence

$$
\limsup _{\alpha \rightarrow \infty} \int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}^{2} \leq \epsilon^{2}|\Omega| .
$$

Proof of Lemma 4.1. Let $m_{0}$ be a regular value of $m$. Assume to the contrary that for some $\epsilon_{0}>0$ and some $\alpha_{k} \rightarrow \infty$, $\left(\right.$ taking $\left.\tau=-\frac{\nabla m}{|\nabla m|}\right)$

$$
\begin{equation*}
\int_{\Gamma\left(m_{0}\right)}\left(d_{1} \partial_{\tau} \tilde{u}-\alpha \tilde{u} \partial_{\tau} m\right) \leq-\epsilon_{0}<0 \quad \text { for all } \alpha=\alpha_{k} \tag{24}
\end{equation*}
$$

Given a regular value $m_{0}$ of $m$, we divide into three cases:
(i) $m_{0}$ is not in the range of $m$;
(ii) $m_{0}=\max _{\bar{\Omega}} m$ (necessarily attained on $\partial \Omega$ );
(iii) $m_{0} \in\left[\min _{\bar{\Omega}} m, \max _{\bar{\Omega}} m\right)$.

Case (i) implies that the integral is empty, which is in contradiction with (24). Case (ii) implies that $\{x \in \Omega: m(x)=$ $\left.\max _{\bar{\Omega}} m\right\} \cap \Omega=\emptyset$. Thus for all $x_{0} \in\left\{x \in \Omega: m(x)=\max _{\bar{\Omega}} m\right\}$, we have $x_{0} \in \partial \Omega$ and $\tau=\frac{\nabla m}{|\nabla m|}$ coincide with the unit normal vector of $\partial \Omega$ at $x_{0}$. Hence

$$
\int_{\Gamma\left(\max _{\tilde{\Omega}} m\right)}\left(d_{1} \partial_{\tau} \tilde{u}-\alpha \tilde{u} \partial_{\tau} m\right)=0
$$

by the no-flux boundary conditions satisfied by $\tilde{u}$ on $\partial \Omega$, which again contradicts (24). It suffices to consider the remaining case (iii). Since $\bar{\Omega}$ is compact, the set of critical values of $m$ is closed and of measure zero (Sard's Theorem). Hence, the set of regular values of $m$ is open and dense in the range of $m, m(\bar{\Omega})$. We may assume that there exists $\delta>0$ such that $\left[m_{0}, m_{0}+\delta\right]$ consists entirely of regular values of $m$. Then for all $t \in[0, \delta]$, (taking $\tau=-\frac{\nabla m}{|\nabla m|}$ )

$$
\left(-\int_{\Gamma\left(m_{0}+t\right)}+\int_{\Gamma\left(m_{0}\right)}\right)\left(d_{1} \partial_{\tau} \tilde{u}-\alpha \tilde{u} \partial_{\tau} m\right)=\int_{\Omega\left(m_{0}\right) \backslash \Omega\left(m_{0}+t\right)} \tilde{u}(\tilde{u}-m) \geq-\int_{\Omega\left(m_{0}\right) \backslash \Omega\left(m_{0}+\delta\right)} \tilde{u} m \rightarrow 0
$$

as $\alpha_{k} \rightarrow \infty$, by Theorem 9 . Hence by (24), for all $t \in[0, \delta]$,

$$
\begin{equation*}
\int_{\Gamma\left(m_{0}+t\right)}\left(d_{1} \partial_{\tau} \tilde{u}-\alpha \tilde{u} \partial_{\tau} m\right) \leq-\frac{\epsilon_{0}}{2} \quad \text { for all } \alpha_{k} \text { large. } \tag{25}
\end{equation*}
$$

Next, let $0<s \leq t \leq \delta$. For all $y_{s} \in \Gamma\left(m_{0}+s\right)$, define $\phi_{t-s}\left(y_{s}\right)=\phi\left(t-s, y_{s}\right)$ by the ODE

$$
\frac{d \phi}{d t}=\frac{\nabla m(\phi)}{|\nabla m(\phi)|^{2}}, \quad \phi\left(0, y_{s}\right)=y_{s} .
$$

By the boundary condition $\left.\partial_{v} m\right|_{\partial \Omega}<0$, one can deduce that for all $0<s \leq t \leq \delta$, and all $y_{s} \in \Gamma\left(m_{0}+s\right), \phi_{t-s}$ is an injective, differentiable mapping from $\Gamma\left(m_{0}+s\right)$ to $\Gamma\left(m_{0}+t\right)$. The existence of $\phi_{t-s}$ follows from the regularity of $m$ ( $\nabla m$ is $C^{1}$ and non-zero), along with our assumption that $\left.\partial_{\nu} m\right|_{\partial \Omega}<0$. The latter implies in particular that if
$y_{s} \in \Gamma\left(m_{0}+s\right) \subset \bar{\Omega}$, then $\phi_{t-s}\left(y_{s}\right) \in \bar{\Omega}$ for all $t \in[0, \delta]$. Observe that $\frac{d}{d t}\left[m\left(\phi_{t-s}\right)\right]=\nabla m\left(\phi_{t-s}\right) \cdot \frac{\nabla m\left(\phi_{t-s}\right)}{\mid \nabla m\left(\left.\phi_{t-s}\right|^{2}\right.}=1$, so $m\left(\phi_{t-s}\right)=m_{0}+t$ for all $0<s \leq t \leq \delta$. The rest follows from uniqueness and smooth dependence on intial conditions of the ODE. Also, note that for $0<s_{1}<s_{2} \leq t \leq \delta$,

$$
\begin{equation*}
\phi_{t-s_{1}}\left(\Gamma\left(m_{0}+s_{1}\right)\right) \subset \phi_{t-s_{2}}\left(\Gamma\left(m_{0}+s_{2}\right)\right) \subset \Gamma\left(m_{0}+t\right) \tag{26}
\end{equation*}
$$



Figure 2. $\phi_{t-s}$ as an injective mapping from $\Gamma\left(m_{0}+s\right)$ into $\Gamma\left(m_{0}+t\right)$.

Define, for $0<s \leq t \leq \delta$,

$$
\begin{aligned}
\Phi(t, s) & =\int_{\Gamma\left(m_{0}+s\right)} \tilde{u}\left(\phi_{t-s}\left(y_{s}\right)\right)\left|\nabla m\left(\phi_{t-s}\left(y_{s}\right)\right)\right| \| \phi_{t-s}\left(y_{s}\right) \mid d S_{y_{s}} \\
& =\int_{\phi_{t-s}\left(\Gamma\left(m_{0}+s\right)\right)} \tilde{u}(y)|\nabla m(y)| d S_{y},
\end{aligned}
$$

where $J \phi_{t-s}$ is the Jacoboian of $\phi_{t-s}: \Gamma\left(m_{0}+s\right) \rightarrow \Gamma\left(m_{0}+t\right)$, while $d S_{y_{s}}$ and $d S_{y}$ are the area elements of $\Gamma\left(m_{0}+s\right)$ and $\Gamma\left(m_{0}+t\right)$ respectively. Now, $\phi_{0}=I d$ gives $J \phi_{0} \equiv 1$. Hence, by taking $\delta>0$ smaller, $\left|\left|J \phi_{t-s}\right|-1\right|<\frac{1}{2}$ for all $0<s \leq t \leq \delta$, and all $y_{s} \in \Gamma\left(m_{0}+s\right)$. In particular,

$$
\Phi(s, s)=\int_{\Gamma\left(m_{0}+s\right)} \tilde{u}\left(y_{s}\right)\left|\nabla m\left(y_{s}\right)\right| d S_{y},
$$

It suffices then to show that for some $\epsilon_{1}>0$ (independent of $\alpha$ ),

$$
\begin{equation*}
\Phi(t, t) \geq \epsilon_{1} t \quad \text { for all } t \in[0, \delta] \tag{27}
\end{equation*}
$$

For, assuming (27), we have

$$
0<\frac{\epsilon_{1} \delta_{2}}{2} \leq \int_{0}^{\delta} \Phi(s, s) d s=\int_{\Omega\left(m_{0}\right) \backslash \Omega\left(m_{0}+\delta\right)} \tilde{u}|\nabla m| \leq \int_{\{x \in \Omega:|\nabla m|>0\}} \tilde{u}|\nabla m| .
$$

But this contradicts the fact that $\int_{\{x \in \Omega:|\nabla m|>0\}} \tilde{u} \rightarrow 0$ (Theorem 9). To show (27), we first observe that,

$$
\begin{equation*}
\Phi(t, s) \text { is non-decreasing in } s, \tag{28}
\end{equation*}
$$

which follows by (26). Now, $\frac{d}{d s}[\Phi(s, s)] \geq\left[\frac{d}{d t}[\Phi(t, s)]_{t=s}\right.$ by (28).

Hence,

$$
\begin{aligned}
\frac{d}{d s}[\Phi(s, s)]= & \frac{d}{d t}\left[\int_{\Gamma\left(m_{0}+s\right)} \tilde{u}\left(\phi_{t-s}\left(y_{s}\right)\right)\left|\nabla m\left(\phi_{t-s}\left(y_{s}\right)\right)\right|\left|J \phi_{t-s}\left(y_{s}\right)\right| d S_{y_{s}}\right]_{t=s} \\
= & {\left[\int_{\Gamma\left(m_{0}+s\right)} \nabla \tilde{u}\left(\phi_{t-s}\left(y_{s}\right)\right) \cdot\left[\frac{d}{d t} \phi_{t-s}\left(y_{s}\right)\right]\left|\nabla m\left(\phi_{t-s}\left(y_{s}\right)\right)\right|\left|J \phi_{t-s}\left(y_{s}\right)\right| d S_{y_{s}}\right]_{t=s} } \\
& +\left[\int_{\Gamma\left(m_{0}+s\right)} \tilde{u}\left(\phi_{t-s}\left(y_{s}\right)\right) \frac{d}{d t}\left[\left|\nabla m\left(\phi_{t-s}\left(y_{s}\right)\right)\right|\left|J \phi_{t-s}\left(y_{s}\right)\right|\right] d S_{y_{s}}\right]_{t=s} \\
= & \int_{\Gamma\left(m_{0}+s\right)} \nabla \tilde{u}\left(y_{s}\right) \cdot \frac{\nabla m\left(y_{s}\right)}{\left|\nabla m\left(y_{s}\right)\right|^{2}}\left|\nabla m\left(y_{s}\right)\right| d S_{y_{s}}+\int_{\Gamma\left(m_{0}+s\right)} \tilde{u}\left(y_{s}\right) \frac{d}{d t}\left[\left|\nabla m\left(\phi_{t-s}\left(y_{s}\right)\right)\right| \| J \phi_{t-s}\left(y_{s}\right) \mid\right]_{t=s} d S_{y_{s}} \\
\geq & \int_{\Gamma\left(m_{0}+s\right)} \partial_{\tau} \tilde{u} d S_{y_{s}}-C \Phi(s, s) \\
\geq & \frac{\epsilon_{0}}{2 d_{1}}-C \Phi(s, s),
\end{aligned}
$$

where $C$ is a positive constant independent of $\delta>0$ small. The last inequality follows from (25). This gives

$$
e^{C t} \Phi(t, t) \geq \frac{\epsilon_{0} t}{2 d_{1}}+\Phi(0,0) \geq \frac{\epsilon_{0} t}{2 d_{1}}
$$

which implies (27).

## 5. Advection-mediated Co-existence

In this section, we show Theorem 4 under the additional assumption $\left.\partial_{v} m\right|_{\partial \Omega}<0$.
Theorem 11. If $m \in C^{2}(\bar{\Omega})$ is non-constant, $\left.\partial_{\nu} m\right|_{\partial \Omega}<0$ and

$$
\begin{equation*}
\int_{\{x \in \Omega:|\nabla m|>0 \text { and } m>0\}} m+\int_{\{x \in \Omega: m \leq 0\}} m>0 \tag{29}
\end{equation*}
$$

then for all $d_{1}, d_{2}>0$, (3) has at least one stable co-existence steady state for all $\alpha$ sufficiently large.
In particular, (29) is satisfied by any nonnegative, nonconstant $m$.
Corollary 5.1. If $m \in C^{2}(\bar{\Omega})$ is nonconstant, nonnegative and that $\left.\partial_{v} m\right|_{\partial \Omega}<0$, then for all $d_{1}, d_{2}>0$, there exists $\alpha_{0}>0$ such that (3) has at least one co-existence steady state for all $\alpha \geq \alpha_{0}$.

Proof of Theorem 11. By the general theory of monotone dynamical systems, it suffices to show the instability of $(\tilde{u}, 0)$ and $\left(0, \theta_{d_{2}}\right)$. First we show the instability of $\left(0, \theta_{d_{2}}\right)$. To this end, consider the principal eigenvalue $\lambda_{v}$ of

$$
\begin{cases}\nabla \cdot\left(d_{1} \nabla \varphi-\alpha \varphi \nabla m\right)+\left(m-\theta_{d_{2}}\right) \varphi+\lambda_{\nu} \varphi=0 & \text { in } \Omega  \tag{30}\\ d_{1} \partial_{\nu} \varphi-\alpha \varphi \partial_{\nu} m=0 & \text { on } \partial \Omega .\end{cases}
$$

By the transformation $\psi=e^{-\alpha m / d_{1}} \varphi$, (30) is equivalent to

$$
\begin{cases}\nabla \cdot\left(d_{1} e^{\alpha m / d_{1}} \nabla \psi\right)+\left(m-\theta_{d_{2}}\right) e^{\alpha m / d_{1}} \psi+\lambda_{\nu} e^{\alpha m / d_{1}} \psi=0 & \text { in } \Omega \\ \partial_{\nu} \psi=0 & \text { on } \partial \Omega\end{cases}
$$

which admits the variational characterization,

$$
\lambda_{v}=\inf _{\psi \in H^{1}(\Omega)} \frac{\int_{\Omega} e^{\alpha m / d_{1}}\left[d_{1}|\nabla \psi|^{2}+\left(\theta_{d_{2}}-m\right) \psi^{2}\right]}{\int_{\Omega} e^{\alpha m / d_{1}} \psi^{2}}
$$

Observe that by maximum principle that $\sup m-\left\|\theta_{d_{2}}\right\|_{L^{\infty}(\Omega)}>0$, since $\bar{\theta} \equiv \max _{\bar{\Omega}} m$ is a strict upper solution of (2).

Claim 3. For any $d_{1}, d_{2}>0, \limsup _{\alpha \rightarrow \infty} \lambda_{v}<0$.
Let $0<\epsilon_{0}<\sup _{\bar{\Omega}} m-\left\|\theta_{d_{2}}\right\|_{L^{\infty}(\Omega)}$. Then let $\psi$ be a test function satisfying

$$
\psi= \begin{cases}1 & \text { if } m(x) \geq \max _{\bar{\Omega}} m-\frac{\epsilon_{0}}{2}, \\ 0 & \text { if } m(x) \leq \max _{\bar{\Omega}} m-\epsilon_{0} .\end{cases}
$$

Then

$$
\begin{aligned}
\lambda_{v} & \leq \frac{\int_{\Omega} e^{\alpha m / d_{1}}\left[d_{1}|\nabla \psi|^{2}+\left(\theta_{d_{2}}-m\right) \psi^{2}\right]}{\int_{\Omega} e^{\alpha m / d_{1}} \psi^{2}} \\
& \leq \frac{d_{1} \int_{\left\{x \in \Omega: m(x) \leq \max _{\bar{\Omega}} m-\frac{\epsilon_{0}}{2}\right\}} e^{\alpha m / d_{1}}|\nabla \psi|^{2}}{\int_{\left\{x \in \Omega: m(x) \geq \max _{\bar{\Omega}} m-\frac{\epsilon_{0}}{3}\right\}} e^{\alpha m / d_{1}} \psi^{2}}+\frac{\int_{\Omega} e^{\alpha m / d_{1}}\left(\theta_{d_{2}}-m\right) \psi^{2}}{\int_{\Omega} e^{\alpha m / d_{1}} \psi^{2}} \\
& \leq C e^{-\frac{-c_{0}}{\sigma_{1}}}+\sup _{\operatorname{supp} \psi}\left(\theta_{d_{2}}-m\right) \\
& \leq C e^{-\frac{\alpha \epsilon_{0}}{6 d_{1}}}+\left\|\theta_{d_{2}}\right\|_{L^{\infty}(\Omega)}-\sup _{\bar{\Omega}} m+\epsilon_{0} .
\end{aligned}
$$

Letting $\alpha \rightarrow \infty$, we have

$$
\limsup _{\alpha \rightarrow \infty} \lambda_{v} \leq\left\|\theta_{d_{2}}\right\|_{L^{\infty}(\Omega)}-\sup _{\bar{\Omega}} m+\epsilon_{0}<0 .
$$

This proves the instability of $\left(0, \theta_{d_{2}}\right)$ in Claim 3.
Next, we prove the instability of $(\tilde{u}, 0)$. Consider the principal eigenvalue $\lambda_{u}$ of

$$
\begin{cases}d_{2} \Delta \varphi+(m-\tilde{u}) \varphi+\lambda_{u} \varphi=0 & \text { in } \Omega,  \tag{31}\\ \partial_{\nu} \varphi=0 & \text { on } \partial \Omega .\end{cases}
$$

Now dividing (31) by $\varphi$ and integrating by parts, we have

$$
\begin{equation*}
d_{2} \int_{\Omega} \frac{|\nabla \varphi|^{2}}{\varphi^{2}}+\int_{\Omega}(m-\tilde{u})+|\Omega| \lambda_{u}=0 \tag{32}
\end{equation*}
$$

The instability $\left(\lambda_{u}<0\right)$ for large $\alpha$ follows from (29), (32), and the following lemma, which we shall prove at the end of this section.
Lemma 5.2. Suppose $m$ is nonconstant and $\left.\partial_{v} m\right|_{\partial \Omega}<0$. Then for each $d_{1}>0$,

$$
\begin{equation*}
\liminf _{\alpha \rightarrow \infty} \int_{\Omega}(m-\tilde{u}) \geq \int_{\{x \in \Omega:|\nabla m|>0, m>0\}} m+\int_{\{x \in \Omega: m \leq 0\}} m \tag{33}
\end{equation*}
$$

Remark 5.1. The assumption $\left.\partial_{\nu} m\right|_{\partial \Omega}<0$ in the statement of Theorem 11 is only needed for Lemmas 4.1 and 5.2 and will be removed in Section 7.

Proof of Lemma 5.2. Let $\Omega_{c}=\{x \in \Omega:|\nabla m|=0\}$. Then by Sard's Theorem, the set of critical values of $m$, denoted by $m\left(\Omega_{c}\right)$, has Lebesgue measure zero. Fix a regular value $\epsilon_{0}>0$, then for all $\delta>0$, there exists a sequence of disjoint open intervals $\left(a_{i}, b_{i}\right)$ such that $a_{i}=\epsilon_{0}$ for some $i$, and

$$
m\left(\Omega_{c} \cap \Omega\left(\epsilon_{0}\right)\right) \subset \cup_{i=1}^{\infty}\left(a_{i}, b_{i}\right) \quad \text { (disjoint union), and } \quad \sum_{i=1}^{\infty}\left(b_{i}-a_{i}\right)<\delta .
$$

Here $a_{i}, b_{i}$ are necessarily regular values of $m$. Moreover, we can choose an integer $K=K(\delta)$ such that

$$
\begin{equation*}
\left|\left\{x \in \Omega: m(x) \in \cup_{i=K+1}^{\infty}\left(a_{i}, b_{i}\right)\right\}\right|=\left|\cup_{i=K+1}^{\infty} m^{-1}\left(a_{i}, b_{i}\right)\right|<\frac{\delta^{2}}{\int_{\Omega} m^{2}} \tag{34}
\end{equation*}
$$

since $S_{K}:=\cup_{i=K+1}^{\infty} m^{-1}\left(a_{i}, b_{i}\right)$ is decreasing in $K$ and contained in a set $\bar{\Omega}$ of finite measure. Hence $\lim _{k \rightarrow \infty} m\left(S_{k}\right)=$ $m\left(\lim _{k \rightarrow \infty} S_{k}\right)=m(\emptyset)=0$. Rename the indices such that $b_{1}>\max _{\bar{\Omega}} m$ and

$$
\begin{equation*}
\epsilon_{0}=a_{K}<b_{K}<a_{K-1}<b_{K-1}<\ldots<a_{1}<b_{1} . \tag{35}
\end{equation*}
$$



Figure 3. Illustrations of $a_{i}, b_{i}$.

Note that by (11) and (34), one can prove, by Hölder's inequality, and $\int_{\Omega} \tilde{u}^{2} \leq \int_{\Omega} m^{2}$, that

$$
\begin{equation*}
\int_{U_{i=K+1}^{\infty} \Omega\left(a_{i}\right) \backslash\left(b_{i}\right)} \tilde{u}<\delta . \tag{36}
\end{equation*}
$$

Lemma 5.3. For all $\alpha>0$,

$$
\begin{equation*}
\int_{\Omega\left(a_{1}\right)}(\tilde{u}-m) \leq \frac{1}{a_{1}} \int_{\Omega\left(a_{1}\right)} \tilde{u}(\tilde{u}-m)+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\epsilon_{0}^{2}}\left(b_{1}-a_{1}\right)|\Omega| \tag{37}
\end{equation*}
$$

Furthermore, for all $i=1, \ldots, K-1$,

$$
\begin{align*}
\int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(\tilde{u}-m) \leq & \frac{1}{a_{i+1}} \int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)} \tilde{u}(\tilde{u}-m)+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\epsilon_{0}^{2}}\left(b_{i+1}-a_{i+1}\right)|\Omega|  \tag{38}\\
& +\frac{\|m\|_{L^{\infty}(\Omega)}}{\epsilon_{0}} \int_{\Omega\left(b_{i+1}\right) \backslash \Omega\left(a_{i}\right)} \tilde{u}-\int_{\Omega\left(b_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(m-\tilde{u})_{+}, \tag{39}
\end{align*}
$$

where $g_{+}=\max \{g, 0\}$ for any function $g$.
Proof.

$$
\begin{aligned}
\int_{\Omega\left(a_{1}\right)}(\tilde{u}-m) & =\int_{\Omega\left(a_{1}\right)}(\tilde{u}-m)_{+}-\int_{\Omega\left(a_{1}\right)}(m-\tilde{u})_{+} \\
& \leq \frac{1}{a_{1}} \int_{\Omega\left(a_{1}\right)} \tilde{u}(\tilde{u}-m)_{+}-\frac{1}{b_{1}} \int_{\Omega\left(a_{1}\right)} \tilde{u}(m-\tilde{u})_{+} \\
& \leq \frac{1}{a_{1}} \int_{\Omega\left(a_{1}\right)} \tilde{u}(\tilde{u}-m)+\left(\frac{1}{a_{1}}-\frac{1}{b_{1}}\right)\|m\|_{L^{\infty}(\Omega)} \int_{\Omega\left(a_{1}\right)} \tilde{u} .
\end{aligned}
$$

where the second line follows since in $\operatorname{supp}(\tilde{u}-m)_{+} \cap \Omega\left(a_{1}\right)$, we have $\tilde{u} \geq m>a_{1}$, and in $\operatorname{supp}(m-\tilde{u})_{+}, \tilde{u} \leq m \leq$ $\max _{\bar{\Omega}} m<b_{1}$. Hence, (37) follows from this, and

$$
\begin{equation*}
\int_{\Omega} \tilde{u} \leq \sqrt{|\Omega| \int_{\Omega} \tilde{u}^{2}} \leq \sqrt{|\Omega| \int_{\Omega} m^{2}} \leq|\Omega|| | m \|_{L^{\infty}(\Omega)} \tag{40}
\end{equation*}
$$

(by (11)). Similarly, for $i=1, \ldots, K-1$,

$$
\begin{aligned}
& \int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(\tilde{u}-m) \\
= & \int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(\tilde{u}-m)_{+}-\int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(m-\tilde{u})_{+} \\
\leq & \frac{1}{a_{i+1}} \int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)} \tilde{u}(\tilde{u}-m)_{+}-\frac{1}{b_{i+1}} \int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(b_{i+1}\right)} \tilde{u}(m-\tilde{u})_{+}-\int_{\Omega\left(b_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(m-\tilde{u})_{+} \\
\leq & \frac{1}{a_{i+1}} \int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)} \tilde{u}(\tilde{u}-m)+\left(\frac{1}{a_{i+1}}-\frac{1}{b_{i+1}}\right) \int_{\Omega} \tilde{u}(m-\tilde{u})_{+} \\
& +\frac{1}{a_{i+1}} \int_{\Omega\left(b_{i+1}\right) \backslash \Omega\left(a_{i}\right)} \tilde{u}(m-\tilde{u})_{+}-\int_{\Omega\left(b_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(m-\tilde{u})_{+} .
\end{aligned}
$$

Thus (38)-(39) follow in a similar fashion.
By induction, one can prove the following.
Lemma 5.4. For each $\delta>0$, if $\alpha$ is sufficiently large, then for all $i=1, \ldots, K$,

$$
\begin{aligned}
\int_{\Omega\left(a_{i}\right)}(\tilde{u}-m)+\frac{\delta}{a_{1}} \leq & \frac{1}{a_{i}}\left[\int_{\Omega\left(a_{i}\right)} \tilde{u}(\tilde{u}-m)+\delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\epsilon_{0}^{2}}|\Omega| \sum_{j=1}^{i}\left(b_{j}-a_{j}\right) \\
& +\frac{\|m\|_{L^{\infty}(\Omega)}^{\epsilon_{0}} \int_{\cup_{j=2}^{i}\left[\Omega\left(b_{j}\right) \backslash \Omega\left(a_{j-1}\right)\right]} \tilde{u}-\int_{\cup_{j=2}^{i}\left[\Omega\left(b_{j}\right) \backslash \Omega\left(a_{j-1}\right)\right]}(m-\tilde{u})_{+} .}{}
\end{aligned}
$$

Proof. When $i=1$, the claim follows from (37). Assume the claim is true for some $i<K$, then

$$
\begin{aligned}
& \int_{\Omega\left(a_{i+1}\right)}(\tilde{u}-m)+\frac{\delta}{a_{1}} \\
= & \int_{\Omega\left(a_{i}\right)}(\tilde{u}-m)+\frac{\delta}{a_{1}}+\int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(\tilde{u}-m) \\
\leq & \frac{1}{a_{i}}\left[\int_{\Omega\left(a_{i}\right)} \tilde{u}(\tilde{u}-m)+\delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\epsilon_{0}^{2}}|\Omega| \sum_{j=1}^{i}\left(b_{j}-a_{j}\right) \\
+ & \frac{\|m\|_{L^{\infty}(\Omega)}^{\epsilon_{0}}}{\int_{U_{j=2}^{i}}\left[\Omega\left(b_{j}\right) \backslash \Omega\left(a_{j-1}\right)\right]} \tilde{u}-\int_{\left.\cup_{j=2}^{i}\left[\Omega\left(b_{j}\right)\right) \Omega\left(a_{j-1}\right)\right]}(m-\tilde{u})_{+}+\int_{\Omega\left(a_{i+1}\right) \backslash \Omega\left(a_{i}\right)}(\tilde{u}-m) \\
\leq & \frac{1}{a_{i+1}}\left[\int_{\Omega\left(a_{i+1}\right)} \tilde{u}(\tilde{u}-m)+\delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\epsilon_{0}^{2}}|\Omega| \sum_{j=1}^{i+1}\left(b_{j}-a_{j}\right) \\
+ & \frac{\|m\|_{L^{\infty}(\Omega)}}{\epsilon_{0}} \int_{U_{j=2}^{i+1}\left[\Omega\left(b_{j}\right) \backslash \Omega\left(a_{j-1}\right)\right]} \tilde{u}-\int_{U_{j=2}^{i+1}\left[\Omega\left(b_{j}\right) \backslash \Omega\left(a_{j-1}\right)\right]}(m-\tilde{u})_{+}
\end{aligned}
$$

by (39) and the fact that the expressions in the square brackets are positive for $\alpha$ large (Corollary 4.2).
Now we continue our proof of Lemma 5.2. Setting $i=K$ in Lemma 5.4, we have

$$
\begin{aligned}
\int_{\Omega\left(\epsilon_{0}\right)}(\tilde{u}-m)+\frac{\delta}{a_{1}} \leq & \frac{1}{\epsilon_{0}}\left[\int_{\Omega\left(\epsilon_{0}\right)} \tilde{u}(\tilde{u}-m)+\delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)}^{2} \delta}{\epsilon_{0}^{2}}|\Omega| \\
& +\frac{\|m\|_{L^{\infty}(\Omega)}}{\epsilon_{0}} \int_{U_{i=K+1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right] \cup \Omega_{r}} \tilde{u}-\int_{\left.\Omega\left(\epsilon_{0}\right)\right) \cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]}(m-\tilde{u})_{+} .
\end{aligned}
$$

By (10) and Corollary 4.3,

$$
\begin{equation*}
\int_{\Omega\left(\epsilon_{0}\right)} \tilde{u}(\tilde{u}-m)=\int_{\Omega \backslash \Omega\left(\epsilon_{0}\right)} \tilde{u}(m-\tilde{u}) \leq\left(\sup _{\Omega \backslash \Omega\left(\epsilon_{0}\right)}(m-\tilde{u})\right) \int_{\Omega \backslash \Omega\left(\epsilon_{0}\right)} \tilde{u} \leq \epsilon_{0}^{2}|\Omega|+\delta . \tag{41}
\end{equation*}
$$

provided $\alpha$ is large. Hence we have

$$
\begin{aligned}
\int_{\Omega\left(\epsilon_{0}\right)}(\tilde{u}-m)+\frac{\delta}{a_{1}} \leq & \frac{1}{\epsilon_{0}}\left[\epsilon_{0}^{2}|\Omega|+2 \delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)}^{2} \delta}{\epsilon_{0}^{2}}|\Omega| \\
& +\frac{\|m\|_{L^{\infty}(\Omega)}^{\epsilon_{0}} \int_{\cup_{i=K+1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right] \cup \Omega_{r}} \tilde{u}-\int_{\Omega\left(\epsilon_{0}\right) \backslash \cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]}(m-\tilde{u})_{+} .}{}
\end{aligned}
$$

Taking lim sup on both sides as $\alpha \rightarrow \infty$, and using $\lim _{\alpha \rightarrow \infty} \int_{\Omega_{r}} \tilde{u} \rightarrow 0$ (Theorem 9) and (36), we have

$$
\begin{equation*}
\limsup _{\alpha \rightarrow \infty} \int_{\Omega\left(\epsilon_{0}\right)}(\tilde{u}-m)+\frac{\delta}{a_{1}} \leq \epsilon_{0}|\Omega|+\frac{2 \delta}{\epsilon_{0}}+\frac{\|m\|_{L^{\infty}(\Omega)} \delta}{\epsilon_{0}^{2}}\left(\mid \Omega\| \| m \|_{L^{\infty}(\Omega)}+\epsilon_{0}\right)-\int_{\Omega\left(\epsilon_{0}\right) \backslash \cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]} m \tag{42}
\end{equation*}
$$

We may assume without loss that $\cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]$ is chosen to be monotonically decreasing as $\delta \searrow 0$. Hence by Monotone Convergence Theorem

$$
\lim _{\delta \rightarrow 0} \int_{\Omega\left(\epsilon_{0}\right) \backslash \cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]} m=\int_{\Omega\left(\epsilon_{0}\right) \cap \Omega_{r}} m
$$

where $\Omega_{r}$ denotes the set of regular points of $m$. Letting $\delta \rightarrow 0$ in (42), we have

$$
\begin{equation*}
\limsup _{\alpha \rightarrow \infty} \int_{\Omega\left(\epsilon_{0}\right)}(\tilde{u}-m) \leq \epsilon_{0}|\Omega|-\int_{\Omega\left(\epsilon_{0}\right) \cap \Omega_{r}} m . \tag{43}
\end{equation*}
$$

On the other hand, by Corollary 4.3,

$$
\begin{equation*}
\limsup _{\alpha \rightarrow \infty} \int_{\Omega \backslash \Omega\left(\epsilon_{0}\right)}(\tilde{u}-m) \leq \epsilon_{0}|\Omega|-\int_{\Omega \backslash \Omega\left(\epsilon_{0}\right)} m \tag{44}
\end{equation*}
$$

Adding (43) and (44), and letting $\epsilon_{0} \rightarrow 0$,

$$
\limsup _{\alpha \rightarrow \infty} \int_{\Omega}(\tilde{u}-m) \leq-\int_{\Omega_{(0) \cap \Omega_{r}}} m-\int_{\Omega_{\Omega(0)}} m
$$

This proves Lemma 5.2, which, together with (29), implies the instability of ( $\tilde{u}, 0)$.

## 6. Large Biased Movement vs. Large Diffusion

In this section we present the proof of Theorem 5. In fact, we will prove a more precise result, from which Theorem 5 follows.

Theorem 12. Let $\Omega \subset \mathbb{R}^{N}$ for some $N \leq 3$. Suppose, in addition to (M1), that $\mathfrak{M} \cap \partial \Omega=\emptyset$ and

$$
\int_{\bar{\Omega} \mid \mathfrak{M}} m<0
$$

Then for all $d_{1}>0$, there exists $\underline{d}>0$ such that for all $d_{2}>\underline{d},(\tilde{u}, 0)$ is globally asymptotically stable for all sufficiently large $\alpha$.

Let $m \in C^{2}(\bar{\Omega})$ be such that $\max _{\bar{\Omega}} m>0, \partial \Omega \cap \mathfrak{M}=\emptyset\left(\right.$ where $\left.\mathfrak{M}=\left\{x \in \Omega: m(x)=\max _{\bar{\Omega}} m\right\}\right)$,

$$
\begin{equation*}
\int_{\Omega} m>0 \quad \text { and } \quad \int_{\Omega \backslash \mathfrak{M}} m<0 . \tag{45}
\end{equation*}
$$

First, we show the instability of $\left(0, \theta_{d_{2}}\right)$ for all sufficiently large $\alpha$.

Lemma 6.1. For all $d_{1}, d_{2}>0,\left(0, \theta_{d_{2}}\right)$ is unstable for all sufficiently large $\alpha$.
Proof. Refer to Claim 3 in the proof of Theorem 11.
Next, we show the non-existence of positive steady state.
Lemma 6.2. Let $\Omega \subset \mathbb{R}^{N}$ and $N \leq 3$. For all $d_{1}>0$, there exists $d^{\prime \prime}>0$ such that for $d_{2}>d^{\prime \prime}$, (3) has no co-existence steady state for all sufficiently large $\alpha$.

Proof. Fix $d_{1}>0$. Assume to the contrary, then (3) necessarily has a coexistence steady state ( $U_{j}, V_{j}$ ) for $d_{2, j} \rightarrow \infty$ and $\alpha_{j} \rightarrow \infty$.

By comparison principle, $\left\|V_{j}\right\|_{L^{\infty}(\Omega)} \leq\|m\|_{L^{\infty}(\Omega)}$ and $U_{j} \leq \tilde{u}$. This and (11) implies, by elliptic $L^{p}$ estimates, that $\left\|V_{j}\right\|_{W^{2,2}(\Omega)}$ is bounded uniformly in $j$. Since $N \leq 3$, we may assume without loss that $V_{j} \rightarrow \kappa$ in $L^{\infty}(\Omega)$ for some constant $\kappa \in[0, \bar{m}]$. Similarly, $V_{j} /\left\|V_{j}\right\|_{L^{\infty}(\Omega)} \rightarrow 1$ in $L^{\infty}(\Omega)$. Hence, for all $\epsilon>0$,

$$
\begin{equation*}
V_{j}<\kappa+\epsilon \quad \text { for } j \text { sufficiently large }, \tag{46}
\end{equation*}
$$

and $U_{j}>\tilde{u}_{j}$, where $\tilde{u}_{j}$ is the unique positive solution to

$$
\begin{cases}\nabla \cdot\left(d_{1} \nabla \tilde{u}_{j}-\alpha_{j} \tilde{u}_{j} \nabla m\right)+\tilde{u}_{j}\left(m-\kappa-\epsilon-\tilde{u}_{j}\right)=0 & \text { in } \Omega, \\ d_{1} \partial_{\nu} \tilde{u}_{j}-\alpha_{j} \tilde{u}_{j} \partial_{v} m=0 & \text { on } \partial \Omega .\end{cases}
$$

Hence by Corollary 2.1 (replacing $m$ by $m-\kappa-\epsilon$ ),

$$
\begin{equation*}
U_{j}>m-\kappa-\epsilon \quad \text { on } \mathfrak{M} \tag{47}
\end{equation*}
$$

for all $j$ sufficiently large. Dividing the second equation of (3) (with $\left.(U, V, \alpha)=\left(U_{j}, V_{j}, \alpha_{j}\right)\right)$ by $\left\|V_{j}\right\|_{L^{\infty}(\Omega)}$ and integrating, we deduce

$$
0=\int_{\Omega} \frac{V_{j}}{\left\|V_{j}\right\|_{L^{\infty}(\Omega)}}\left(m-U_{j}-V_{j}\right)<\int_{\Omega} \frac{V_{j}}{\left\|V_{j}\right\|_{L^{\infty}(\Omega)}}\left(m-(m-\kappa-\epsilon) \mathcal{X}_{\mathfrak{M}}-V_{j}\right) .
$$

Letting $j \rightarrow \infty$, we have $V_{j} \rightarrow \kappa$ and

$$
0 \leq \int_{\Omega}(m-\kappa)-\int_{\mathfrak{M}}(m-\kappa-\epsilon) \leq \int_{\Omega \mid \mathfrak{M}} m+\epsilon|\mathfrak{M}| .
$$

Since this is true for all $\epsilon>0$, we have $\int_{\Omega \backslash \mathfrak{M}} m \geq 0$, a contradiction to (45).

Proof of Theorem 12. Since, (i) $\left(0, \theta_{d_{2}}\right)$ is unstable (by Lemma 6.1), and (ii) there are no positive steady states (Lemma 6.2 ). By the theory of monotone dynamical systems, $(\tilde{u}, 0)$ is globally asymptotically stable.

## 7. Advection-mediated Co-existence, General Case

In this section we shall prove the general version of Theorem 11. By Remark 5.1, it suffices to remove the assumption $\left.\partial_{\nu} m\right|_{\partial \Omega}<0$ in Lemma 5.2. First, we give a definition

Definition 1. Let $\left.m\right|_{\partial \Omega}$ be the restriction of $m$ in $\partial \Omega$. We say that $m_{0}$ is a regular value of $m$ and $\left.m\right|_{\partial \Omega}$, if it is a regular value of $m$ and a regular value of $\left.m\right|_{\partial \Omega}$.

Lemma 7.1. Suppose $m \in C^{2}(\bar{\Omega})$ is nonconstant and is positive somewhere. Then for each $d_{1}>0$,

$$
\liminf _{\alpha \rightarrow \infty} \int_{\Omega}(m-\tilde{u}) \leq \int_{\{x \in \Omega:|\nabla m|>0, m>0\}} m+\int_{\{x \in \Omega: m \leq 0\}} m .
$$

Proof. Fix a positive regular value $\epsilon_{0}$ of $m$ and $\left.m\right|_{\partial \Omega}$, and (small) $\delta>0$, and choose as in the proof of Lemma 5.2, a sequence of disjoint open intervals $\left\{\left(a_{i}, b_{i}\right)\right\}_{i=1}^{\infty}$ whose union contains the set of critical values of $m$ and $\left.m\right|_{\partial \Omega}$ in $\left(\epsilon_{0}, \infty\right)$. Moreover, there exists $K$ such that (35) holds and

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left(b_{i}-a_{i}\right)<\delta \quad \text { and } \quad\left|m^{-1}\left\{\cup_{i=K+1}^{\infty}\left(a_{i}, b_{i}\right)\right\}\right|<\frac{\delta^{2}}{\int_{\Omega} m^{2}} \tag{48}
\end{equation*}
$$

Also, since $a_{i}, b_{i}$ are regular values of $m$, the latter being an open set in $\mathbb{R}$, there exists $\epsilon_{i}<\frac{b_{i}-a_{i}}{3}$ such that $\left[a_{i}, a_{i}+\epsilon_{i}\right] \cup$ $\left[b_{i}-\epsilon_{i}, b_{i}\right]$ are regular values of $m$ and $\left.m\right|_{\partial \Omega}$.

Now, we will follow largely the arguments in Lemma 5.2. We primarily work with the level set of $L$, a modified version of $m$.
Lemma 7.2. For any $\eta>0$ small, there exists $L \in C^{2}(\bar{\Omega})$ such that
(i) $L(x)=m(x)$ if $\operatorname{dist}(x, \partial \Omega) \geq \eta$,
(ii) $\partial_{v} L<0$ if $x \in \partial \Omega$, and $m(x) \in \cup_{i=1}^{K}\left(\left[a_{i}-\epsilon_{i}, a_{i}+\epsilon_{i}\right] \cup\left[b_{i}-\epsilon_{i}, b_{i}+\epsilon_{i}\right]\right)$,
(iii) $\|L-m\|_{L^{\infty}(\Omega)} \leq \eta$,
(iv) $\nabla L \cdot \nabla m \geq 0$ if $m(x) \in \cup_{i=1}^{K}\left(\left[a_{i}-\epsilon_{i}, a_{i}+\epsilon_{i}\right] \cup\left[b_{i}-\epsilon_{i}, b_{i}+\epsilon_{i}\right]\right)$.

Moreover, $\eta>0$ is chosen such that

$$
\begin{equation*}
\eta<\min _{0 \leq i \leq K}\left\{\epsilon_{i} / 3\right\} \quad \text { and } \quad \eta<\min _{1 \leq i \leq K}\left\{\left(b_{i}-a_{i}\right) / 3\right\} . \tag{49}
\end{equation*}
$$

And that there exists $\tilde{a}_{i}, \tilde{b}_{i}, \tilde{\epsilon}_{i}$ such that $\cup_{i=1}^{K}\left[\tilde{a}_{i}, \tilde{a}_{i}+\tilde{\epsilon}_{i}\right] \cup\left[\tilde{b}_{i}-\tilde{\epsilon}_{i}, \tilde{b}_{i}\right]$ are regular values of $L$ satisfying

$$
\begin{equation*}
\left[\tilde{a}_{i}, \tilde{a}_{i}+\tilde{\epsilon}_{i}\right] \subseteq\left[a_{i}, a_{i}+\epsilon_{i}\right], \quad\left[\tilde{b}_{i}-\tilde{\epsilon}_{i}, \tilde{b}_{i}\right] \subseteq\left[b_{i}-\epsilon_{i}, b_{i}\right], \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.L^{-1}\left\{\left[\tilde{a}_{i}, \tilde{a}_{i}+\tilde{\epsilon}_{i}\right]\right\} \subset m^{-1}\left\{\left[a_{i}, a_{i}+\epsilon_{i}\right]\right\} \quad \text { and } \quad L^{-1}\left\{\left[\tilde{b}_{i}-\tilde{\epsilon}_{i}, \tilde{b}_{i}\right]\right\} \subset m^{-1}\left\{b_{i}-\epsilon_{i}, b_{i}\right]\right\} . \tag{51}
\end{equation*}
$$

for all $1 \leq i \leq K$.
The proof of Lemma 7.2 is contained in the Appendix.


Figure 4. Example of $L(x)$ corresponding to $m(x)=1-\left(x_{1}\right)^{2}$. On the left: Level set of $m(x)$, the thickness of the line represents the magnitude of $m(x)$. On the right: Level set of the corresponding $L(x)$.

Given $\epsilon_{0}, \delta>0$, let $L(x)$ be given by Lemma 7.2. In the following we denote

$$
\Omega^{\prime}(\tilde{a})=\{x \in \Omega: L(x)>\tilde{a}\} \quad \text { and } \quad \Gamma^{\prime}(\tilde{a})=\{x \in \Omega: L(x)=\tilde{a}\}
$$

and $\tilde{a}=\tilde{a}_{i}$ for some $1 \leq i \leq K$.
Lemma 7.3 (Lemma 4.1'). Assume (M1), if $\tilde{a}=\tilde{a}_{i}$ for some $1 \leq i \leq K$ then

$$
\liminf _{\alpha \rightarrow \infty} \int_{\Gamma^{\prime}(\tilde{a})}\left(d_{1} \partial_{\tau} \tilde{u}-\alpha \tilde{u} \partial_{\tau} m\right) \geq 0
$$

where $\tau=-\frac{\nabla L(x)}{|\nabla L(x)|}$ on $\Gamma^{\prime}(\tilde{a})$ and $\partial_{\tau}=\tau \cdot \nabla$.

The proof of Lemma 7.3 is completely analogous to Lemma 4.1 and is omitted. The next two corollaries follow from Lemma 7.3 as their counterparts in Section 4 do.
Corollary 7.4 (Corollary $4.2^{\prime}$ ). Assume (M1), then $\liminf _{\alpha \rightarrow \infty} \int_{\Omega^{\prime}(\tilde{a})} \tilde{u}(\tilde{u}-m) \geq 0$.
Corollary 7.5 (Corollary 4.3'). Assume (M1), then there exists a constant $C>0$ such that for each regular value $\epsilon$ of $m$,

$$
\underset{\alpha \rightarrow \infty}{\limsup } \int_{\Omega \backslash \Omega(\epsilon)} \tilde{u}^{2} \leq C \epsilon^{2}|\Omega| .
$$

Lemma 7.6 (Lemma 5.6'). For all $\alpha>0$,

$$
\int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)}(\tilde{u}-m) \leq \frac{1}{\tilde{a}_{1}-\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)} \tilde{u}(\tilde{u}-m)+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\left(\epsilon_{0} / 2\right)^{2}} 3\left(\tilde{b}_{1}-\tilde{a}_{1}\right)|\Omega| .
$$

And for all $1<i \leq K$,

$$
\begin{aligned}
\int_{\Omega^{\prime}\left(\tilde{a}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)}(\tilde{u}-m) & \leq \frac{1}{\tilde{a}_{i+1}-\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)} \tilde{u}(\tilde{u}-m)+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\left(\epsilon_{0} / 2\right)^{2}} 3\left(\tilde{b}_{i+1}-\tilde{a}_{i+1}\right)|\Omega| \\
& +\frac{\|m\|_{L^{\infty}(\Omega)}}{\epsilon_{0} / 2} \int_{\Omega^{\prime}\left(\tilde{b}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)} \tilde{u}-\int_{\Omega^{\prime}\left(\tilde{b}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)}(m-\tilde{u})_{+} .
\end{aligned}
$$

Proof. Since $\|m-L\|_{L^{\infty}(\Omega)} \leq \eta$,

$$
\begin{aligned}
\int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)}(\tilde{u}-m) & =\int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)}(\tilde{u}-m)_{+}-\int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)}(m-\tilde{u})_{+} \\
& \leq \frac{1}{\tilde{a}_{1}-\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)} \tilde{u}(\tilde{u}-m)_{+}-\frac{1}{\tilde{b}_{1}+\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)} \tilde{u}(m-\tilde{u})_{+} \\
& \leq \frac{1}{\tilde{a}_{1}-\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)} \tilde{u}(\tilde{u}-m)+\left(\frac{1}{\tilde{a}_{1}-\eta}-\frac{1}{\tilde{b}_{1}+\eta}\right)\|m\|_{L^{\infty}(\Omega)} \int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)} \tilde{u} \\
& \leq \frac{1}{\tilde{a}_{1}-\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)} \tilde{u}(\tilde{u}-m)+\left(\frac{\tilde{b}_{1}-\tilde{a}_{1}+2 \eta}{\left(\tilde{a}_{1}-\eta\right)\left(\tilde{b}_{1}+\eta\right)}\right)\|m\|_{L^{\infty}(\Omega)} \int_{\Omega^{\prime}\left(\tilde{a}_{1}\right)} \tilde{u}
\end{aligned}
$$

And the case $i=1$ follows by $\tilde{b}_{i}+\eta>\tilde{a}_{i}-\eta>\epsilon_{0} / 2$, (49) and (40). For $1<i \leq K$,

$$
\begin{aligned}
\int_{\Omega^{\prime}\left(\tilde{a}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)}(\tilde{u}-m)= & \int_{\Omega^{\prime}\left(\tilde{a}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)}(\tilde{u}-m)_{+}-\int_{\Omega^{\prime}\left(\tilde{a}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)}(m-\tilde{u})_{+} \\
\leq & \frac{1}{\tilde{a}_{i+1}-\eta} \int_{\Omega\left(a_{i+1}\right) \backslash\left(a_{i}\right)} \tilde{u}(\tilde{u}-m)_{+}-\frac{1}{\tilde{b}_{i+1}+\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{b}_{i+1}\right)} \tilde{u}(m-\tilde{u})_{+} \\
& -\int_{\Omega^{\prime}\left(\tilde{b}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)}(m-\tilde{u})_{+} \\
\leq & \frac{1}{\tilde{a}_{i+1}-\eta} \int_{\Omega^{\prime}\left(\tilde{a}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i j}\right)} \tilde{u}(\tilde{u}-m)+\left(\frac{1}{\tilde{a}_{i+1}-\eta}-\frac{1}{\tilde{b}_{i+1}+\eta}\right) \int_{\Omega} \tilde{u}(m-\tilde{u})_{+} \\
& +\frac{1}{\tilde{a}_{i+1}-\eta} \int_{\Omega^{\prime}\left(\tilde{b}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)} \tilde{u}(m-\tilde{u})_{+}-\int_{\Omega^{\prime}\left(\tilde{b}_{i+1}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{i}\right)}(m-\tilde{u})_{+} .
\end{aligned}
$$

And the case $1<i \leq K$ follows in a similar fashion.
By summing the results of Lemma 7.6, we have

Lemma 7.7 (Lemma 5.7'). For all $1 \leq i \leq K$,

$$
\begin{aligned}
\int_{\Omega^{\prime}\left(\tilde{u}_{i}\right)}(\tilde{u}-m)+\frac{\delta}{\tilde{a}_{1}-\eta} & \leq \frac{1}{\tilde{a}_{i}-\eta}\left[\int_{\Omega^{\prime}\left(\tilde{a}_{i}\right)} \tilde{u}(\tilde{u}-m)+\delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)^{2}}}{\left(\epsilon_{0} / 2\right)^{2}}|\Omega| 3 \sum_{j=1}^{i}\left(\tilde{b}_{j}-\tilde{a}_{j}\right) \\
& +\frac{\|m\|_{L^{\infty}(\Omega)}}{\epsilon_{0} / 2} \int_{\cup_{j=2}^{i}\left[\Omega^{\prime}\left(\tilde{b}_{j}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{j-1}\right)\right]} \tilde{u}-\int_{U_{j=2}^{i}\left[\Omega^{\prime}\left(\tilde{b}_{j}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{j-1}\right)\right]}(m-\tilde{u})_{+}
\end{aligned}
$$

The proof of Lemma 7.7 is similar to that of Lemma 5.4 and is omitted. Next, we take $i=K$ in Lemma 7.7, then

$$
\begin{aligned}
\int_{\Omega^{\prime}\left(\tilde{a}_{K}\right)}(\tilde{u}-m) & \leq \frac{1}{\tilde{a}_{K}-\eta}\left[\int_{\Omega^{\prime}\left(\tilde{a}_{K}\right)} \tilde{u}(\tilde{u}-m)+\delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)}^{2}}{\left(\epsilon_{0} / 2\right)^{2}}|\Omega| 3 \sum_{j=1}^{K}\left(\tilde{b}_{j}-\tilde{a}_{j}\right) \\
& +\frac{\|m\|_{L^{\infty}(\Omega)}}{\epsilon_{0} / 2} \int_{\cup_{j=2}^{K}\left[\Omega^{\prime}\left(\tilde{b}_{j}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{j-1}\right)\right]} \tilde{u}-\int_{\cup_{j=2}^{K}\left[\Omega^{\prime}\left(\tilde{b}_{j}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{j-1}\right)\right]}(m-\tilde{u})_{+} .
\end{aligned}
$$

Similar to (41), we have

$$
\int_{\Omega^{\prime}\left(\tilde{a}_{K}\right)} \tilde{u}(\tilde{u}-m)=\int_{\Omega \backslash \Omega^{\prime}\left(\tilde{a}_{K}\right)} \tilde{u}(m-\tilde{u}) \leq\|m\|_{L^{\infty}\left(\Omega \backslash \Omega^{\prime}\left(\tilde{a}_{K}\right)\right)} \int_{\Omega \backslash \Omega^{\prime}\left(\tilde{a}_{K}\right)} \tilde{u} \leq C \epsilon^{2}+\delta .
$$

We also have the following set inclusions.

$$
\begin{array}{ccccc}
\cup_{j=2}^{K}\left[\Omega^{\prime}\left(\tilde{b}_{j}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{j-1}\right)\right] & \subset \quad \Omega_{r} \cup\left\{\cup_{j=2}^{K}\left[\Omega\left(b_{j}\right) \backslash \Omega\left(a_{j-1}\right)\right]\right\} & \subset \quad \cup_{i=K+1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right] \cup \Omega_{r} \\
\cup_{j=2}^{K}\left[\Omega^{\prime}\left(\tilde{b}_{j}\right) \backslash \Omega^{\prime}\left(\tilde{a}_{j-1}\right)\right] & \supset \quad \cup_{j=2}^{K}\left[\Omega\left(b_{j}\right) \backslash \Omega\left(a_{j-1}\right)\right] \quad \supset & \Omega\left(\epsilon_{0}\right) \backslash\left\{\cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]\right\} \tag{53}
\end{array}
$$

Hence we deduce that

$$
\begin{aligned}
\int_{\Omega\left(2 \epsilon_{0}\right)} \tilde{u}-\int_{\Omega\left(\epsilon_{0} / 2\right)} m \leq & \frac{2}{\epsilon_{0}}\left[C \epsilon_{0}^{2}+2 \delta\right]+\frac{\|m\|_{L^{\infty}(\Omega)}^{2} 12|\Omega|}{\epsilon_{0}^{2}} \delta \\
& +\frac{2\|m\|_{L^{\infty}(\Omega)}^{\epsilon_{0}} \int_{U_{i=K+1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right] \cup \Omega_{r}} \tilde{u}-\int_{\Omega\left(\epsilon_{0}\right) \backslash\left\{\cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash\left(b_{i}\right)\right]\right\}}(m-\tilde{u})_{+} .}{}
\end{aligned}
$$

Taking lim sup on both sides, using also (36),

$$
\alpha \rightarrow \infty
$$

$$
\limsup _{\alpha \rightarrow \infty} \int_{\Omega\left(2 \epsilon_{0}\right)} \tilde{u}-\int_{\Omega\left(\epsilon_{0} / 2\right)} m \leq C \epsilon_{0}|\Omega|+\frac{C \delta}{\epsilon_{0}}+\frac{C \delta}{\epsilon_{0}^{2}}-\int_{\Omega\left(\epsilon_{0}\right) \backslash\left\{u_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]\right\}} m
$$

Together with Corollary 4.3, we have

$$
\limsup _{\alpha \rightarrow \infty} \int_{\Omega}(\tilde{u}-m) \leq C^{\prime} \epsilon_{0}|\Omega|+\frac{C \delta}{\epsilon_{0}^{2}}+\frac{C \delta}{\epsilon_{0}}-\int_{\Omega\left(\epsilon_{0}\right) \backslash \cup \cup_{i=1}^{\infty}\left[\Omega\left(a_{i}\right) \backslash \Omega\left(b_{i}\right)\right]} m-\int_{\Omega \backslash \Omega\left(\epsilon_{0} / 2\right)} m
$$

Finally, Lemma 7.1 follows by taking $\delta \rightarrow 0$ and then $\epsilon_{0} \rightarrow 0$ same as before.

## 8. Uniqueness for the Limiting System

In this section, we show the uniqueness and global asymptotic stability of positive solution to (6), which is stated as Theorem 7 in the Introduction. Consider the parabolic counterpart of (6)

$$
\begin{cases}U_{t}=d_{1} U^{\prime \prime}+U(m-U-V) & \text { in }(-1,1) \times(0, \infty),  \tag{54}\\ V_{t}=d_{2} V^{\prime \prime}+V\left(m-U \mathcal{X}_{[-1,1]}-V\right) & \text { in }(-2,2) \times(0, \infty), \\ U^{\prime}( \pm 1)=V^{\prime}( \pm 2)=0 . & \end{cases}
$$

Theorem 13. Suppose that $m \in C^{2}([-2,2])$ satisfies the assumptions of Theorem 6 . Then there exists $\underline{d}_{2}$, independent of $d_{1}$, such that (54) has a unique positive steady state for all $d_{1}>0$ and $d_{2}>\underline{d}_{2}$.

It is well-known that a two-species competition system generates a monotone flow [14, 15, 21]. Our situation here is slightly different from the standard case, as the governing equations for $U$ and $V$ are defined in different domains $(-1,1)$ and $(-2,2)$. Nonetheless, we can proceed in a similar fashion. Denoting the cones of all nonnegative functions in $C([-1,1])$ and $C([-2,2])$ by $K_{1}$ and $K_{2}$, respectively, we define that $(U, V) \leq(\tilde{U}, \tilde{V})$ whenever $\tilde{U}-U \in K_{1}$ and $V-\tilde{V} \in K_{2}$. Now, setting $X=C([-1,1]) \times C([-2,2])$ and $K=K_{1} \times K_{2}$, one can easily check that the standard theory carries over to our situation. Thus, we can apply the maximum principle and the theory of monotone dynamical systems to obtain the following proposition.

Proposition 8.1. Suppose that for some $d_{1}, d_{2}, \alpha>0$, one of the semi-trivial steady states of (54) is linearly unstable, and that every positive steady state of (54), if exists, is asymptotically stable. Then one of the following holds:
(i) There exists a unique positive steady state $\left(U_{0}, V_{0}\right)\left(U_{0}>0\right.$ in $[-1,1]$ and $V_{0}>0$ in $\left.[-2,2]\right)$ which is globally asymptotically stable.
(ii) One of the two semi-trivial steady states is globally asymptotically stable.

Before we prove Theorem 13, we first derive the existence and limiting profile of positive states of (54).
Lemma 8.1. The system (54) has at least one stable positive steady state $\left(U_{\alpha}, V_{\alpha}\right)$. Moreover, for any positive steady state ( $U, V$ ) of (54),

$$
\begin{equation*}
(U, V) \rightarrow(2(1-\bar{m}), 2 \bar{m}-1) \tag{55}
\end{equation*}
$$

in $L^{\infty}([-1,1]) \times L^{\infty}([-2,2])$ as $d_{2} \rightarrow \infty$, uniformly in $d_{1}>0$.
Proof. First, we observe that $\bar{m}=\frac{1}{4} \int_{-2}^{2} m \in(1 / 2,1)$. Note that the system (54) has two semi-trivial steady states: $(1,0)$ and $\left(0, \theta_{d_{2}}\right)$, where $\theta_{d_{2}}$ is the unique positive steady state of (2). We claim that both semi-trivial steady states are unstable for any $d_{1}, d_{2}>0$. The stability of the semi-trivial steady state $(1,0)$ is determined by the principal eigenvalue $\lambda_{u}$ of

$$
d_{2} \psi^{\prime \prime}+\left(m-X_{[-1,1]}\right) \psi+\lambda_{u} \psi=0 \quad \text { in }(-2,2) \quad \text { and } \quad \psi^{\prime}( \pm 2)=0
$$

Dividing the equation by $\psi$ and integrating by parts, we have

$$
d_{2} \int_{-2}^{2} \frac{\left(\psi^{\prime}\right)^{2}}{\psi^{2}}+\int_{-2}^{2}\left(m-\mathcal{X}_{[-1,1]}\right)+4 \lambda_{u}=0
$$

Since $m-X_{[-1,1]}$ is non-negative and non-trivial, one deduces readily that $\lambda_{u}<0$. Similarly, the stability of $\left(0, \theta_{d_{2}}\right)$ is determined by the principal eigenvalue $\lambda_{v}$ of

$$
d_{1} \phi^{\prime \prime}+\left(1-\theta_{d_{2}}\right) \phi+\lambda_{v} \phi=0 \quad \text { in }(-1,1) \quad \text { and } \quad \phi^{\prime}( \pm 1)=0 .
$$

Again, dividing by $\phi$ and integrating by parts, we have

$$
d_{1} \int_{-1}^{1} \frac{\left(\phi^{\prime}\right)^{2}}{\phi^{2}}+\int_{-1}^{1}\left(1-\theta_{d_{2}}\right)+2 \lambda_{v}=0
$$

And the negativity of $\lambda_{v}$ follows from the fact that $\theta_{d_{2}}<1=\max _{[-2,2]} m$, which is a consequence of the maximum principle. By the theory of monotone dynamical systems, at least one stable positive steady state exists, as both of the semi-trivial steady states are unstable.

Next, we show (55). Suppose that $(U, V)$ is a positive steady state of (54). By the maximum principle, one has $\|U\|_{L^{\infty}([-1,1])},\|V\|_{L^{\infty}([-2,2])} \leq 1$. Next, divide the second equation of (6) by $d_{2}$ and let $d_{2} \rightarrow \infty$. By passing to a subsequence, we may assume that $V \rightarrow C_{v}$ and, by the equation of $U, U \rightarrow C_{u}$, for some non-negative constants $C_{u}, C_{v}$.

We claim that both $C_{v}>0$ and $C_{u}>0$. Suppose that $C_{u}=0$. Then $U \rightarrow 0$ in $L^{\infty}([-1,1])$. From the second equation of (6), it follows that $V \rightarrow \bar{m} \in(1 / 2,1)$. Now integrating the first equation of (6) gives

$$
0=\int_{-1}^{1} U(1-U-V)=\int_{-1}^{1} U(1-\bar{m}+o(1))>0
$$

which is a contradiction. Next, suppose $C_{v}=0$. Then we must have $V \rightarrow 0$, and thus $U \rightarrow 1$. Since $V /\|V\|_{L^{\infty}([-2,2])} \rightarrow$ $\tilde{V}$, where $\tilde{V}>0$, we have, by integrating the second equation of (6) and dividing by $\|V\|_{L^{\infty}([-2,2])}$,

$$
0=\int_{-1}^{1} \frac{V}{\|V\|_{L^{\infty}([-2,2])}}(1-U-V)+\int_{(-2,2) \backslash(-1,1)} \frac{V}{\|V\|_{L^{\infty}([-2,2])}}(m-V) .
$$

Letting $d_{2} \rightarrow \infty$, we have

$$
0=\lim _{d_{2} \rightarrow \infty} \int_{-1}^{1} \frac{V}{\|V\|_{L^{\infty}([-2,2])}}(1-U-V)+\lim _{d_{2} \rightarrow \infty} \int_{(-2,2) \backslash(-1,1)} \frac{V}{\|V\|_{L^{\infty}([-2,2])}}(m-V)=\int_{(-2,2) \backslash(-1,1)} \tilde{V} m>0,
$$

which is again a contradiction. Therefore, $C_{u}>0$ and $C_{v}>0$. Finally, by integrating (6) and passing $d_{2} \rightarrow \infty$, we see that $C_{u}, C_{v}$ solves

$$
C_{u}\left(1-C_{u}-C_{v}\right)=0 \quad \text { and } \quad C_{v}\left(\bar{m}-\frac{1}{2} C_{u}-C_{v}\right)=0 .
$$

Hence $\left(C_{u}, C_{v}\right)=(2(1-\bar{m}), 2 \bar{m}-1)$.
Next, we show that every positive steady state of (54) is locally asymptotically stable, provided that $d_{2}$ is large.
Lemma 8.2. There exists $\underline{d}_{2}>0$ such that every positive steady state of (54) is locally asymptotically stable for all $d_{1}>0$ and $d_{2}>\underline{d}_{2}$.
Proof. Let ( $U, V$ ) be a positive steady state of (6). As (54) generates a monotone dynamical system, it suffices to consider the linear stability of $(U, V)$ via the following eigenvalue problem

$$
\begin{cases}d_{1} \phi^{\prime \prime}+(1-2 U-V) \phi-U \psi+\lambda \phi=0 & \text { in }(-1,1),  \tag{56}\\ d_{2} \psi^{\prime \prime}-V \mathcal{X}_{[-1,1]} \phi+\left(m-U X_{[-1,1]}-2 V\right) \psi+\lambda \psi=0 & \text { in }(-2,2), \\ \phi^{\prime}( \pm 1)=\psi^{\prime}( \pm 2)=0 & \end{cases}
$$

Although (56) is not a standard cooperative system, it is straightforward to check that (56) has a principal eigenvalue $\lambda_{1} \in \mathbb{R}$ with least real part among all eigenvalues. Moreover, $\lambda_{1}$ is simple and one can choose its eigenfunction $(\phi, \psi)$ so that $\phi>0$ in $[-1,1]$ and $\psi<0$ in $[-2,2]$ and that the corresponding principal eigenfunction can be used to construct a family of super and subsolution which in turn give the local asymptotic stability of $(U, V)$. Hence, it suffices to show that $\lambda_{1}>0$ for all $d_{2}$ large.

Claim 4. There exists $C>0$ such that $\lambda_{1} \geq-C$ for all $d_{1}, d_{2}>0$.
Multiplying the first and second equation of (56) by $\phi$ and $\psi$ respectively and integrating by parts, we have, upon adding,

$$
\lambda\left(\int_{-1}^{1} \phi^{2}+\int_{-2}^{2} \psi^{2}\right)=d_{1} \int_{-1}^{1}\left|\phi^{\prime}\right|^{2}+d_{2} \int_{-2}^{2}\left|\psi^{\prime}\right|^{2}+\int_{-1}^{1} f_{1} \phi^{2}+\int_{-1}^{1} f_{2} \phi \psi+\int_{-2}^{2} f_{3} \psi^{2}
$$

where $f_{i}(x), i=1,2,3$ depends on $x, U(x), V(x)$. As $\|U\|_{L^{\infty}([-1,1])}+\|V\|_{L^{\infty}([-2,2])}$ is bounded, so is $\left\|f_{i}\right\|_{L^{\infty}}, i=1,2,3$. Hence there exists $C>0$ independent of $\alpha$ such that

$$
\lambda\left(\int_{-1}^{1} \phi^{2}+\int_{-2}^{2} \psi^{2}\right) \geq-C\left(\int_{-1}^{1} \phi^{2}+\int_{-2}^{2} \psi^{2}\right)
$$

This proves the claim.
Suppose to the contrary that along a sequence of positive steady states $\left(U_{k}, V_{k}\right)$ such that

$$
\lambda_{1}=\lambda_{1}(k) \leq 0 \quad \text { with } \quad d_{2}=d_{2}(k) \rightarrow \infty, d_{1}=d_{1}(k) \in(0, \infty)
$$

Then $\lambda_{1}$ is bounded from above and below and we may assume that $\lambda_{1} \rightarrow \hat{\lambda}_{1} \leq 0$. Upon dividing the second equation of (56) by $d_{2}$, and normalizing by $\|\phi\|_{L^{\infty}([-1,1])}+\|\psi\|_{L^{\infty}([-2,2])}=1$, we see that $\psi \rightarrow-C_{\psi}<0$.

Claim 5. $\phi \rightarrow C_{\phi}=\frac{C_{u} C_{\psi}}{C_{u}-\lambda_{1}}$ as $d_{2} \rightarrow \infty$, uniformly in $d_{1}$.
The claim follows by observing that $\phi$ solves

$$
d_{1} \phi^{\prime \prime}+\left(1-2 U-V+\lambda_{1}\right) \phi=U \psi \quad \text { in }(-1,1), \quad \phi^{\prime}( \pm 1)=0
$$

with $\left(1-2 U-V+\lambda_{1}\right) \rightarrow-C_{u}+\hat{\lambda}_{1}<0$ and $U \psi \rightarrow-C_{u} C_{\psi}$.
Next, integrating the second equation of (56) and letting $d_{2} \rightarrow \infty$, we have

$$
-\frac{1}{2} C_{v} C_{\phi}+\left(\bar{m}-\frac{1}{2} C_{u}-2 C_{v}\right)\left(-C_{\psi}\right)+\hat{\lambda}_{1}\left(-C_{\psi}\right)=0 .
$$

By $\bar{m}=\frac{1}{2} C_{u}+C_{v}$, one deduces that

$$
\begin{equation*}
-\frac{1}{2} C_{\nu} C_{\phi}+C_{\nu} C_{\psi}+\hat{\lambda}_{1}\left(-C_{\psi}\right)=0 . \tag{57}
\end{equation*}
$$

Combining Claim 5 and (57), we have

$$
\left(\begin{array}{cc}
\hat{\lambda}_{1}-C_{u} & C_{u} \\
\frac{1}{2} C_{v} & \hat{\lambda}_{1}-C_{v}
\end{array}\right)\binom{C_{\phi}}{C_{\psi}}=\binom{0}{0}
$$

and hence

$$
\hat{\lambda}_{1}=\frac{C_{u}+C_{v}}{2} \pm \sqrt{\left(\frac{C_{u}+C_{v}}{2}\right)^{2}-\frac{C_{u} C_{v}}{2}}=\frac{C_{u}+C_{v}}{2} \pm \frac{1}{2} \sqrt{C_{u}^{2}+C_{v}^{2}}>0
$$

This contradicts the fact that $\hat{\lambda}_{1}$ as the limit of a non-positive sequence $\lambda_{1}$, must be non-positive.
Proof of Theorem 13. By Lemma 8.1, (54) has at least one positive steady state $\left(U_{0}, V_{0}\right)$ such that $\left(U_{0}, V_{0}\right) \rightarrow(2(1-$ $\bar{m}), 2 \bar{m}-1)$ as $d_{2} \rightarrow \infty$. Moreover, every positive steady state is locally asymptotically stable by Lemma 8.2 . Therefore, by Proposition 8.1 , (54) has a unique positive steady state $\left(U_{0}, V_{0}\right)$, which is globally asymptotically stable.

## 9. Discussion

Biological dispersal strategies have important consequences on population dynamics, disease spread and distribution of species. A reaction-diffusion-advection model is proposed by [5] to compare the relative advantage of conditional and unconditional dispersal strategies. More precisely, we envision two species $U$ and $V$ possessing the same ecological properties, but different dispersal strategies: $U$ is assumed to disperse by a combination of passive diffusion and directed movement up the environmental gradient while $V$ adopts passive diffusion only. In the previous work by Cantrell et al. [6] and subsequently by Chen and Lou [9], under certain nondegeneracy conditions for $m$, the so-called "advection-mediated co-existence" is demonstrated. i.e. the two species always co-exist when $\alpha$ is large. One possible explanation is that for large values of $\alpha, U$ specializes on the locally most favorable points of the habitat (which is assumed to be of measure zero), while the 'generalist' $V$ survives by ultilizing the remaining resources.

However, depending on scales, it is conceivable that natural organisms may not be as sensitive when the local environment is favorable. This motivates us to study the case when the environment is represented by an arbitrary function in $C^{2}(\bar{\Omega})$. In particular, this allows the local maximum of $m$, as perceived by the organism, to be assumed over a region rather than a point.

To summarize, we have shown the following in this paper:

- (Theorem 4) A criterion on the environmental function $m$ for the "advection-mediated coexistence" is established. For any $m$ satisfying the criterion, and for any $d_{1}, d_{2}>0$, (3) has at least one coexistence steady state for all $\alpha$ large. Moreover, in contrast to the non-degenerate case (when $U$ always concentrates on isolated points and therefore has small total population), the limiting total population of $u$ is not necessarily small.
- (Theorem 5) The above coexistence criterion is sharp.
- (Theorem 6) Suppose that $\Omega \subset \mathbb{R}$ and $m \in C^{2}(\bar{\Omega})$ has a single maximum attained over an interval. Then for $\alpha$ large, every steady state satisfies, in the limit, a special system where the two species coexist, and $U$ is confined in the local maximum points of $m$ while $V$ diffuses throughout the entire domain, and they compete only within the set of maximum points of $m$.

We conjecture that the last result can be extended to higher dimensional domains, possibly with additional conditions on $m$.

## Appendix A. Construction of $\boldsymbol{L}(\boldsymbol{x})$

Proof of Lemma 7.2. Recall the basic fact that for some $\eta_{0}=\eta_{0}(\partial \Omega)>0$, the map $T: \partial \Omega \times\left(-\eta_{0}, \eta_{0}\right) \rightarrow\left\{x \in \mathbb{R}^{N}:\right.$ $\left.\operatorname{dist}(x, \partial \Omega)<\eta_{0}\right\}$ defined as

$$
\left(x_{0}, t\right) \mapsto x_{0}-t v\left(x_{0}\right)
$$

where $v\left(x_{0}\right)$ is the outward unit normal vector with respect to $\partial \Omega$ at $x_{0}$, is a diffeomorphism. For $x \in \bar{\Omega}$ that is close enough to $\partial \Omega$, let $x_{0} \in \partial \Omega$ be the unique point on $\partial \Omega$ closest to $x$ and we define in the following $v(x)=v\left(x_{0}\right)$. For $x$ close to $\partial \Omega$, we regard $m$ as a function defined on $\partial \Omega \times\left[0, \eta_{0}\right)$, and define $\nabla_{\partial \Omega} m$ by the decomposition

$$
\nabla m=\left(\partial_{v} m\right) v+\nabla_{\partial \Omega} m, \quad \text { where } \quad \partial_{v} m(x)=v(x) \cdot \nabla m(x) .
$$

We also claim, without proof, the following calculus fact.
Claim 6. Given $\eta \in\left(0, \eta_{0}\right)$, define

$$
g(t):= \begin{cases}0 & \text { for } t \geq \eta, \\ \frac{1}{3 \eta^{2}}(\eta-t)^{3} & \text { for }-\eta<t \leq \eta,\end{cases}
$$

then $g \in C^{2}((-\eta, \infty)), g^{\prime}(0)=-1, g^{\prime}(\eta)=g^{\prime \prime}(\eta)=0$.
Now, let

$$
D:=\left\{x \in \Omega: m(x) \in \cup_{i=1}^{K}\left(\left[a_{i}-\epsilon_{i}, a_{i}+\epsilon_{i}\right] \cup\left[b_{i}-\epsilon_{i}, b_{i}+\epsilon_{i}\right]\right) \text { and } \operatorname{dist}(x, \partial \Omega)<\eta_{0}\right\} .
$$

(Note that, as we are dealing with regular values of both $m$ and $\left.m\right|_{\partial \Omega}$, by taking $\eta_{0}$ smaller, we may assume that $D \subset\left\{x \in \Omega:|\nabla m|>0\right.$ and $\left.\left|\nabla_{\partial \Omega} m\right|>0\right\}$.) Choose positive constants $\delta_{1}, \eta$ such that

$$
\begin{equation*}
\delta_{1}:=\frac{\inf _{D}\left|\nabla_{\partial \Omega} m\right|^{2}}{2\|\nabla m\|_{L^{\infty}(\Omega)}} \quad \text { and } \quad \eta<\min \left\{\frac{3 \inf _{D}\left|\nabla_{\partial \Omega} m\right|^{2}}{2\|\nabla m\|_{L^{\infty}(\Omega)}\left\|\nabla^{2} m\right\|_{L^{\infty}(\Omega)}}, \eta_{0}\right\} . \tag{A.1}
\end{equation*}
$$

Define for any $x=x_{0}-t v=x_{0}-t(x) v(x) \in \bar{\Omega}$,

$$
L(x)=m(x)+\left(\delta_{1}-\partial_{v} m\left(x_{0}\right)\right) g(t)
$$

it remains to check that $L(x)$ satisfies all the requirements of Lemma 7.2. We first consider $x \in \Omega$ such that $\operatorname{dist}(x, \partial \Omega) \geq \eta$, then $L(x)=m(x)$ and hence $\nabla L \cdot \nabla m=|\nabla m|^{2} \geq 0$. Next, consider $x \in D$ such that $\operatorname{dist}(x, \partial \Omega)<\eta$, then

$$
\nabla L=\nabla m+v g^{\prime}(t)\left(\delta_{1}+\partial_{v} m\left(x_{0}\right)\right)-g(t) \nabla F,
$$

where $F(x):=\partial_{v} m\left(x_{0}\right)$. Note that $F(x)$ depends only on the projection of $x$ onto $\partial \Omega$, so $\nabla F \perp v(x)$. Thus, for all $x_{0} \in \partial \Omega \cap \bar{D}$,

$$
\partial_{v} L\left(x_{0}\right)=\partial_{v} m\left(x_{0}\right)-\left(\delta_{1}+\partial_{v} m\left(x_{0}\right)\right)=-\delta_{1}<0
$$

It suffices to check that $\nabla L \cdot \nabla m \geq 0$ in $\{x \in D: \operatorname{dist}(x, \partial \Omega)<\eta\}$. Now,

$$
\begin{aligned}
\nabla L \cdot \nabla m & =|\nabla m(x)|^{2}+\partial_{v} m(x) g^{\prime}(t)\left(\delta_{1}+\partial_{v} m\left(x_{0}\right)\right)-g(t)(\nabla m \cdot \nabla F) \\
& \geq\left|\nabla_{\partial \Omega} m(x)\right|^{2}-\left|\partial_{v} m(x) \| \partial_{v} m(x)-\partial_{v} m\left(x_{0}\right)\right|-\left|\partial_{v} m(x)\right| \delta_{1}-g(t)(\nabla m \cdot \nabla F) \\
& \geq \inf _{D}\left|\nabla_{\partial \Omega} m\right|^{2}-\delta_{1}\|\nabla m\|_{L^{\infty}(\Omega)}-\frac{2}{3} \eta\|\nabla m\|_{L^{\infty}(\Omega)}\left\|\nabla^{2} m\right\|_{L^{\infty}(\Omega)} \\
& \geq 0
\end{aligned}
$$

by our choice of $\delta_{1}$ and $\eta$ in (A.1). The rest of Lemma 7.2 follow by choosing $\tilde{a}_{i}, \tilde{a}_{i}+\tilde{\epsilon}_{i}, \tilde{b}_{i}-\tilde{\epsilon}_{i}, \tilde{b}_{i}$ from the set of dense, open regular values of $L$. We omit the details here.
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