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#### Abstract

We consider a two-species competition model in which the species have the same population dynamics but different dispersal strategies. Both species disperse by a combination of random diffusion and advection along environmental gradients, with the same random dispersal rates but different advection coefficients. Regarding these advection coefficients as movement strategies of the species, we investigate their course of evolution. By applying invasion analysis we find that if the spatial environmental variation is less than a critical value, there is a unique evolutionarily singular strategy, which is also evolutionarily stable. If the spatial environmental variation exceeds the critical value, there can be at least three evolutionarily singular strategies, one of which is not evolutionarily stable. Our results suggest that the evolution of conditional dispersal of organisms depends upon the spatial heterogeneity of the environment in a subtle way.
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## 1 Background

The dispersal of organisms plays a fundamental role in their life histories. Despite its importance, understanding the evolution and ecological impact of dispersal remains a challenging issue $[7,8,16,38,39,41,42]$. In recent years there have been extensive studies on the ecological effect of dispersal in heterogeneous environments; see $[4,5,28,34,35]$ and references therein. Much less is known about the evolution of dispersal. For instance, a question that has attracted considerable

[^0]attention in recent years is whether conditional dispersal can evolve in a spatially varying but temporally constant environment $[1,2,11,12,24,37]$.

To study the evolution of dispersal, a popular and powerful approach is that of Adaptive Dynamics [17,18,21,22], which connects the selection of a particular trait with the underlying population dynamical processes that drives selection. An important concept in Adaptive Dynamics is that of Evolutionarily Stable Strategy (ESS), introduced earlier by Maynard Smith and Price in [36]. A strategy is said to be evolutionarily stable if a population using it cannot be invaded by any small population using a different strategy. We shall frame our analysis within this paper in terms of Adaptive Dynamics. We will adopt the standard abbreviation ESS for "Evolutionarily Stable Strategy".

Our line of research begins with Hastings [25], who considered the outcome of the competition when a small number of invaders using a novel dispersal strategy are introduced into a resident population with a different strategy; see also [32]. It is shown [25] that in a spatially varying but temporally constant environment, an exotic species can invade when rare if and only if it has the smaller random dispersal rate. It is later shown in [19] that an invader with a smaller random dispersal rate always replace the resident species. Hence, unconditional dispersal is selected against in a spatially varying but temporally constant environment. It should be noted that in spatially and temporally varying environments faster random dispersal rates may sometimes be selected $[27,33,37]$.

Unconditional dispersal alone, however, does not usually explain well the movement of many organisms. Following the modeling approach in [19], by replacing unconditional dispersal with a combination of unconditional dispersal and directed movement, the following reaction-diffusion-advection system is introduced in [12]:

$$
\begin{cases}u_{t}=\mu \nabla \cdot(\nabla u-u \nabla P)+u(m-u-v) & \text { in } \Omega \times(0, \infty),  \tag{1}\\ v_{t}=\nu \nabla \cdot(\nabla v-v \nabla Q)+v(m-u-v) & \text { in } \Omega \times(0, \infty), \\ \frac{\partial u}{\partial n}-u \frac{\partial P}{\partial n}=\frac{\partial v}{\partial n}-v \frac{\partial Q}{\partial n}=0 & \text { on } \partial \Omega \times(0, \infty), \\ u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x) & \text { in } \Omega,\end{cases}
$$

where $u$ and $v$ denote the population densities of two species in a habitat $\Omega$, which is a bounded domain in $\mathbb{R}^{N}$ with smooth boundary $\partial \Omega ; \frac{\partial}{\partial n}$ is the outward normal derivative on $\partial \Omega$, and the boundary conditions in (1) mean that there is no net flux across the boundary of the habitat for either of the two species; $P$ and $Q$ are two non-constant functions of the spatial variable $x$. The advection terms $-u \nabla P$ and $-v \nabla Q$ represent the directed movement upward along the gradients of $P$ and $Q$, respectively. Throughout this paper, we assume
(M) $m \in C^{2}(\bar{\Omega})$, and it is non-constant and positive in $\bar{\Omega}$.

It is observed in [12] that if $P=\ln m$, then $(m, 0)$ is a semi-trivial steady state of (1). Moreover, if $\mu=\nu$ and $Q=\ln m+\epsilon R$ for some non-constant $R \in C^{2}(\bar{\Omega})$, then $(m, 0)$ is globally asymptotically stable for all $\epsilon>0$ sufficiently small. In terms of adaptive dynamics, the strategy $P=\ln m$ is a local ESS. Subsequently, it is established in [2] that $P=\ln m$ is a global ESS in the following sense:

Theorem 1.1 ([2]). Given any $\mu, \nu>0$. Suppose that $P=\ln m$ and $Q-\ln m$ is non-constant. Then, the steady state $(m, 0)$ is globally asymptotically stable among non-negative, not identically zero initial data.

These results are closely connected to the fact that when $P=\ln m$, at equilibrium the population density of $u$ perfectly matches the local carrying capacity $m$. That is, the strategy $P=\ln m$ is capable of producing an ideal free distribution (IFD) [20], a verbal concept in the ecology literature believed to be a sufficient condition for evolutionary stability. We refer to [12] for further discussions about the connections between ideal free distributions and evolution of dispersal.

As illustrated above, strategies which can produce ideal free distributions are obvious candidates of ESS. What if one is restricted to the situation where an ideal free distribution is not possible? This is the case if we consider the following system proposed in [9,13]:

$$
\begin{cases}u_{t}=\mu \nabla \cdot(\nabla u-\eta u \nabla m)+u(m-u-v) & \text { in } \Omega \times(0, \infty), \\ v_{t}=\nu \nabla \cdot(\nabla v-\xi v \nabla m)+v(m-u-v) & \text { in } \Omega \times(0, \infty),  \tag{2}\\ \frac{\partial u}{\partial n}-\eta u \frac{\partial m}{\partial n}=\frac{\partial v}{\partial n}-\xi v \frac{\partial m}{\partial n}=0 & \text { on } \partial \Omega \times(0, \infty), \\ u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x) & \text { in } \Omega,\end{cases}
$$

where $\eta, \xi$ are non-negative parameters which represent the "strategies" of $u$ and $v$, and measure the ability of $u$ and $v$ to move upward along the gradient of $m$.

Different from the case when $P=\ln m$ or $Q=\ln m$, it can be shown that for any $\eta, \xi$, neither species $u$ nor species $v$ in system (2) can reach an ideal free distribution at equilibrium. In this situation, is there still a strategy (e.g., parametrized by $\eta$ ) which is an ESS? If so, is it unique? In this paper, we are going to give a partial answer to these questions when the diffusion rates are equal and sufficiently small. As we shall see in the next section, the existence and uniqueness of an ESS depend crucially on the spatial environmental variation, characterized by the ratio $\frac{\max _{\bar{\Omega}} m}{\min \bar{\Omega} m}$. We shall show that if the spatial environmental variation is less than a critical value, there is a unique evolutionarily singular strategy, which is also evolutionarily stable. If the spatial environmental variation exceeds the critical value, there might be three or more evolutionarily singular strategies, one of which is not evolutionarily stable.

Much work has been devoted to the understanding of positive steady states of system (2) when $\eta \rightarrow \infty$ and $\xi=0$; see [ $6,10,13-15,29-31]$. In particular, it is proved in [31] in one dimension and subsequently in [30] in higher dimensions that if $\xi=0$ and $\eta \rightarrow \infty$, then (2) always possesses a stable positive steady state which concentrates on a selected subset of the local maximum points of $m$. Different from all of the previous works on system (2), in this paper we are able to for the first time determine the existence and uniqueness of ESS for system (2).

## 2 Statement of Main Results

For the rest of this paper we assume that $\mu=\nu$. Then, (2) becomes

$$
\begin{cases}u_{t}=\mu \nabla \cdot(\nabla u-\eta u \nabla m)+u(m-u-v) & \text { in } \Omega \times(0, \infty),  \tag{3}\\ v_{t}=\mu \nabla \cdot(\nabla v-\xi v \nabla m)+v(m-u-v) & \text { in } \Omega \times(0, \infty), \\ \frac{\partial u}{\partial n}-\eta u \frac{\partial m}{\partial n}=\frac{\partial v}{\partial n}-\xi v \frac{\partial m}{\partial n}=0 & \text { on } \partial \Omega \times(0, \infty), \\ u(x, 0)=u_{0}(x), \quad v(x, 0)=v_{0}(x) & \text { in } \Omega\end{cases}
$$

We first prepare with some definitions. Let $\tilde{u}=\tilde{u}(\mu, \eta)$ be the unique positive solution of the single species equation

$$
\begin{cases}\mu \nabla \cdot(\nabla \tilde{u}-\eta \tilde{u} \nabla m)+\tilde{u}(m-\tilde{u})=0 & \text { in } \Omega,  \tag{4}\\ \frac{\partial \tilde{u}}{\partial n}-\eta \tilde{u} \frac{\partial m}{\partial n}=0 & \text { on } \partial \Omega .\end{cases}
$$

If assumption (M) is satisfied, then it is proved in [3] that $\tilde{u}$ exists for all $\eta \geq 0$; see also [15]. It is well known ([13]) that the stability of the steady state $(\tilde{u}, 0)$ of (3) is determined by the principal eigenvalue $\lambda=\lambda(\eta, \xi ; \mu)$ of the following problem:

$$
\begin{cases}\mu \nabla \cdot(\nabla \varphi-\xi \varphi \nabla m)+\varphi(m-\tilde{u})+\lambda \varphi=0 & \text { in } \Omega,  \tag{5}\\ \frac{\partial \varphi}{\partial n}-\xi \varphi \frac{\partial m}{\partial n}=0 & \text { on } \partial \Omega,\end{cases}
$$

where we denote the (positive) principal eigenfunction by $\varphi$, which is normalized by

$$
\begin{equation*}
\int_{\Omega} e^{-\eta m} \varphi^{2}(\eta, \xi ; \mu)=\int_{\Omega} e^{-\eta m} \tilde{u}^{2}(\mu, \eta) \tag{6}
\end{equation*}
$$

Notice that for all $\mu>0$, if $\xi=\eta$, then $\varphi=\tilde{u}$, and $\lambda(\eta, \eta ; \mu)=0$ for any $\eta$. By Taylor's theorem,

$$
\lambda=\frac{\partial \lambda}{\partial \xi}(\xi-\eta)+O\left(|\xi-\eta|^{2}\right)
$$

Hence if $\frac{\partial \lambda}{\partial \xi}(\eta, \eta ; \mu)$ is positive (resp. negative), then a rare mutant $v$ with strategy $\xi$ slightly less than (resp. greater than) $\eta$ can invade the resident $u$ with strategy $\eta$ successfully. We first seek the existence and multiplicity of evolutionarily singular strategies, defined as follows:

Definition 2.1. Fix $\mu>0$. We say that $\eta^{*}$ is an evolutionarily singular strategy if

$$
\frac{\partial \lambda}{\partial \xi}\left(\eta^{*}, \eta^{*} ; \mu\right)=0
$$

For the sake of simplicity we shall abbreviate $\frac{\partial \lambda}{\partial \xi}$ as $\lambda_{\xi}$. Our first main result states that if the spatial variation of the inhomogeneous environment is suitably small, then for sufficiently small migration rates, there is precisely one evolutionarily singular strategy.
Theorem 2.2. Suppose that $\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m} \leq 3+2 \sqrt{2}$. Given any $\Lambda>0$, for all small positive $\mu$, there is exactly one evolutionarily singular strategy, denoted as $\hat{\eta}=$ $\hat{\eta}(\mu)$, in $[0, \Lambda]$. Furthermore, $\hat{\eta} \rightarrow \eta_{0}$ as $\mu \rightarrow 0$, where $\eta_{0}$ is the unique positive root of

$$
\begin{equation*}
g_{0}(\eta):=\int_{\Omega} m \nabla m \cdot \nabla\left(e^{-\eta m} m\right), \quad 0 \leq \eta<\infty . \tag{7}
\end{equation*}
$$

In fact, it holds that

$$
\lambda_{\xi}(\eta, \eta ; \mu)=\left\{\begin{array}{lc}
-, & \eta \in[0, \hat{\eta})  \tag{8}\\
0, & \eta=\hat{\eta} ; \\
+, & \eta \in(\hat{\eta}, \Lambda]
\end{array}\right.
$$

If the underlying domain is one-dimensional, then we have a better result.

Corollary 2.3. Suppose that $\Omega=(a, b), m, m_{x}>0$ in $\bar{\Omega}$, and $\frac{m(b)}{m(a)} \leq 3+2 \sqrt{2}$. Then for all small positive $\mu$, there is exactly one evolutionarily singular strategy in $[0, \infty)$.

A natural and important question is whether the singular strategy $\hat{\eta}$ is a Nash equilibrium, or evolutionarily stable. For the sake of completeness we first recall the definition of local ESS.

Definition 2.4. Fix $\mu>0$. A strategy $\eta^{*}$ is a local ESS if there exists $\delta>0$ such that $\lambda\left(\eta^{*}, \xi ; \mu\right)>0$ for all $\xi \in\left(\eta^{*}-\delta, \eta^{*}+\delta\right) \backslash\left\{\eta^{*}\right\}$.

We say that $\eta^{*}$ is a local Nash equilibrium if there exists $\delta>0$ such that $\lambda\left(\eta^{*}, \xi ; \mu\right) \geq 0$ for all $\xi \in\left(\eta^{*}-\delta, \eta^{*}+\delta\right)$. Hence, an ESS is a strict Nash equilibrium.

Our next result implies that $\hat{\eta}$ is indeed a local ESS under some further restrictions on $\Omega$ and $m$.

Theorem 2.5. Suppose that $\Omega$ is convex with diameter $d$ and $d\|\nabla \ln m\|_{L^{\infty}(\Omega)} \leq$ $\alpha_{0}$, where $\alpha_{0} \approx 0.814$ is the unique positive root of the function $t \mapsto 4 t+e^{-t}+$ $2 \ln t-1-2 \ln \pi$. Then for $\mu>0$ sufficiently small, $\hat{\eta}$ given in Theorem 2.2 is a local ESS.

The assumptions of Theorem 2.5 are more restrictive than that of Theorem 2.2 , as can be seen from the following:

$$
\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m} \leq e^{d\|\nabla \ln m\|_{L} \infty} \leq e^{\alpha_{0}} \approx 2.257<3+2 \sqrt{2} .
$$

Finally, we show that the critical constant $3+2 \sqrt{2}$ in Theorem 2.2 is sharp, and that Theorem 2.5 fails for general $m$.

Theorem 2.6. Let $\Omega=(a, b)$. For any $L>3+2 \sqrt{2}$, there exists $m \in C^{2}(\bar{\Omega})$ with $m, m_{x}>0$ and $\frac{m(b)}{m(a)}=L$ such that for all $\mu>0$ small,
(i) there are at least three evolutionarily singular strategies;
(ii) there exists one evolutionarily singular strategy, denoted as $\bar{\eta}$, which is not a local ESS. In fact, we can find some $\delta>0$ so that $(\tilde{u}, 0)$ is unstable for all $\xi \in(\bar{\eta}-\delta, \bar{\eta}+\delta) \backslash\{\bar{\eta}\}$.

We suspect that two of these singular strategies found in Theorem 2.6 are local ESS. A bit surprisingly, the function $m$ constructed in Theorem 2.6 is monotone. On the other hand, we will show that if $\Omega$ is an interval and $m$ is a linear function, then for sufficiently small $\mu$, there is exactly one evolutionarily singular strategy. These results suggest that even if $\Omega$ is an interval, the exact multiplicity of singular strategies is a subtle issue and the answer depends upon the shape of function $m$.

This paper is organized as follows. Section 3 is devoted to the study of evolutionarily singular strategy and Theorem 2.2 will be established. In Section 4 we determine whether the evolutionarily singular strategy from Theorem 2.2 is also evolutionarily stable and prove Theorem 2.5. Finally in Section 5 we establish Theorem 2.6.

## 3 Evolutionarily singular strategies

In this section we investigate the existence and uniqueness of evolutionarily singular strategies. We first derive the formula of $\lambda_{\xi}(\eta, \eta ; \mu)$ in Subsect. 3.1. Subsect. 3.2 is devoted to the study of asymptotic behaviors of $\tilde{u}$ for sufficiently small $\mu$. The results from these two subsections enable us to obtain a limiting expression for $\lambda_{\xi}(\eta, \eta ; \mu)$ as $\mu \rightarrow 0$. This limiting expression is investigated in Subsect. 3.3, which, together with results from previous subsections, will yield the proof of Theorem 2.2 and Corollary 2.3 in Subsect. 3.4.

### 3.1 Formula for $\lambda_{\xi}$

Taking derivative with respect to $\xi$ in (5), denoting $\frac{\partial \varphi}{\partial \xi}=\varphi_{\xi}$ and $\frac{\partial \lambda}{\partial \xi}=\lambda_{\xi}$, we see that $\varphi_{\xi}$ is the unique solution to

$$
\left\{\begin{array}{l}
\mu \nabla \cdot\left(\nabla \varphi_{\xi}-\xi \varphi_{\xi} \nabla m\right)+\varphi_{\xi}(m-\tilde{u})+\lambda \varphi_{\xi}=\mu \nabla \cdot(\varphi \nabla m)-\lambda_{\xi} \varphi \text { in } \Omega, \\
\frac{\partial \varphi_{\xi}}{\partial n}-\xi \varphi_{\xi} \frac{\partial m}{\partial n}=\varphi \frac{\partial m}{\partial n} \quad \text { on } \partial \Omega, \quad \int e^{-\eta m} \varphi_{\xi} \varphi=0 . \tag{9}
\end{array}\right.
$$

Multiplying (9) by $e^{-\xi m} \varphi$ and integrating by parts, we have

$$
\begin{equation*}
\lambda_{\xi} \int e^{-\xi m} \varphi^{2}=-\mu \int \varphi \nabla m \cdot \nabla\left(e^{-\xi m} \varphi\right) \tag{10}
\end{equation*}
$$

Since $\varphi=\tilde{u}$ when $\xi=\eta$, we obtain
Lemma 3.1. For any $\mu>0$ and $\eta \geq 0$, the following holds:

$$
\begin{equation*}
\frac{\lambda_{\xi}(\eta, \eta ; \mu)}{\mu} \int e^{-\eta m} \tilde{u}^{2}=-\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right) . \tag{11}
\end{equation*}
$$

### 3.2 Estimates

First we consider the limiting behavior of $\tilde{u}$ as $\mu \rightarrow 0$.
Lemma 3.2. For any $\Lambda>0$, there exists positive constants $c_{\Lambda}, C_{\Lambda}$ such that for all $\mu>0$ and $\eta \in[0, \Lambda]$,

$$
\begin{equation*}
c_{\Lambda} \leq \tilde{u}(x) \leq C_{\Lambda} \quad \text { in } \Omega . \tag{12}
\end{equation*}
$$

Moreover, as $\mu \rightarrow 0,\|\tilde{u}-m\|_{L^{\infty}(\Omega)} \rightarrow 0$ uniformly for $\eta \in[0, \Lambda]$.
Proof. Set $\omega=e^{-\eta m} \tilde{u}$, then $\omega$ satisfies

$$
\begin{cases}\mu \nabla \cdot\left(e^{\eta m} \nabla \omega\right)+\left(m-e^{\eta m} \omega\right) e^{\eta m} \omega=0 & \text { in } \Omega,  \tag{13}\\ \frac{\partial \omega}{\partial n}=0 & \text { on } \partial \Omega .\end{cases}
$$

By the maximum principle, if $\omega\left(x_{1}\right)=\max _{\bar{\Omega}} \omega$, then

$$
\omega(x) \leq e^{-\eta m\left(x_{1}\right)} m\left(x_{1}\right) \leq \max _{\bar{\Omega}}\left(e^{-\eta m} m\right) \quad \text { for all } x \in \Omega .
$$

Similarly, $\omega(x) \geq \min _{\bar{\Omega}}\left(e^{-\eta m} m\right)$ for all $x \in \Omega$. Therefore, if we take

$$
c_{\Lambda}=\min _{\bar{\Omega}}\left(e^{-\Lambda m} m\right) \quad \text { and } \quad C_{\Lambda}=\max _{\bar{\Omega}}\left(e^{\Lambda m} m\right),
$$

then (12) holds.
Lastly, $\|\tilde{u}-m\|_{L^{\infty}(\Omega)} \rightarrow 0$ as $\mu \rightarrow 0$ follows by applying the arguments in the Appendix of [26] to (13).

Lemma 3.3. There exists $C>0$ such that for all $\phi \in H^{1}(\Omega)$,

$$
\int|\nabla \tilde{u}-\nabla m|^{2} \phi^{2} \leq C\|\tilde{u}-m\|_{L^{\infty}(\Omega)}\|\phi\|_{H^{1}(\Omega)}^{2}
$$

where $C=C(\eta)$ is independent of $\mu$, $\phi$, and is uniformly bounded on compact subsets of $[0, \infty)$ in $\eta$.

Proof. Write (4) as

$$
-\mu \nabla \cdot\left\{e^{\eta m} \nabla\left[e^{-\eta m}(m-\tilde{u})\right]\right\}+\tilde{u}(m-\tilde{u})=-\mu \nabla \cdot\left[e^{\eta m} \nabla\left(e^{-\eta m} m\right)\right] .
$$

Multiply the above by $e^{-\eta m}(m-\tilde{u}) \phi^{2}$, where $\phi$ is any given function in $H^{1}(\Omega)$, and integrate by parts (applying the boundary conditions of $\tilde{u}$ ), we deduce

$$
\begin{aligned}
& \mu \int e^{\eta m}\left|\nabla\left[e^{-\eta m}(m-\tilde{u})\right]\right|^{2} \phi^{2}+2 \mu \int \phi(m-\tilde{u}) \nabla\left[e^{-\eta m}(m-\tilde{u})\right] \cdot \nabla \phi \\
& \quad \leq \mu \int_{\partial \Omega} \frac{\partial}{\partial n}\left[e^{-\eta m} m\right](m-\tilde{u}) \phi^{2}-\mu \int \nabla \cdot\left[e^{\eta m} \nabla\left(e^{-\eta m} m\right)\right] e^{-\eta m}(m-\tilde{u}) \phi^{2} .
\end{aligned}
$$

And hence by Hölder's inequality and the Trace theorem for Sobolev spaces (see, e.g. [23]),

$$
\begin{aligned}
& \int e^{\eta m}\left|\nabla\left[e^{-\eta m}(m-\tilde{u})\right]\right|^{2} \phi^{2} \\
\leq & C\left[\int e^{-\eta m}|\nabla \phi|^{2}(m-\tilde{u})^{2}+\int \phi^{2}|m-\tilde{u}|+\int_{\partial \Omega} \phi^{2}|m-\tilde{u}|\right] \\
\leq & C\|m-\tilde{u}\|_{L^{\infty}(\Omega)}\|\phi\|_{H^{1}(\Omega)}^{2} .
\end{aligned}
$$

This completes the proof.
For later purposes, we state the following corollary, which follows from Lemmas 3.2 and 3.3.

Corollary 3.4. For all $\phi_{i} \in H^{1}(\Omega), i=1,2$,

$$
\int|\nabla \tilde{u}-\nabla m|^{2} \frac{\phi_{1} \phi_{2}}{\tilde{u}^{2}} \leq C\|\tilde{u}-m\|_{L^{\infty}(\Omega)}\left(\left\|\phi_{1}\right\|_{H^{1}(\Omega)}^{2}+\left\|\phi_{2}\right\|_{H^{1}(\Omega)}^{2}\right)
$$

where $C=C(\eta)$ is independent of $\mu$ and uniformly bounded on compact subsets of $[0, \infty)$ in $\eta$.

Next, we prove a result on $\frac{\partial \tilde{u}}{\partial \eta}$.
Lemma 3.5. As $\mu \rightarrow 0, \frac{\partial \tilde{u}}{\partial \eta} \rightarrow 0$ (strongly) in $H^{1}(\Omega)$ on compact subsets of $[0, \infty)$ in $\eta$.

Proof. Denote $\frac{\partial \tilde{u}}{\partial \eta}=\tilde{u}^{\prime}$ and differentiate (4) with respect to $\eta$, we have

$$
\begin{cases}\mu \nabla \cdot\left(\nabla \tilde{u}^{\prime}-\eta \tilde{u}^{\prime} \nabla m\right)-(m-2 \tilde{u}) \tilde{u}^{\prime}=\mu \nabla \cdot(\tilde{u} \nabla m) & \text { in } \Omega,  \tag{14}\\ n \cdot\left(\nabla \tilde{u}^{\prime}-\eta \tilde{u}^{\prime} \nabla m\right)=n \cdot(\tilde{u} \nabla m) & \text { on } \partial \Omega\end{cases}
$$

Multiply (14) by $e^{-\eta m} \tilde{u}^{\prime}$ and integrate by parts, we find

$$
\begin{equation*}
\mu \int e^{\eta m}\left|\nabla\left(e^{-\eta m} \tilde{u}^{\prime}\right)\right|^{2}+\int(2 \tilde{u}-m) e^{-\eta m}\left(\tilde{u}^{\prime}\right)^{2}=\mu \int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}^{\prime}\right) . \tag{15}
\end{equation*}
$$

By Hölder's inequality and Lemma 3.2, we see that for each $\eta, \int\left|\nabla\left(e^{-\eta m} \tilde{u}^{\prime}\right)\right|^{2}=$ $O(1)$ and $\int\left(e^{-\eta m} \tilde{u}^{\prime}\right)^{2}=O(\mu)$. Hence $e^{-\eta m} \tilde{u}^{\prime} \rightharpoonup 0$ (weakly) in $H^{1}(\Omega)$. Upon considering (15) again, $e^{-\eta m} \tilde{u}^{\prime} \rightarrow 0$ in $H^{1}(\Omega)$.

Next, we show the following lemma.
Lemma 3.6. As $\mu \rightarrow 0$,

$$
\frac{d}{d \eta}\left(\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right)\right) \rightarrow-\int m \nabla m \cdot \nabla\left(e^{-\eta m} m^{2}\right)
$$

uniformly on compact subsets of $[0, \infty)$ in $\eta$.
Proof. By Lemma 3.5, as $\mu \rightarrow 0$,

$$
\begin{aligned}
& \frac{d}{d \eta}\left(\int \tilde{u} \nabla m \cdot\left(e^{-\eta m} \tilde{u}\right)\right) \\
= & \int \frac{\partial \tilde{u}}{\partial \eta} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right)-\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} m \tilde{u}\right)+\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \frac{\partial \tilde{u}}{\partial \eta}\right) \\
\rightarrow & -\int m \nabla m \cdot \nabla\left(e^{-\eta m} m^{2}\right) .
\end{aligned}
$$

This completes the proof.
By Lemmas 3.3 and 3.6, we have the following result.
Corollary 3.7. As $\mu \rightarrow 0$,

$$
\begin{equation*}
\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right) \rightarrow g_{0}(\eta):=\int m \nabla m \cdot \nabla\left(e^{-\eta m} m\right) \quad \text { in } C_{l o c}^{1}([0, \infty)) . \tag{16}
\end{equation*}
$$

Rewriting (7) as $g_{0}(\eta)=\int e^{-\eta m} m|\nabla m|^{2}(1-\eta m)$, we have

$$
\begin{equation*}
g_{0}(\eta)>0 \text { for } \eta \in\left[0, \frac{1}{\max _{\bar{\Omega}} m}\right] \text { and } g_{0}(\eta)<0 \text { for } \eta \in\left[\frac{1}{\min _{\bar{\Omega}} m}, \infty\right) \tag{17}
\end{equation*}
$$

And we see that for $\mu$ small, the roots of $\lambda_{\xi}(\eta, \eta ; \mu)=0$ and the roots of $g_{0}$ are in one-to-one correspondence, provided that the latter roots are non-degenerate.

### 3.3 Limit Problem for $\lambda_{\xi}$

By Lemma 3.1 and Corollary 3.7, the first step in establishing the existence of singular strategies is to study the roots of $g_{0}(\eta)=\int m \nabla m \cdot \nabla\left(e^{-\eta m} m\right)$. In this connection we have

Proposition 3.8. Let $\Omega \subset \mathbb{R}^{N}$. Suppose that $\frac{\max _{\bar{\Omega}} m}{\min \bar{\Omega} m} \leq 3+2 \sqrt{2}$. Then there exists $\eta_{0}>0$ such that (i) $g_{0}(\eta)>0$ if $\eta \in\left[0, \eta_{0}\right)$; (ii) $g_{0}(\eta)=0$ if $\eta=\eta_{0}$; (iii) $g_{0}(\eta)<0$ if $\eta \in\left(\eta_{0}, \infty\right)$. Moreover, $g_{0}^{\prime}\left(\eta_{0}\right)<0$.

Proof. By (17) it suffices to focus on $\eta \in\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]$. We first consider the case $L:=\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}<3+2 \sqrt{2}$. Since

$$
\frac{d}{d \eta} g_{0}(\eta)=\int|\nabla m|^{2} m^{2}(\eta m-2) e^{-\eta m}
$$

$g_{0}(\eta)$ is strictly decreasing in $\left[\frac{1}{\max _{\bar{\Omega} m}}, \frac{2}{\max _{\bar{\Omega}} m}\right]$. And we are done if $\frac{1}{\min _{\bar{\Omega} m}} \leq$ $\frac{2}{\max _{\bar{\Omega}} m}$. Therefore, in the following we assume $L \in(2,3+2 \sqrt{2})$. It remains to show that for all $\eta_{1} \in\left[\frac{2}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega} m}}\right]$, there exists $p \in \mathbb{R}$ such that $\eta^{p} g_{0}(\eta)$ is strictly decreasing in some interval $[a, b]$ containing $\eta_{1}$. First we compute

$$
\begin{aligned}
\frac{d}{d \eta}\left(\eta^{p} g_{0}(\eta)\right) & =\frac{d}{d \eta}\left(\int|\nabla m|^{2} m \eta^{p}(1-\eta m) e^{-\eta m}\right) \\
& =\int|\nabla m|^{2} m \eta^{p-1}\left[(\eta m)^{2}-(p+2) \eta m+p\right] .
\end{aligned}
$$

So

$$
\begin{equation*}
\eta^{p} g_{0}(\eta) \text { is strictly decreasing if } \eta \in\left[\frac{p+2-\sqrt{p^{2}+4}}{2 \min _{\bar{\Omega}} m}, \quad \frac{p+2+\sqrt{p^{2}+4}}{2 \max _{\bar{\Omega}} m}\right] \text {. } \tag{18}
\end{equation*}
$$

Define $x_{0}=2, x_{1}=1+\left(1-\frac{2}{L}\right)^{-1}$ and $p_{1}=\frac{2(2 L-2)}{L(L-2)}$. In general, if $x_{i-1} \geq L$, we stop; else if $x_{i-1}<L$, we define

$$
x_{i}=1+\left(1-\frac{x_{i-1}}{L}\right)^{-1} \quad \text { and } \quad p_{i}=\frac{x_{i-1}\left(2 L-x_{i-1}\right)}{L\left(L-x_{i-1}\right)}=\frac{\frac{x_{i-1}}{L}\left(2-\frac{x_{i-1}}{L}\right)}{1-\frac{x_{i-1}}{L}} .
$$

Claim 3.9. For any $i \geq 1$ such that $x_{i}, p_{i}$ are defined as above, $\eta^{p_{i}} g_{0}(\eta)$ is strictly decreasing in $\left[\frac{x_{i-1}}{\max _{\bar{\Omega}} m}, \frac{x_{i}}{\max _{\bar{\Omega}} m}\right]$.

The claim follows from (18) by observing that for each $i$,

$$
\begin{equation*}
\frac{x_{i-1}}{L}=\frac{p_{i}+2-\sqrt{p_{i}^{2}+4}}{2} \quad \text { and } \quad x_{i}=\frac{p_{i}+2+\sqrt{p_{i}^{2}+4}}{2}, \tag{19}
\end{equation*}
$$

which are consequences of the definitions of $p_{i}$ and $x_{i}$ respectively.
Next, we observe that $x_{1}=1+\left(1-\frac{2}{L}\right)^{-1}>x_{0}$, so by the identity

$$
x_{i+1}-x_{i}=\frac{L\left(x_{i}-x_{i-1}\right)}{\left(L-x_{i}\right)\left(L-x_{i-1}\right)},
$$

one can conclude that $\left\{x_{i}\right\}$ is strictly increasing in $i$.

Claim 3.10. If $2<L<3+2 \sqrt{2}$, then there exists $i_{0}$ such that $x_{i_{0}} \geq L$. That is, $\left\{x_{i}\right\}$ is a finite sequence.

Suppose not, then $\left\{x_{i}\right\}_{i=0}^{\infty}$ is an increasing infinite sequence such that $x_{i}<L$ for all $i$. Then $s=\lim _{i \rightarrow \infty} x_{i} \leq L$ exists, and hence

$$
s=1+\left(1-\frac{s}{L}\right)^{-1} \quad \text { for some } s
$$

This is equivalent to $-s^{2}+(1+L) s-2 L=0$ being solvable, i.e.,

$$
(1+L)^{2}-8 L \geq 0
$$

But this implies that $L \leq 3-2 \sqrt{2}$ or $L \geq 3+2 \sqrt{2}$. This is a contradiction.
Hence, by Claim 3.9, for each $i=1, \ldots, i_{0}, \eta^{p_{i}} g_{0}(\eta)$ is strictly decreasing in $\left[\frac{x_{i-1}}{\max _{\bar{\Omega}} m}, \frac{x_{i}}{\max \bar{\Omega} m}\right]$ with $x_{i_{0}} \geq L=\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}$. This proves the Proposition for the case $L<3+2 \sqrt{2}$.

Now we take up the remaining case $L=3+2 \sqrt{2}$. By the same method above, one can show that $\left\{x_{i}\right\}$ forms an infinite increasing sequence such that $x_{i} \nearrow 2+\sqrt{2}$. Here $x_{i}<2+\sqrt{2}$, since $x_{1}<2+\sqrt{2}$ and

$$
\begin{aligned}
x_{i+1}-(2+\sqrt{2}) & =\left(1+\frac{1}{1-\frac{x_{i}}{3+2 \sqrt{2}}}\right)-\left(1+\frac{1}{1-\frac{2+\sqrt{2}}{3+2 \sqrt{2}}}\right) \\
& =\frac{x_{i}-(2+\sqrt{2})}{(3+2 \sqrt{2})\left(1-\frac{x_{i}}{3+2 \sqrt{2}}\right)\left(1-\frac{2+\sqrt{2}}{3+2 \sqrt{2}}\right)}
\end{aligned}
$$

Then one may similarly show that for all $\eta_{1} \in\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{2+\sqrt{2}}{\max _{\bar{\Omega}} m}\right)$, there exists $i$ such that $\eta_{1} \in\left[\frac{x_{i-1}}{\max _{\bar{\Omega}} m}, \frac{x_{i}}{\max _{\bar{\Omega}} m}\right]$ and that $\frac{d}{d \eta}\left[\eta^{p_{i}} g_{0}(\eta)\right]<0$ in $\left[\frac{x_{i-1}}{\max _{\bar{\Omega}} m}, \frac{x_{i}}{\max _{\bar{\Omega}} m}\right]$.

Also, if one set $y_{0}=3+2 \sqrt{2}$ and $y_{i+1}=(3+2 \sqrt{2})\left(1+\frac{1}{1-y_{i}}\right)$ and $q_{i}=$ $\frac{y_{i-1}\left(2-y_{i-1}\right)}{1-y_{i-1}}$, then one can prove similarly that $y_{i} \searrow 2+\sqrt{2}$ and that for all $\eta_{2} \in\left(\frac{2+\sqrt{2}}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]$, there exists $i$ such that $\eta_{2} \in\left[\frac{y_{i}}{\max _{\bar{\Omega}} m}, \frac{y_{i-1}}{\max _{\bar{\Omega}} m}\right]$ and that $\frac{d}{d \eta}\left[\eta^{q_{i}} g_{0}(\eta)\right]<0$ in $\left[\frac{y_{i}}{\max _{\bar{\Omega}} m}, \frac{y_{i-1}}{\max \bar{\Omega} m}\right]$.

This shows that even if $L=3+2 \sqrt{2}$, function $g_{0}(\eta)$ has a unique root $\eta_{0} \in$ $\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]$. Moreover, $g_{0}^{\prime}\left(\eta_{0}\right)<0$ if $\eta_{0} \neq \frac{2+\sqrt{2}}{\max _{\bar{\Omega}} m}$.

Lastly, we are going to argue that $\eta_{0}$ is also non-degenerate for the remaining case $\eta_{0}=\frac{2+\sqrt{2}}{\max _{\overline{2}} m}$. One can compute that

$$
\frac{d}{d \eta}\left[\eta^{2} g_{0}(\eta)\right]=\int|\nabla m|^{2}\left[(\eta m)^{3}-4(\eta m)^{2}+2(\eta m)\right]
$$

Setting $\eta=\eta_{0}=\frac{2+\sqrt{2}}{\max _{\bar{\Omega}} m}$, then $\eta_{0} m(x) \in[2-\sqrt{2}, 2+\sqrt{2}]$ in $\Omega$ and hence

$$
\eta_{0}^{2} g_{0}^{\prime}\left(\eta_{0}\right)=\left.\frac{d}{d \eta}\left[\eta^{2} g_{0}(\eta)\right]\right|_{\eta=\eta_{0}}=\int|\nabla m|^{2}\left[\left(\eta_{0} m\right)^{3}-4\left(\eta_{0} m\right)^{2}+2\left(\eta_{0} m\right)\right]<0
$$

This completes the proof.

Remark 3.11. The above proposition remains true if $g_{0}(\eta)=\int_{\Omega} K(1-\eta m) e^{-\eta m}$ for any non-negative function $K \in L^{1}(\Omega)$.

### 3.4 Proofs of Theorem 2.2 and Corollary 2.3

Proof of Theorem 2.2. By Proposition 3.8, $g_{0}(\eta)=\int m \nabla m \cdot \nabla\left(e^{-\eta m} m\right)$ has a unique, non-degenerate root in $[0, \infty)$. Since

$$
\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right) \rightarrow \int m \nabla m \cdot \nabla\left(e^{-\eta m} m\right)
$$

in $C_{l o c}^{1}([0, \infty))$ as $\mu \rightarrow 0$, we see that for any (large) $\Lambda>0, \int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right)$ has a unique positive root in $[0, \Lambda]$ for all $\mu$ sufficiently small. By Lemma 3.1,

$$
\frac{1}{\mu} \lambda_{\xi}(\eta, \eta ; \mu)=-\frac{\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right)}{\int e^{-\eta m} \tilde{u}^{2}}
$$

Therefore, given any $\Lambda>0$, for sufficiently small $\mu, \lambda_{\xi}$ also changes sign exactly once in $[0, \Lambda]$. Moreover, denoting the unique root by $\hat{\eta}$, we see that $\hat{\eta} \rightarrow \eta_{0}$ as $\mu \rightarrow 0$, where $\eta_{0}$ is the unique positive root of $g_{0}(\eta)$.

Finally, Corollary 2.3 follows from Theorem 2.2 and the following result:
Lemma 3.12 (Lemma 6.4 in [24]). Let $\Omega=(0,1)$. Suppose that $m, m_{x}>0$ in $[0,1]$ and $\eta>1 / \min _{\bar{\Omega}} m$. Then $\left(e^{-\eta m} \tilde{u}\right)_{x}<0$ for all $x \in(0,1)$.

Proof of Corollary 2.3. Without loss of generality, assume $\Omega=(0,1)$. In view of Lemma 3.1 and Theorem 2.2, it suffices to show that

$$
\lambda_{\xi} \int e^{-\eta m} \tilde{u}^{2}=-\int \tilde{u} m_{x}\left(e^{-\eta m} \tilde{u}\right)_{x}>0 \quad \text { for all } \eta>1 / \min _{\tilde{\Omega}} m
$$

But this follows from the monotonicity of $m$ and Lemma 3.12.

## 4 Evolutionarily stable strategies

In this section we determine whether the singular strategy established in Theorem 2.2 is also evolutionarily stable. We first derive the formula of $\lambda_{\xi \xi}(\eta, \eta ; \mu)$ in Subsect. 4.1. Subsect. 4.2 is devoted to various estimates of eigenfunctions for sufficiently small $\mu$. The results from these two subsections enable us to obtain the limit of $\lambda_{\xi \xi}(\hat{\eta}, \hat{\eta} ; \mu) / \mu$ as $\mu \rightarrow 0$. The sign of this limit is then determined in Subsect. 4.3, which plays the essential role in completing the proof of Theorem 2.5.
4.1 Formula for $\lambda_{\xi \xi}$

Differentiate (9) with respect to $\xi$, denoting $\frac{\partial^{2} \varphi}{\partial \xi^{2}}=\varphi_{\xi \xi}$ and $\frac{\partial^{2} \lambda}{\partial \xi^{2}}=\lambda_{\xi \xi}$, we have

$$
\left\{\begin{align*}
\mu \nabla \cdot\left(\nabla \varphi_{\xi \xi}-\xi \varphi_{\xi \xi} \nabla m\right)+\varphi_{\xi \xi}(m-\tilde{u})+\lambda \varphi_{\xi \xi} &  \tag{20}\\
& =2 \mu \nabla \cdot\left(\varphi_{\xi} \nabla m\right)-2 \lambda_{\xi} \varphi_{\xi}-\lambda_{\xi \xi} \varphi \\
\frac{\partial \varphi_{\xi \xi}}{\partial n}-\xi \varphi_{\xi \xi} \frac{\partial m}{\partial n}=2 \varphi_{\xi} \frac{\partial m}{\partial n} & \text { on } \partial \Omega
\end{align*}\right.
$$

Set $\xi=\eta$, we have $\lambda=0, \varphi=\tilde{u}$ and

$$
\begin{cases}\mu \nabla \cdot\left(\nabla \varphi_{\xi \xi}-\eta \varphi_{\xi \xi} \nabla m\right)+\varphi_{\xi \xi}(m-\tilde{u})=2 \mu \nabla \cdot\left(\varphi_{\xi} \nabla m\right)-2 \lambda_{\xi} \varphi_{\xi}-\lambda_{\xi \xi} \tilde{u} & \text { in } \Omega,  \tag{21}\\ \frac{\partial \varphi_{\xi \xi}}{\partial n}-\eta \varphi_{\xi \xi} \frac{\partial m}{\partial n}=2 \varphi_{\xi} \frac{\partial m}{\partial n} & \text { on } \partial S,\end{cases}
$$

Multiplying (21) by $e^{-\eta m} \tilde{u}$, we obtain

$$
\begin{equation*}
\frac{\lambda_{\xi \xi}(\eta, \eta ; \mu)}{\mu} \int e^{-\eta m} \tilde{u}^{2}=-2 \int \varphi_{\xi} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right)-2 \frac{\lambda_{\xi}}{\mu} \int e^{-\eta m} \varphi_{\xi} \tilde{u} \tag{22}
\end{equation*}
$$

where $\varphi_{\xi}=\varphi_{\xi}(\eta, \eta ; \mu)$ is the unique solution to

$$
\left\{\begin{array}{l}
\mu \nabla \cdot\left(\nabla \varphi_{\xi}-\eta \varphi_{\xi} \nabla m\right)+\varphi_{\xi}(m-\tilde{u})=\mu \nabla \cdot(\tilde{u} \nabla m)-\lambda_{\xi} \tilde{u} \quad \text { in } \Omega, \\
\frac{\partial \varphi_{\xi}}{\partial n}-\eta \varphi_{\xi} \frac{\partial m}{\partial n}=\tilde{u} \frac{\partial m}{\partial n} \quad \text { on } \partial \Omega, \quad \int e^{-\eta m} \varphi_{\xi} \tilde{u}=0 . \tag{23}
\end{array}\right.
$$

Hence, we have the following formula for $\lambda_{\xi \xi}$ :
Lemma 4.1. Suppose that $\eta$ is a singular strategy, i.e., $\lambda_{\xi}(\eta, \eta ; \mu)=0$. Then

$$
\begin{equation*}
\frac{\lambda_{\xi \xi}(\eta, \eta ; \mu)}{\mu} \int e^{-\eta m} \tilde{u}^{2}=-2 \int \varphi_{\xi} \nabla m \cdot \nabla\left(e^{-\eta m} \tilde{u}\right), \tag{24}
\end{equation*}
$$

where $\varphi_{\xi}=\varphi_{\xi}(\eta, \eta ; \mu)$ is the unique solution to

$$
\left\{\begin{array}{l}
\mu \nabla \cdot\left(\nabla \varphi_{\xi}-\eta \varphi_{\xi} \nabla m\right)+\varphi_{\xi}(m-\tilde{u})=\mu \nabla \cdot(\tilde{u} \nabla m) \quad \text { in } \Omega, \\
\frac{\partial \varphi_{\xi}}{\partial n}-\eta \varphi_{\xi} \frac{\partial m}{\partial n}=\tilde{u} \frac{\partial m}{\partial n} \quad \text { on } \partial \Omega, \quad \int e^{-\eta m} \varphi_{\xi} \tilde{u}=0 . \tag{25}
\end{array}\right.
$$

### 4.2 Estimates

Let $\left(\lambda_{k}, \varphi_{k}\right)$ be the eigenpairs of (5) with $\xi=\eta$ and $\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \ldots$. By the transformation $\phi=e^{-\eta m} \varphi$ and (4), (5) becomes

$$
\begin{cases}\nabla \cdot\left(e^{\eta m} \nabla \phi\right)-\frac{\nabla \cdot[\nabla \tilde{u}-\eta \tilde{u} \nabla m]}{\tilde{u}} e^{\eta m} \phi+\frac{\lambda}{\mu} e^{\eta m} \phi=0 & \text { in } \Omega,  \tag{26}\\ n \cdot \nabla \phi=0 & \text { on } \partial \Omega .\end{cases}
$$

Then $\lambda_{k} / \mu$ is the $k$-th eigenvalue of (26). The following result determines the asymptotic behavior of $\lambda_{k}$ as $\mu \rightarrow 0$.
Proposition 4.2. As $\mu \rightarrow 0$, $\frac{\lambda_{k}}{\mu} \rightarrow \sigma_{k}$ locally uniformly in $\eta$, where $\lambda_{k}=$ $\lambda_{k}(\eta, \eta ; \mu)$ is the $k$-th eigenvalue of (5) when $\eta=\xi$, and $\sigma_{k}=\sigma_{k}(\eta)$ is the $k$-th eigenvalue of

$$
\begin{cases}\nabla \cdot\left(e^{\eta m} \nabla \phi\right)-\frac{\nabla \cdot[(1-\eta m) \nabla m]}{m} e^{\eta m} \phi+\sigma e^{\eta m} \phi=0 & \text { in } \Omega,  \tag{27}\\ n \cdot\left(\nabla \phi-\frac{(1-\eta m) \nabla m}{m} \phi\right)=0 & \text { on } \partial \Omega,\end{cases}
$$

satisfying $\sigma_{1}<\sigma_{2} \leq \sigma_{3} \leq \ldots$.

Remark 4.3. One can check that all $\sigma_{k}$ are real, $\sigma_{1}=0$, and $m e^{-\eta m}$ is an eigenfunction corresponding to $\sigma_{1}$. In particular, $\sigma_{k}>0$ for $k \geq 2$.

Proof of Proposition 4.2. Let $\left(\frac{\lambda_{k}}{\mu}, \phi_{k}\right)$ denote the $k$-th eigenpair of (26), with $\phi_{k}$ normalized by $\int e^{\eta m} \phi_{k}^{2}=1$. Let

$$
\begin{aligned}
J_{\mu}(\phi) & =\frac{\int e^{\eta m}|\nabla \phi|^{2}-\int e^{\eta m} \nabla\left(e^{-\eta m} \tilde{u}\right) \cdot \nabla\left(\frac{\phi^{2}}{e^{-\eta m} \tilde{u}}\right)}{\int e^{\eta m} \phi^{2}} \\
& =\frac{\int e^{\eta m}|\nabla \phi|^{2}+\int e^{\eta m} \frac{\left|\nabla\left(e^{-\eta m} \tilde{u}\right)\right|^{2}}{\left(e^{-\eta m} \tilde{u}\right)^{2}} \phi^{2}-2 \int e^{\eta m} \frac{\nabla\left(e^{-\eta m} \tilde{u}\right)}{e^{-\eta m} \tilde{u}} \phi \nabla \phi}{\int e^{\eta m} \phi^{2}}
\end{aligned}
$$

Then by variational characterization,

$$
\begin{equation*}
\frac{\lambda_{k}}{\mu}=\inf J_{\mu}(\phi)=\inf \max J_{\mu}(\phi) \tag{28}
\end{equation*}
$$

where the first infimum is taken over all $\phi \in C^{1}(\bar{\Omega})$ such that $\int e^{\eta m} \phi \phi_{i}=0$ for all $i=1, \ldots, k-1$. Whereas on the right hand side of the last equality, the maximum is taken over a given subspace $X_{k} \subset C^{1}(\bar{\Omega})$ of dimension $k$, and the infimum is taken over all such $k$-dimensional subspaces of $C^{1}(\bar{\Omega})$. In particular, $\frac{\lambda_{k}}{\mu} \geq 0$ as $J_{\mu}(\phi) \geq 0$ for all $\phi \in C^{1}(\bar{\Omega})$.

Similarly, let

$$
J_{0}(\phi)=\frac{\int e^{\eta m}|\nabla \phi|^{2}+\int e^{\eta m} \frac{\left|\nabla\left(e^{-\eta m} m\right)\right|^{2}}{\left(e^{-\eta m} m\right)^{2}} \phi^{2}-2 \int e^{\eta m} \frac{\nabla\left(e^{-\eta m} m\right)}{e^{-\eta m} m} \phi \nabla \phi}{\int e^{\eta m} \phi^{2}}
$$

Then the $k$-th eigenvalue of (27) satisfies

$$
\begin{equation*}
\sigma_{k}=\inf \max J_{0}(\phi) \tag{29}
\end{equation*}
$$

where the maximum is taken over a given $k$-dimensional subspace of $C^{1}(\bar{\Omega})$ and the infimum is taken over all such subspaces.

For any (fixed) $\phi \in C^{1}(\bar{\Omega})$, one can show by Lemma 3.3 that $J_{\mu}(\phi) \rightarrow J_{0}(\phi)$ as $\mu \rightarrow 0$. Hence for all $k$,

$$
\begin{equation*}
\limsup _{\mu \rightarrow 0} \frac{\lambda_{k}}{\mu} \leq \sigma_{k} \tag{30}
\end{equation*}
$$

In particular, for any $k, \frac{\lambda_{k}}{\mu}$ is uniformly bounded for all small $\mu$. Since we have normalized the eigenfunction $\phi_{k}$ by $\int e^{\eta m} \phi_{k}^{2}=1$, then by (28), $\left\|\phi_{k}\right\|_{H^{1}(\Omega)}$ is bounded uniformly for all small $\mu$. And we may assume, along a (diagonal) subsequence $\mu=\mu_{j} \rightarrow 0$, that for all $k, \frac{\lambda_{k}}{\mu} \rightarrow \liminf _{\mu \rightarrow 0} \frac{\lambda_{k}}{\mu}$ and $\phi_{k}$ converges weakly in $H^{1}(\Omega)$ to some non-zero $\bar{\phi}_{k}$.

On the other hand, multiply the equation of $\phi_{k}$ by a test function $\rho \in C^{\infty}(\bar{\Omega})$ and consider the weak formulation of (26):

$$
\begin{equation*}
-\int e^{\eta m} \nabla \phi_{k} \cdot \nabla \rho+\int(\nabla \tilde{u}-\eta \tilde{u} \nabla m) \cdot \nabla\left(\frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}}\right)+\frac{\lambda_{k}}{\mu} \int e^{\eta m} \phi_{k} \rho=0 . \tag{31}
\end{equation*}
$$

Claim 4.4. For each $k \geq 1$, letting $\mu=\mu_{j} \rightarrow 0$, we have
$-\int e^{\eta m} \nabla \bar{\phi}_{k} \cdot \nabla \rho+\int[(1-\eta m) \nabla m] \cdot \nabla\left(\frac{e^{\eta m} \bar{\phi}_{k} \rho}{\tilde{u}}\right)+\left(\liminf _{\mu \rightarrow 0} \frac{\lambda_{k}}{\mu}\right) \int e^{\eta m} \bar{\phi}_{k} \rho=0$.

Firstly, by Lemma 3.3 it is easy to see that the first and third terms of (31) converge to the corresponding limits in (32).
$-\int e^{\eta m} \nabla \phi_{k} \cdot \nabla \rho \rightarrow-\int e^{\eta m} \nabla \bar{\phi}_{k} \cdot \nabla \rho, \quad \frac{\lambda_{k}}{\mu} \int e^{\eta m} \phi_{k} \rho \rightarrow\left(\liminf _{\mu \rightarrow 0} \frac{\lambda_{k}}{\mu}\right) \int e^{\eta m} \bar{\phi}_{k} \rho$.
Next, we rewrite the second term of (31) in the following way.

$$
\int(\nabla \tilde{u}-\eta \tilde{u} \nabla m) \cdot \frac{\nabla\left(e^{\eta m} \phi_{k} \rho\right)}{\tilde{u}}+\int \eta \tilde{u} \nabla m \cdot\left(\frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}^{2}} \nabla \tilde{u}\right)-\int|\nabla \tilde{u}|^{2} \frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}^{2}} .
$$

Then by Lemmas 3.2 and 3.3, the entire expression minus the last term converges.

$$
\begin{aligned}
& \int(\nabla \tilde{u}-\eta \tilde{u} \nabla m) \cdot \nabla\left(\frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}}\right)+\int|\nabla \tilde{u}|^{2} \frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}^{2}} \\
& \rightarrow \int(1-\eta m) \nabla m \cdot \nabla\left(\frac{e^{\eta m} \bar{\phi}_{k} \rho}{m}\right)+\int|\nabla m|^{2} \frac{e^{\eta m} \bar{\phi}_{k} \rho}{m^{2}} .
\end{aligned}
$$

It therefore remains to show that

$$
\int|\nabla \tilde{u}|^{2} \frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}^{2}} \rightarrow \int|\nabla m|^{2} \frac{e^{\eta m} \bar{\phi}_{k} \rho}{m^{2}}
$$

which follows readily from

$$
\begin{aligned}
& \left.\left.\left|\int\right| \nabla \tilde{u}\right|^{2} \frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}^{2}}-\int|\nabla m|^{2} \frac{e^{\eta m} \bar{\phi}_{k} \rho}{m^{2}} \right\rvert\, \\
\leq & \left|\int\left(|\nabla \tilde{u}|^{2}-|\nabla m|^{2}\right) \frac{e^{\eta m} \phi_{k} \rho}{\tilde{u}^{2}}\right|+\int|\nabla m|^{2} e^{\eta m} \rho\left|\frac{\phi_{k}}{\tilde{u}^{2}}-\frac{\bar{\phi}_{k}}{m^{2}}\right| \\
\leq & C\left(|\tilde{u}-m|_{L^{\infty}(\Omega)}+\left|\phi_{k}-\bar{\phi}_{k}\right|_{L^{2}(\Omega)}\right) \rightarrow 0 .
\end{aligned}
$$

Here we applied Corollary 3.4 to yield the last inequality. This proves Claim 4.4. As a consequence, $\bar{\phi}_{1}$ is the principal eigenfunction of (27) corresponding to $\sigma_{1}$. Hence (regardless of subsequence), $\lim _{\mu \rightarrow 0} \frac{\lambda_{1}}{\mu}=\sigma_{1}$. Next, for $k=2$, we observe similarly that $\bar{\phi}_{2}$ is an eigenfunction of (27) with eigenvalue $\liminf _{\mu \rightarrow 0} \frac{\lambda_{2}}{\mu}$ satisfying $\int e^{\eta m} \bar{\phi}_{2} \bar{\phi}_{1}=0$. So $\liminf _{\mu \rightarrow 0} \frac{\lambda_{2}}{\mu} \geq \sigma_{2}$. Upon combining with (30), $\lim _{\mu \rightarrow 0} \frac{\lambda_{2}}{\mu}=\sigma_{2}$. Similarly, one can prove that $\lim _{\mu \rightarrow 0} \frac{\lambda_{k}}{\mu}=\sigma_{k}$ for all $k \geq 3$. This completes the proof.

Next, we study the asymptotic behavior of $\varphi_{\xi}(\eta, \eta ; \mu)$ as $\mu \rightarrow 0$. Recall that $\varphi_{\xi}(\eta, \eta ; \mu)$ is the unique solution of (25). We shall assume that $\eta=\eta(\mu)$ is a singular strategy (i.e., $\lambda_{\xi}(\eta, \eta ; \mu)=0$ ) and $\eta \rightarrow \eta^{*}$ as $\mu \rightarrow 0$. Note that if $\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega} m}} \leq$ $3+2 \sqrt{2}$, then $\eta=\hat{\eta}(\mu)$ is the unique singular strategy as determined in Theorem 2.2 , and $\eta^{*}=\eta_{0}$ is the unique positive root of $g_{0}(\eta)=\int m \nabla m \cdot \nabla\left(e^{-\eta m} m\right)$ as determined in Proposition 3.8.

Lemma 4.5. Suppose that $\eta=\eta(\mu)$ is a singular strategy and $\eta \rightarrow \eta^{*}$ as $\mu \rightarrow 0$. By passing to a subsequence, $\varphi_{\xi}(\eta, \eta ; \mu) \rightharpoonup \varphi^{\prime}$ as $\mu \rightarrow 0$, where $\varphi^{\prime}$ is the unique solution to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(\nabla \varphi^{\prime}-\eta^{*} \varphi^{\prime} \nabla m\right)-\frac{\nabla \cdot\left[\left(1-\eta^{*} m\right) \nabla m\right]}{m} \varphi^{\prime}=\nabla \cdot(m \nabla m) \quad \text { in } \Omega,  \tag{33}\\
\frac{\partial \varphi^{\prime}}{\partial n}-\frac{\varphi^{\prime}}{m} \frac{\partial m}{\partial n}=m \frac{\partial m}{\partial n} \quad \text { on } \partial \Omega, \quad \int e^{-\eta^{*} m} \varphi^{\prime} m=0 .
\end{array}\right.
$$

Proof. First we estimate $\left\|\nabla \varphi_{\xi}\right\|_{L^{2}(\Omega)}$ in terms of $\left\|\varphi_{\xi}\right\|_{L^{2}(\Omega)}$. To this end, multiply (25) by $e^{-\eta m} \varphi_{\xi}$ and integrate by parts, we obtain
$\int e^{\eta m}\left|\nabla\left(e^{-\eta m} \varphi_{\xi}\right)\right|^{2}-\int e^{\eta m} \nabla\left(e^{-\eta m} \tilde{u}\right) \cdot \nabla\left[\frac{\left(e^{-\eta m} \varphi_{\xi}\right)^{2}}{e^{-\eta m} \tilde{u}}\right]=\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \varphi_{\xi}\right)$
which can be rewritten as

$$
\begin{align*}
& \int e^{\eta m}\left|\nabla\left(e^{-\eta m} \varphi_{\xi}\right)\right|^{2}+\int e^{\eta m} \frac{\left|\nabla\left(e^{-\eta m} \tilde{u}\right)\right|^{2}}{\left(e^{-\eta m} \tilde{u}\right)^{2}}\left(e^{-\eta m} \varphi_{\xi}\right)^{2} \\
& =2 \int e^{\eta m} \frac{\nabla\left(e^{-\eta m} \tilde{u}\right) \cdot \nabla\left(e^{-\eta m} \varphi_{\xi}\right)}{e^{-\eta m} \tilde{u}} e^{-\eta m} \varphi_{\xi}+\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \varphi_{\xi}\right) . \tag{35}
\end{align*}
$$

By Hölder's inequality, this yields

$$
\begin{aligned}
& \frac{1}{3} \int e^{\eta m}\left|\nabla\left(e^{-\eta m} \varphi_{\xi}\right)\right|^{2} \\
\leq & 2 \int e^{\eta m} \frac{\left|\nabla\left(e^{-\eta m} \tilde{u}\right)\right|^{2}}{\left(e^{-\eta m} \tilde{u}\right)^{2}}\left(e^{-\eta m} \varphi_{\xi}\right)^{2}+\frac{3}{4} \int e^{-\eta m} \tilde{u}^{2}|\nabla m|^{2} \\
\leq & C\left(\int|\nabla \tilde{u}|^{2}\left(e^{-\eta m} \varphi_{\xi}\right)^{2}+\int\left(e^{-\eta m} \varphi_{\xi}\right)^{2}+1\right) \\
\leq & C \int\left[|\nabla m|^{2}+|\nabla \tilde{u}-\nabla m|^{2}+1\right]\left(e^{-\eta m} \varphi_{\xi}\right)^{2}+C \\
\leq & C\left(\int\left(e^{-\eta m} \varphi_{\xi}\right)^{2}+\|\tilde{u}-m\|_{L^{\infty}(\Omega)}\left\|e^{-\eta m} \varphi_{\xi}\right\|_{H^{1}(\Omega)}^{2}+1\right) .
\end{aligned}
$$

The second and last inequalities follow from Lemmas 3.2 and 3.3 respectively. Hence, there is some constant $C$ independent of $\mu$ small (and bounded locally uniformly in $\eta \geq 0$ ) such that

$$
\begin{equation*}
\int\left|\nabla \varphi_{\xi}\right|^{2} \leq C\left(\int\left(\varphi_{\xi}\right)^{2}+1\right) \tag{36}
\end{equation*}
$$

Next, we show that $\left\|\varphi_{\xi}\right\|_{L^{2}(\Omega)}$ is bounded uniformly as $\mu \rightarrow 0$. By applying the Poincaré's inequality and (34), we have

$$
\begin{aligned}
\frac{\lambda_{2}}{\mu} \int e^{-\eta m}\left(\varphi_{\xi}\right)^{2} & \leq \int e^{\eta m}\left|\nabla\left(e^{-\eta m} \varphi_{\xi}\right)\right|^{2}-\int e^{\eta m} \nabla\left(e^{-\eta m} \tilde{u}\right) \cdot \nabla\left(\frac{e^{-\eta m}\left(\varphi_{\xi}\right)^{2}}{\tilde{u}}\right) \\
& =\int \tilde{u} \nabla m \cdot \nabla\left(e^{-\eta m} \varphi_{\xi}\right) \\
& \leq C\left(\left\|\varphi_{\xi}\right\|_{H^{1}(\Omega)}+1\right)
\end{aligned}
$$

Combining with (36), we deduce that

$$
\frac{\lambda_{2}}{\mu}\left\|\varphi_{\xi}\right\|_{L^{2}(\Omega)}^{2} \leq C\left(\left\|\varphi_{\xi}\right\|_{L^{2}(\Omega)}+1\right)
$$

By Proposition 4.2, $\frac{\lambda_{2}}{\mu} \rightarrow \sigma_{2}$ as $\mu \rightarrow 0$. Observe that $\sigma_{1}=0$ and it is simple, one can deduce that $\sigma_{2}>0$; see also Remark 4.3. So $\left\|\varphi_{\xi}\right\|_{L^{2}(\Omega)}$ is bounded independent of $\mu$ small. By this and (36), $\varphi_{\xi}$ converges weakly in $H^{1}(\Omega)$ to some $\varphi_{0} \in H^{1}(\Omega)$ satisfying $\int e^{-\eta^{*} m} \varphi_{0} m=0$. Passing to the limit using the weak formulation of (25), we see that $\varphi_{0}=\varphi^{\prime}$ by uniqueness. This proves the lemma.

The following result is a direct consequence of Lemmas 4.1 and 4.5.
Corollary 4.6. Suppose that $\eta=\eta(\mu)$ is a singular strategy and $\eta \rightarrow \eta^{*}$ as $\mu \rightarrow 0$.
Then

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \frac{\lambda_{\xi \xi}(\eta, \eta ; \mu)}{\mu}=-\frac{2}{\int e^{-\eta^{*} m} m^{2}} \int_{\Omega} \varphi^{\prime} \nabla m \cdot \nabla\left(e^{-\eta^{*} m} m\right) \tag{37}
\end{equation*}
$$

where $\varphi^{\prime}$ is the unique solution of (33).

### 4.3 Limit problem for $\lambda_{\xi \xi}$

In this subsection we study, for sufficiently small $\mu$, the sign of $\lambda_{\xi \xi}(\hat{\eta}, \hat{\eta} ; \mu)$ when $\hat{\eta}$ is the unique singular strategy determined in Theorem 2.2. By Corollary 4.6, it suffices to study the sign of $\int \varphi^{\prime} \nabla m \cdot\left(e^{-\eta_{0} m} m\right)$, where $\varphi^{\prime}$ is the unique solution of (33) with $\eta^{*}=\eta_{0}$, where $\eta_{0}$ is a positive root of $g_{0}(\eta)$. A sufficient condition for the uniqueness of $\eta_{0}$ is given in Proposition 3.8. The main result of this subsection is

Proposition 4.7. Suppose $\Omega$ is convex with diameter $d$. If $m$ is non-constant and $d\|\nabla \ln m\|_{L^{\infty}(\Omega)} \leq \alpha_{0}$, then $\int \varphi^{\prime} \nabla m \cdot \nabla\left(e^{-\eta_{0} m} m\right)<0$, where $\varphi^{\prime}$ is the unique solution to (33) (with $\eta^{*}=\eta_{0}$ ), $\alpha_{0} \approx 0.814$ is the unique positive root of $t \mapsto$ $4 t+e^{-t}+2 \ln t-1-2 \ln \pi$, and $\eta_{0}$ is given in Proposition 3.8.

Remark 4.8. For a convex domain $\Omega$ with diameter $d$,

$$
\ln \left(\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}\right) \leq d\|\nabla \ln m\|_{L^{\infty}(\Omega)} .
$$

We do not expect a better result than $d\|\nabla \ln m\|_{L^{\infty}(\Omega)} \leq \ln (3+2 \sqrt{2}) \approx 1.763$, as we shall see in later section that for any $L>3+2 \sqrt{2}$, there exist some $m$ and $\bar{\eta}$ such that $\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}=L, g_{0}(\bar{\eta})=0$ but $g_{0}^{\prime}(\bar{\eta})>0$. This will imply that $\int \varphi^{\prime} \nabla m \cdot \nabla\left(e^{-\eta m}\right)>0$, by Lemma 4.11.

Let $w$ denote the unique solution to

$$
\left\{\begin{array}{l}
\nabla \cdot(\nabla w-\eta w \nabla m)-\frac{\nabla \cdot[(1-\eta m) \nabla m]}{m} w=\nabla \cdot(m \nabla m) \text { in } \Omega,  \tag{38}\\
\frac{\partial w}{\partial n}-\frac{w}{m} \frac{\partial m}{\partial n}=m \frac{\partial m}{\partial n} \quad \text { on } \partial \Omega, \quad \int_{0} m e^{-\eta m} w=0 .
\end{array}\right.
$$

It is clear that Proposition 4.7 follows from the following result:

Lemma 4.9. Suppose that $\Omega$ is convex with diameter d. If $m$ is non-constant, $\eta>0$ satisfies $g_{0}(\eta)=0$ and $d\|\nabla \ln m\|_{L^{\infty}(\Omega)} \leq \alpha_{0}$, then

$$
\int w \nabla m \cdot \nabla\left(e^{-\eta m} m\right)<0
$$

Proof. First we note that by (17), necessarily $\eta \in\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]$. Set $w=$ $m(z+m)$. After some tedious but direct calculations we see that $z$ satisfies

$$
\begin{cases}\nabla \cdot\left[e^{-\eta m} m^{2} \nabla z\right]+m e^{-\eta m}|\nabla m|^{2}(1-\eta m)=0 & \text { in } \Omega  \tag{39}\\ \frac{\partial z}{\partial n}=0 & \text { on } \partial \Omega\end{cases}
$$

Multiplying by $z$ and integrate by parts, we have

$$
\begin{equation*}
\int e^{-\eta m} m^{2}|\nabla z|^{2}=\int z m e^{-\eta m}|\nabla m|^{2}(1-\eta m) \tag{40}
\end{equation*}
$$

By (40) one can deduce

$$
\begin{equation*}
\int w \nabla m \cdot \nabla\left(e^{-\eta m} m\right)=\int e^{-\eta m} m^{2}|\nabla z|^{2}+\int m^{2}|\nabla m|^{2} e^{-\eta m}(1-\eta m) \tag{41}
\end{equation*}
$$

Now let $\left(\gamma_{k}, \phi_{k}\right)_{k=1}^{\infty}$ be the eigenpairs of the following problem:

$$
\begin{cases}\nabla \cdot\left[m^{2} e^{-\eta m} \nabla \phi\right]+\gamma m e^{-\eta m} \phi=0 & \text { in } \Omega, \\ \frac{\partial \phi}{\partial n}=0 & \text { on } \partial \Omega,\end{cases}
$$

where $\gamma_{1}<\gamma_{2} \leq \gamma_{3} \leq \ldots$. Note that we have the orthogonality condition

$$
\int m e^{-\eta m} \phi_{k} \phi_{l}=\delta_{k l} .
$$

We may expand $z=\sum_{k=1}^{\infty} a_{k} \phi_{k}$. Then as $\gamma_{1}=0$,

$$
-\nabla \cdot\left(m^{2} e^{-\eta m} \nabla z\right)=\sum_{k=1}^{\infty} a_{k} \gamma_{k} m e^{-\eta m} \phi_{k}=m e^{-\eta m} \sum_{k=2}^{\infty} a_{k} \gamma_{k} \phi_{k}
$$

Similarly, we may expand $(1-\eta m)|\nabla m|^{2}=\sum_{k=1}^{\infty} b_{k} \phi_{k}$. Note that $b_{1}=0$ since $\phi_{1}=1$ and $g_{0}(\eta)=\int(1-\eta m)|\nabla m|^{2} m e^{-\eta m}=0$. Hence,

$$
(1-\eta m)|\nabla m|^{2}=\sum_{k=2}^{\infty} b_{k} \phi_{k}
$$

So by (39), $a_{k} \gamma_{k}=b_{k}$ for $k \geq 2$. Therefore, by (39),

$$
\begin{aligned}
\int e^{-\eta m} m^{2}|\nabla z|^{2} & =-\int z \nabla \cdot\left(m^{2} e^{-\eta m} \nabla z\right) \\
& =\int\left(\sum_{k=2}^{\infty} \frac{b_{k}}{\gamma_{k}} \phi_{k}\right) m e^{-\eta m}\left(\sum_{k=2}^{\infty} b_{k} \phi_{k}\right) \\
& =\int m e^{-\eta m} \sum_{k=2}^{\infty} \frac{b_{k}^{2}}{\gamma_{k}} \phi_{k}^{2} \\
& \leq \frac{1}{\gamma_{2}} \int m e^{-\eta m} \sum_{k=2}^{\infty} b_{k}^{2} \phi_{k}^{2} \\
& =\frac{1}{\gamma_{2}} \int m e^{-\eta m}(1-\eta m)^{2}|\nabla m|^{4} \\
& \leq \frac{\|\nabla m\|_{L^{\infty}(\Omega)}^{2}}{\gamma_{2}} \int m e^{-\eta m}(\eta m-1)^{2}|\nabla m|^{2} \\
& =\frac{\|\nabla(\eta m)\|_{L^{\infty}(\Omega)}^{2}}{\eta \gamma_{2}} \int m^{2} e^{-\eta m}(\eta m-1)|\nabla m|^{2}
\end{aligned}
$$

where we used $\int m e^{-\eta m}|\nabla m|^{2}(\eta m-1)=0$ in the last equality. By (41) it suffices to obtain a sufficient condition for $\frac{\|\nabla(\eta m)\|_{L \infty}^{2}(\Omega)}{\eta \gamma_{2}}<1$. Notice that $\hat{\gamma}_{2}:=\eta \gamma_{2}$ is the second eigenvalue of

$$
\begin{cases}\nabla \cdot\left[f_{2}(\eta m) \nabla \phi\right]+\hat{\gamma} f_{1}(\eta m) \phi=0 & \text { in } \Omega, \\ \frac{\partial \phi}{\partial n}=0 & \text { on } \partial \Omega,\end{cases}
$$

where $f_{1}(t)=t e^{-t}$ and $f_{2}(t):=t^{2} e^{-t}$. Since $f_{2}(t)$ satisfies

$$
f_{2}^{\prime}(t)>0 \quad \text { in }[0,2) \quad \text { and } \quad f_{2}^{\prime}(t)<0 \quad \text { in }(2, \infty),
$$

we deduce that for each $t \geq 1, f_{2}(s) \geq \min \left\{f_{2}(t), f_{2}\left(t^{-1}\right)\right\}$ for all $s \in\left[t^{-1}, t\right]$. In fact, for each $t \in[1,3+2 \sqrt{2}]$,

$$
f_{2}(s) \geq f_{2}\left(t^{-1}\right) \quad \text { for all } s \in\left[t^{-1}, t\right]
$$

Hence $f_{2}(\eta m) \geq f_{2}\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right)$ in $\Omega$ provided $\eta \in\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]$ and $\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m} \leq$ $3+\sqrt{2}$ (see discussion after Theorem 2.5). We also have $f_{1}(\eta m) \leq e^{-1}$ in $\Omega$. Therefore, by eigenvalue comparison,

$$
\hat{\gamma}_{2}=\eta \gamma_{2}>\mu_{2}^{N} e f_{2}\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right) \geq \frac{\pi^{2}}{d^{2}} e f_{2}\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right),
$$

where $\mu_{2}^{N}$ denotes the second Neumann eigenvalue of the Laplacian of $\Omega$. The last inequality follows from the following optimal estimate of $\mu_{2}^{N}$ for convex domains due to Payne and Weinberger.
Theorem 4.10 ([40]). Suppose that $\Omega$ is a convex domain in $\mathbb{R}^{N}$ with diameter $d$, then

$$
\mu_{2}^{N} \geq \frac{\pi^{2}}{d^{2}}
$$

It remains to show

$$
\begin{equation*}
\frac{\pi^{2}}{d^{2}} e f_{2}\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right) \geq\|\nabla \eta m\|_{L^{\infty}(\Omega)}^{2} \quad \text { for any } \eta \in\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right] \tag{42}
\end{equation*}
$$

Let $s=\|\nabla \ln m\|_{L^{\infty}(\Omega)}$, then by the mean value theorem,

$$
\ln \left(\max _{\bar{\Omega}} m\right)-\ln \left(\min _{\bar{\Omega}} m\right) \leq d\|\nabla \ln m\|_{L^{\infty}(\Omega)}
$$

which is equivalent to

$$
\begin{equation*}
\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m} \geq e^{-d\|\nabla \ln m\|_{L} \infty(\Omega)}=e^{-d s} \tag{43}
\end{equation*}
$$

Now, if $d s \leq \alpha_{0}$, then $4(d s)+e^{-d s}+2 \ln (d s)-1-2 \ln \pi \leq 0$ and this gives

$$
\frac{\pi^{2}}{d^{2}} e^{-4 d s} e^{1-e^{-d s}} \geq s^{2}
$$

By (43) and the monotonicity of $t \mapsto t^{4} e^{1-t}$ in $[0,1]$,

$$
\frac{\pi^{2}}{d^{2}}\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right)^{4} e^{1-\frac{\min _{\bar{\Omega}} m}{\max \bar{\Omega}_{\Omega} m}} \geq\|\nabla \ln m\|_{L^{\infty}(\Omega)}^{2}=\left\|\frac{\nabla m}{m}\right\|_{L^{\infty}(\Omega)}^{2}
$$

Divide both sides by $\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right)^{2}$, we have

$$
\frac{\pi^{2}}{d^{2}}\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right)^{2} e^{1-\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}} \geq\left\|\frac{\nabla m}{m}\right\|_{L^{\infty}(\Omega)}^{2}\left(\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}\right)^{2}
$$

and hence

$$
\frac{\pi^{2}}{d^{2}} e f_{2}\left(\frac{\min _{\bar{\Omega}} m}{\max _{\bar{\Omega}} m}\right) \geq\|\nabla(\eta m)\|_{L^{\infty}(\Omega)}^{2} \quad \text { for any } \eta \in\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]
$$

This proves (42) and concludes the proof of the lemma.
The following result will be needed later in Sect. 5.
Lemma 4.11. Let $w$ denote the unique solution of (38). Suppose that $g_{0}^{\prime}(\eta)>0$, then $\int w \nabla m \cdot \nabla\left(e^{-\eta m} m\right)>0$.

Proof. By (39), $z$ can be characterized as a global minimizer of the functional

$$
J(\tilde{z})=\frac{1}{2} \int e^{-\eta m} m^{2}|\nabla \tilde{z}|^{2}+\int e^{-\eta m} m \tilde{z}|\nabla m|^{2}(\eta m-1)
$$

By (40), we have $J(z)=-\frac{1}{2} \int e^{-\eta m} m^{2}|\nabla z|^{2}$. Hence

$$
\begin{aligned}
-\frac{1}{2} \int e^{-\eta m} m^{2}|\nabla z|^{2}=J(z) \leq J(-m) & =\frac{1}{2} \int e^{-\eta m} m^{2}|\nabla m|^{2}(3-2 \eta m) \\
& <\frac{1}{2} \int e^{-\eta m} m^{2}|\nabla m|^{2}(1-\eta m)
\end{aligned}
$$

where we used assumption $g_{0}^{\prime}(\eta)>0$ in the last inequality. By (41), this is equivalent to $\int w \nabla m \cdot \nabla\left(e^{-\eta m} m\right)>0$.
4.4 Evolutionarily Stable Strategy

Proof of Theorem 2.5. By the assumptions,

$$
\ln \left(\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}\right) \leq d\|\nabla \ln m\|_{L^{\infty}(\Omega)} \leq \alpha_{0}<\ln (3+2 \sqrt{2}) .
$$

Hence $\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m} \leq 3+2 \sqrt{2}$. By Theorem 2.2 , for all $\mu$ sufficiently small, there exists a unique singular strategy, denoted by $\hat{\eta}=\hat{\eta}(\mu) \in\left[\frac{1}{\max _{\bar{\Omega} m} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]$. Moreover, $\hat{\eta} \rightarrow \eta_{0}$ as $\mu \rightarrow 0$, where $\eta_{0}$ is the unique positive root of $g_{0}(\eta)$. Then, by Corollary 4.6 and Proposition 4.7, we have

$$
\begin{equation*}
\lim _{\mu \rightarrow 0} \frac{1}{\mu} \lambda_{\xi \xi}(\hat{\eta}, \hat{\eta} ; \mu)=-\frac{2 \int \varphi^{\prime} \nabla m \cdot \nabla\left(e^{-\eta_{0} m} m\right)}{\int e^{-\eta_{0} m} m^{2}}>0 \tag{44}
\end{equation*}
$$

Therefore, since $\lambda(\hat{\eta}, \hat{\eta} ; \mu)=\lambda_{\xi}(\hat{\eta}, \hat{\eta} ; \mu)=0$, for all $\mu$ small there exists $\delta=\delta(\mu)>$ 0 such that $\lambda(\hat{\eta}, \xi ; \mu)>0$ if $\xi \in(\hat{\eta}-\delta, \hat{\eta}+\delta) \backslash\{\hat{\eta}\}$. Thus, the strategy $\eta=\hat{\eta}(\mu)$ is an ESS.

## 5 Counterexample for $\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}>3+2 \sqrt{2}$

To study the multiplicity of singular strategies when $\mu$ is small, by (17) it suffices to consider the number of roots of $g_{0}(\eta)$ for $\eta \in\left[\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right]$.

Suppose that $\Omega=(0,1)$ and $m$ is non-decreasing (i.e. $m^{\prime} \geq 0$ ), then by making the substitution $s=\eta m(x)$,

$$
\begin{equation*}
\eta^{2} g_{0}(\eta)=\int_{0}^{1} \eta\left|m^{\prime}\right|^{2}(\eta m)(1-\eta m) e^{-\eta m} d x=\int_{\eta m(0)}^{\eta m(1)} m^{\prime}(x) h(s) d s \tag{45}
\end{equation*}
$$

where $h(s)=s(1-s) e^{-s}$.
Proposition 5.1. If $\Omega=(0,1)$ and $m(x)=a+(b-a) x$ for some $0<a<b$, then $g_{0}(\eta)$ has exactly one root in $[0, \infty)$.

Proof. Since $g_{0}(\eta)>0$ in $[0,1 / b]$ and $g_{0}(\eta)<0$ in $[1 / a, \infty]$, it suffices to consider $\eta \in\left[\frac{1}{b}, \frac{1}{a}\right]$. Now $m^{\prime}(x) \equiv(b-a)$. By (45),

$$
\begin{aligned}
\frac{d}{d \eta}\left(\frac{\eta^{2}}{b-a} g_{0}(\eta)\right) & =\frac{d}{d \eta}\left(\int_{\eta a}^{\eta b} h(s) d s\right) \\
& =h(\eta b) b-h(\eta a) a \\
& =\eta b(1-\eta b) e^{-\eta b} b-\eta a(1-\eta a) e^{-\eta a} a \\
& <0
\end{aligned}
$$

for all $\eta \in\left[\frac{1}{b}, \frac{1}{a}\right]$. Hence $\eta^{2} g_{0}(\eta)$ is strictly decreasing in $\left[\frac{1}{b}, \frac{1}{a}\right]$ and has exactly one root.

Proposition 5.2. For any $L>3+2 \sqrt{2}$, there exists $m \in C^{2}([0,1])$ satisfying $m, m^{\prime}>0$ in $[0,1], \frac{m(1)}{m(0)}=L$ such that $g_{0}(\eta)$ has at least three positive roots.

Proof. Since $g_{0}\left(1 / \max _{\bar{\Omega}} m\right)>0$ and $g_{0}\left(1 / \min _{\bar{\Omega}} m\right)<0$, it suffices to construct $m$ such that

$$
\begin{equation*}
g_{0}\left(\eta_{*}\right)=0 \quad \text { and }\left.\quad \frac{d}{d \eta}\left(\eta^{2} g_{0}(\eta)\right)\right|_{\eta=\eta_{*}}>0 \tag{46}
\end{equation*}
$$

for some $\eta_{*} \in\left(\frac{1}{\max _{\bar{\Omega} m}}, \frac{1}{\min _{\bar{\Omega}} m}\right)$. To this end, first fix $L>3+2 \sqrt{2}$. Set $\min _{\bar{\Omega}} m=$ $a=1$ and $\max _{\bar{\Omega}} m=b=L$. Choose $\eta_{*} \in(1 / L, 1)$ such that $\eta_{*} a<2-\sqrt{2}$ and $\eta_{*} b>2+\sqrt{2}$. Such $\eta_{*}$ exists as $L>3+2 \sqrt{2}$. Note that $s h^{\prime}(s)+h(s)>0$ if and only if $s<2-\sqrt{2}$ or $s>2+\sqrt{2}$. Hence, by our choice of $\eta_{*},\left(\eta_{*} a\right) h^{\prime}\left(\eta_{*} a\right)+h\left(\eta_{*} a\right)>0$ and $\left(\eta_{*} b\right) h^{\prime}\left(\eta_{*} b\right)+h\left(\eta_{*} b\right)>0$. Furthermore, as $\eta_{*} a<1<\eta_{*} b$, we have $h\left(\eta_{*} a\right)>$ $0>h\left(\eta_{*} b\right)$.

Let $m(x)$ be the piecewise linear function given by $m(0)=a, m(1)=b$, and

$$
m^{\prime}(x)= \begin{cases}L_{1} & x \in\left[0, \frac{\epsilon}{L_{1}}\right] \\ L_{2} & x \in\left[1-\frac{\epsilon}{L_{2}}, 1\right] \\ L_{3}:=\frac{(b-\epsilon)-(a+\epsilon)}{1-\frac{\epsilon}{L_{1}}-\frac{\epsilon}{L_{2}}} & x \in\left(\frac{\epsilon}{L_{1}}, 1-\frac{\epsilon}{L_{2}}\right)\end{cases}
$$

where $\epsilon>0$ is to be chosen small, and $L_{1}, L_{2}$ are to be chosen positive and large. Note that $L_{3} \rightarrow b-a$ remains uniformly bounded for small $\epsilon$ and $L_{1}, L_{2} \geq 1$. By the choices of $m$ and $\eta_{*}$, we see that $\eta_{*}$ satisfies $\eta_{*} \in\left(\frac{1}{\max _{\bar{\Omega}} m}, \frac{1}{\min _{\bar{\Omega}} m}\right)$. Then

$$
\begin{aligned}
\eta^{2} g_{0}(\eta) & =L_{1} \int_{\eta a}^{\eta(a+\epsilon)} h(s) d s+L_{2} \int_{\eta(b-\epsilon)}^{\eta b} h(s) d s+L_{3} \int_{\eta(a+\epsilon)}^{\eta(b-\epsilon)} h(s) d s \\
& :=L_{1} I_{1}+L_{2} I_{2}+L_{3} I_{3} .
\end{aligned}
$$

Both $\left|I_{3}\right|$ and $\left|\frac{d}{d \eta} I_{3}\right|$ are uniformly bounded for $\epsilon>0$ small:

$$
\begin{aligned}
I_{3} & =H(\eta(b-\epsilon))-H(\eta(a+\epsilon)), \quad H(s)=e^{-s}\left(s^{2}+s+1\right), \\
\frac{d}{d \eta} I_{3} & =h(\eta(b-\epsilon))(b-\epsilon)-h(\eta(a+\epsilon))(a+\epsilon)
\end{aligned}
$$

It is easy to see that for sufficiently small $\epsilon$,

$$
I_{1}\left(\eta_{*}, \epsilon\right) \approx \epsilon h\left(\eta_{*} a\right)>0 \quad \text { and } I_{2}\left(\eta_{*}, \epsilon\right) \approx \epsilon h\left(\eta_{*} b\right)<0
$$

Therefore, for any $L_{1}>0$ large, there exists $L_{2}>0$ large such that $g_{0}\left(\eta_{*}\right)=0$.
It remains to show that for sufficiently small $\epsilon>0$

$$
\left.\frac{d}{d \eta} I_{1}\right|_{\eta=\eta_{*}}>0 \quad \text { and }\left.\quad \frac{d}{d \eta} I_{2}\right|_{\eta=\eta_{*}}>0
$$

Firstly we compute $\frac{d}{d \eta} I_{1}$.

$$
\begin{aligned}
\frac{d}{d \eta} I_{1} & =h(\eta(a+\epsilon))(a+\epsilon)-h(\eta(a)) a \\
& =a[h(\eta(a+\epsilon))-h(\eta a)]+\epsilon h(\eta a) \\
& =\epsilon\left[\eta a h^{\prime}\left(\theta_{1}\right)+h(\eta(a+\epsilon))\right]
\end{aligned}
$$

where $\theta_{1} \in(\eta a, \eta(a+\epsilon))$, and $\lim _{\epsilon \rightarrow 0}\left[\eta a h^{\prime}\left(\theta_{1}\right)+h(\eta(a+\epsilon))\right]=\eta a h^{\prime}(\eta a)+h(\eta a)$. Since $\left(\eta_{*} a\right) h^{\prime}\left(\eta_{*} a\right)+h\left(\eta_{*} a\right)>0$, we see that for sufficiently small $\epsilon>\left.0 \frac{d}{d \eta} I_{1}\right|_{\eta=\eta_{*}}>$ 0.

Similarly,

$$
\frac{d}{d \eta} I_{2}=\epsilon\left[\eta b h^{\prime}\left(\theta_{2}\right)+h(\eta(b-\epsilon))\right]
$$

where $\theta_{2} \in(\eta(b-\epsilon), \eta b)$ and $\lim _{\epsilon \rightarrow 0}\left[\eta b h^{\prime}\left(\theta_{2}\right)+h(\eta(b-\epsilon))\right]=\eta b h^{\prime}(\eta b)+h(\eta b)$. Since $\left(\eta_{*} b\right) h^{\prime}\left(\eta_{*} b\right)+h\left(\eta_{*} b\right)>0$, we see that for sufficiently small $\epsilon>\left.0 \frac{d}{d \eta} I_{2}\right|_{\eta=\eta_{*}}>0$.

In conclusion, we have found a piecewise $C^{1}$ function $m$ and some $\eta_{*}>0$ such that (46) holds. Although the $m$ constructed is only piecewise $C^{1}$, one can approximate it by $C^{2}(\bar{\Omega})$ functions $\tilde{m}$ such that $\frac{\max _{\bar{\Omega}} \tilde{m}}{\min _{\tilde{\Omega}} \tilde{m}}=\frac{\max _{\bar{\Omega}} m}{\min _{\bar{\Omega}} m}$ and $\tilde{m} \rightarrow m$ in $W^{1, \infty}(\Omega)$.

Remark 5.3. Let $\eta a=c$ and $\eta b=d$, it actually suffices to choose $0<c<1$ and $d>1$ so that

$$
d h^{\prime}(d) h(c)>c h^{\prime}(c) h(d) \quad \Leftrightarrow \quad h(c)\left(d h^{\prime}(d)+t h(d)\right)<h(d)\left(c h^{\prime}(c)+t h(c)\right)
$$

for some $t>0$ that minimizes the ratio $\frac{d}{c}=\frac{\eta b}{\eta a}=\frac{b}{a}$. This reduces to minimizing the ratio of the roots of $s \mapsto s h^{\prime}(s)+t h(s)$ for various $t$ and the optimal choice is $t=1$, which is done above and gives the optimal ratio $\frac{2+\sqrt{2}}{2-\sqrt{2}}=3+2 \sqrt{2} \approx 5.828$.

Proof of Theorem 2.6. For each $L>3+2 \sqrt{2}$, let $\Omega=(0,1)$ and $m$ be the monotone increasing function constructed in Proposition 5.2. By the proof of Proposition 5.2 , there exists some $\eta_{*}$ such that $g_{0}\left(\eta_{*}\right)=0$ and $g_{0}^{\prime}\left(\eta_{*}\right)>0$. Then by Corollary 3.7 and Lemma 3.1, for sufficiently small $\mu, \lambda_{\xi}(\eta, \eta ; \mu)=0$ has at least three positive roots. Furthermore, there exists some $\bar{\eta}=\bar{\eta}(\mu)$ such that $\lambda_{\xi}(\bar{\eta}, \bar{\eta} ; \mu)=0$ and $\bar{\eta} \rightarrow \eta_{*}$ as $\mu \rightarrow 0$. It follows from Lemma 4.11, Corollary 4.6, and $g_{0}^{\prime}\left(\eta_{*}\right)>0$ that for sufficiently small $\mu, \lambda_{\xi \xi}(\bar{\eta}, \bar{\eta} ; \mu)<0$. In particular, for each sufficiently small $\mu$, there exists some $\delta>0$ such that $\lambda(\xi, \bar{\eta} ; \mu)<0$ for any $\xi$ satisfying $0<|\xi-\bar{\eta}|<\delta$.

## 6 Discussion

We studied a two-species competition model in which the species have the same population dynamics but different dispersal strategies. Both species disperse by a combination of random diffusion and advection along environmental gradients, with the same random dispersal rate but different advection coefficients. We regard these advection coefficients as movement strategies of the species and ask how they will evolve. Results from previous works $[10,13,24]$ on this model show that both small and large advection rates are selected against, which suggests that intermediate advection will be selected. In this work we show that the evolution of intermediate advection depends upon the spatial heterogeneity of the environment in a subtle way. To be more specific, we find that if the spatial environmental variation is less than a critical value, there exists an evolutionarily singular strategy, which is also unique and evolutionarily stable under suitable assumptions. If the spatial environmental variation exceeds the critical value, there can be at least
three evolutionarily singularly strategies, one of which is not evolutionarily stable. We conjecture that there are two or more evolutionarily stable strategies for the later case.

In this paper the intrinsic growth rate $m$ is assumed to be strictly positive everywhere. This means that, in the absence of interspecific and intraspecific competition, the birth rate is higher than the death rate in all regions. If we allow $m$ to change sign, i.e., to incorporate unfavorable regions for the population, our proofs break down as they strongly rely on the positivity of $m$. It will be interesting to see whether comparable results can be obtained when $m$ changes sign.

Acknowledgements The authors wish to thank the anonymous referees for their careful reading of the manuscript and helpful suggestions. This research was partially supported by the NSF grant DMS-1021179 and has been supported in part by the Mathematical Biosciences Institute and the National Science Foundation under grant DMS-0931642.

## References

1. P. Amarasekare, Effects of non-random dispersal strategies on spatial coexistence mechanims, J. Animal Ecology, 79, 282-293, (2010).
2. I. Averill, D. Munther and Y. Lou, On several conjectures from evolution of dispersal, J. Biol. Dyn., 6, 117-130, (2012).
3. F. Belgacem and C. Cosner, The effects of dispersal along environmental gradients on the dynamics of populations in heterogeneous environment, Canadian Appl. Math. Quart, 3, 379-397, (1995).
4. H. Berestycki, F. Hamel and L. Roques, Analysis of the periodic patch model:I - The effects of heterogeneous environment on species conservation, J. Math. Biol., 51, 75-113, (2005).
5. H. Berestycki, F. Hamel and L. Roques, Analysis of the periodic patch model:II - Biological invasions and pulsating travelling fronts, J. Math. Pures Appl., 84, 1101-1146, (2005).
6. A. Bezugly and Y. Lou, Reaction-diffusion models with large advection coefficients, Applicable Analysis, 89, 983-1004, (2010).
7. E. Bouin, V. Calveza, N. Meunier, S. Mirrahimi, B. Perthame, G. Raoul, R. Voituriez, Invasion fronts with variable motility: Phenotype selection, spatial sorting and wave acceleration, Comptes Rendus Mathematiques de l'Academie des Sciences de Paris, 350, 761-766, (2012).
8. R.S. Cantrell, C. Cosner, Spatial Ecology via Reaction-Diffusion Equations, Series in Mathematical and Computational Biology, John Wiley and Sons, 2003.
9. R.S. Cantrell, C. Cosner and Y. Lou, Movement towards better environments and the evolution of rapid diffusion, Math. Biosci., 240, 199-214, (2006).
10. R.S. Cantrell, C. Cosner and Y. Lou, Advection-mediated coexistence of competing species, Proc. Roy. Soc. Edinburgh Sect. A, 137, 497-518, (2007).
11. R.S. Cantrell, C. Cosner and Y. Lou, Evolution of dispersal in heterogeneous landscape, Spatial Ecology, Mathematical and Computational Biology Series, R.S. Cantrell, C. Cosner and S. Ruan, eds, Chapman Hall/CRC Press, Boca Raton, FL, 213-229, (2009).
12. R.S. Cantrell, C. Cosner and Y. Lou, Evolution of dispersal and ideal free distribution, Math. Biosci. Eng., 7, 17-36, (2010).
13. X. Chen, R. Hambrock and Y. Lou, Evolution of conditional dispersal, a reaction-diffusion-advection model, J. Math. Biol., 57, 361-386, (2008).
14. X. Chen, K.-Y. Lam and Y. Lou, Dynamics of a Reaction-Diffusion-Advection Model for Two Competing Species, Discrete Contin. Dyn. Syst. A, 32, 3841-3859, (2012).
15. X. Chen and Y. Lou, Principal eigenvalue and eigenfunctions of an elliptic operator with large advection and its application to a competition model, Indiana Univ. Math. J., 57, 627-657, (2008).
16. J. Clobert, E. Danchin, A. A. Dhondt, and J. D. Nichols eds., Dispersal, Oxford University Press, Oxford, 2001.
17. U. Dieckmann and R. Law, The dynamical theory of coevolution: A derivation from stochastic ecological processes, J. Math. Biol., 34, 579-612, (1996).
18. O. Dieckmann, A beginner's guide to adaptive dynamics, Banach Center Publ., 63, 47-86, (2003).
19. J. Dockery, V. Hutson, K. Mischaikow and M. Pernarowski, The evolution of slow dispersal rates: A reaction-diffusion model, J. Math. Biol., 37, 61-83, (1998).
20. S. D. Fretwell and H. L. Lucas, On territorial behavior and other factors influencing habitat distribution in birds, I. Theoretical Development. Acta Biotheoretica, 19, 16-36, (1969).
21. S.A.H. Geritz and M. Gyllenberg, The Mathematical Theory of Adaptive Dynamics, Cambridge University Press, Cambridge, UK, 2008.
22. S.A.H. Geritz, E. Kisdi, G. Meszena, and J.A.J. Metz, Evolutionarily singular strategies and the adaptive growth and branching of the evolutionary tree, Evol. Ecol., 12, 35-57, (1998).
23. D. Gilbarg and N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Grundlehren der Mathematischen Wissenschaften 224, Springer-Verlag, Berlin, 1983.
24. R. Hambrock and Y. Lou, The evolution of conditional dispersal strategy in spatially heterogeneous habitats, Bull. Math. Biol., 71, 1793-1817, (2009).
25. A. Hastings, Can spatial variation alone lead to selection for dispersal ?, Theoretical Population Biology, 24, 244-251, (1983).
26. V. Hutson, Y. Lou and K. Mischaikow, Convergence in competition models with small diffusion coefficients, J. Diff. Eqs., 211, 135-161, (2005).
27. V. Hutson, K. Mischaikow and P. Polacik, The evolution of dispersal rates in a heterogeneous time-periodic environment, J. Math. Biol., 43, 501-533, (2001).
28. C.Y. Kao, Y. Lou and W.X. Shen, Evolution of mixed dispersal in periodic environments, Discre. Cont. Dys. Sys. B, 17, 2047-2072, (2012).
29. K.-Y. Lam, Concentration Phenomena of a Semilinear Elliptic Equation with Large Advection in an Ecological Model, J. Differential Equations, 250, 161-181, (2011).
30. K.-Y. Lam, Limiting Profiles of Semilinear Elliptic Equations with Large Advection in Population Dynamics II, SIAM J. Math. Anal., 44, 1808-1830, (2012).
31. K.-Y. Lam and W.-M. Ni, Limiting Profiles of Semilinear Elliptic Equations with Large Advection in Population Dynamics, Discrete Contin. Dyn. Syst. A, 28, 1051-1067, (2010)
32. S.A. Levin, Population dynamic models in heterogeneous environments, Annu. Reu. Ecol. Syst., 7, 287-310, (1976).
33. S.A. Levin, D. Cohen, and A. Hastings, Dispersal strategies in patchy environments, Theoretical Population Biology, 26, 165-191, (1984).
34. F. Lutscher, M.A. Lewis and E. McCauley, Effects of heterogeneity on spread and persistence in rivers, Bulletin of Mathematical Biology, 68, 2129-2160, (2006).
35. F. Lutscher, E. McCauley and M.A. Lewis, Spatial patterns and coexistence mechanisms in systems with unidirectional flow, Theoretical Population Biology, 71, 267-277, (2007).
36. J. Maynard Smith and G. Price, The logic of animal conflict, Nature, 246, 15-18, (1973).
37. M.A. McPeek and R.D. Holt, The evolution of dispersal in spatially and temporally varying environments, Am. Nat., 140, 1010-1027, (1992).
38. W.-M. Ni, The Mathematics of Diffusion, CBMS Reg. Conf. Ser. Appl. Math. 82, SIAM, Philadelphia, 2011.
39. A. Okubo and S.A. Levin, Diffusion and Ecological Problems: Modern Perspectives, Interdisciplinary Applied Mathematics, Vol. 14, 2nd ed. Springer, Berlin, 2001.
40. L.E. Payne and H.F. Weinberger, An optimal Poincare inequality for convex domains, Arch. Rational Mech. Anal., 5, 286-292, (1960).
41. O. Ronce, How does it feel to be like a rolling stone? Ten questions about dispersal evolution, Annu. Rev. Ecol. Syst., 38 231-253, (2007).
42. N. Shigesada and K. Kawasaki, Biological Invasions: Theory and Practice, Oxford Series in Ecology and Evolution, Oxford University Press, Oxford, New York, Tokyo, 1997.

[^0]:    K.-Y. Lam

    Mathematical Biosciences Institute, Ohio State University, OH 43210, USA.
    Tel.: +1-614-688-3443
    E-mail: lam.184@osu.edu
    Y. Lou

    Department of Mathematics, Ohio State University, OH 43210, USA.

