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ABSTRACT

This paper demonstrates that it is not necessary to Weses

assume the quasi-concavity of commodity preferences, as Hicks

asserted in Value and Capital. Rather, at least in the sim-

plest case of two independent goods, this property can be
deduced from the logic of the rational application of limited
means to ends of varying degrees of importance. This theorem
is an application of the Austrian theory of the "marginal use."
It does not require the assumption of cardinal utility, and

in fact is consistent with instances of what is called "intrin-

sically ordinal" marginal utility.



I. Introduction

One of the standard assertions of neoclassical price theory
is that the individual's preferences on goods will exhibit quasi-
concavity, so that indifferences curves will be CONvex wyhen viewed
from the origin. Originally Edgeworth derived this assertion from
diminishing cardinal marginal utility, provided the goods were in-
dependent or net rivals. In the 1930's Hicks and Allen rejected
cardinal utility and replaced the old proof of quasi-concavity
with a bald assumption of this property. Hicks compared his assump-
tion with pulling a rabbit out of a hat [1946, 23] and left it at
that. While it is true that preferences must be quasi-concave at
any observed equilibrium it would, as Hicks himself pointed out, be
desirable to have some fundamental reason for believing this prop-
erty holds at unobserved points as well.

This paper shows that, at least in the simplest case of two
independent goods, it is still possible to prove the quasi-
concavity of commodity preferences, using the Austrian theory of

the marginal use.l This theory involves an intrinsically ordinal

notion of marginal utility.

II. Preliminary Concepts
In this paper we will use the symbol » to denote a transitive
ordering relation such that a » b precludes b » a. The symbols
>, 2, etc. denote numerical inequalities. The symbol = may also

represent set equality.

lFor a restatement and extension of this theory, see
McCulloch [1977].
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Definition; A set S ié linearly ordered by a relation & if

for all distinct elements a and b of S, either a% b or b a.

Definition: W* denotes the set of subsets of the set W:

w* = {P|P C W}.
Definition: A relation & on a set of subsets W* is said to

have the property of unrelatedness2 if for all P, QCW (and there-

fore P, Q & W¥*),
Po®Qiff P -~-QdQ - P.
In effect, unrelatedness means that elements of W are "unrelated",
so that they may be.édded on or taken away from both sides of a rela-

tion without disturbing the relation.

Definition: A set of subsets W* is unrelatedly ordered by an |

ordering relation > if » has the property of unrelatedness.
Theorem 1l: Given W* unrelatedly ordered by‘>, and subsets
P, Q, R and S of P such that R » S andPnR=QnS=ﬂ, then
P> Q implies P YR yQ Us.
Proof: See Krantz et. al. (1971, 211].

Corollary 1 to Theorem 1l: W* is assumed to be unrelatedly

ordered. Given finite partitions P = (Pl’PZ’ ...Pn) of PQ W and

Q = (Ql’Qz’ . .Qm) of Q& W and a one-te<one mapping ¢ which maps Q into P
such that for each Q; € 2, ¢ (Qi) )-Qi or ¢ (Qi) = Q; and ¢ (Qi)

,>'Qi holds for at least one i, then P » Q in either of the following

cases:
‘i) m = n.

ii) n > m and Pi )-ﬂ for all Pi e P

2The term "additive" used by Kraft et. al. [1959] is rejected
here because in an economic theory context, that term connotes
"additive separability", a distinct concept.



Corollary 2 to Theorem 1l: Given W* additively ordered and

finite partitions P = (Pl’PZ' ...Pn) of PC W and Q = (Ql’QZ' ...Qn)

of Q € W. "Then P? Q implies Pi7 Qj for at least one i and j.

Corollary 3 to Theorem l: Given W* linearly and additively

ordered and subsets P, Q, R, S of W. Then

P P»Q
RoS
and RCP
S Q
imply P-R »Q - S.

Definition: An ordering » on W* is positive if for all non-

empty subsets P of W, P > 4.

Definition: A linear, unrelated and positive ordering »on a

set of subsets W* will be said to be Austrian.

Definition: An ordering » on W* and an ordering »' on Z* are

isomorphic if there exists a one-to-one and onto mapping ¢:

W* > Z* gsuch that for subsets P and Q of W,

o(P) = U o({wh),

wep

and

PP Q iff ¢(P) ¢(Q),
Thus, the two linear orderings I and II in Table 1 are isomorphic
since II can be obtained from I through the permutation a + b,
b +c¢c, ¢c >»a. I and III are non-isomorphic. All 12 Austrian
orderings on {a, b, cl* are isomorphic to either I or III. (In

Table 1, "ab" is used to represent the subset {a, b}, etc., in

order to avoid unnecessary clutter.)



Table 1

I I1 IIT
abc abc abc
ab bc ab
ac ab ac
a b bc
bc ac a
b c b
c a c
g g 2




Figure 1 depicts a partial ordering isomorphic to one contained
in every Austrian ordering on W* for W = {a, b, ¢, d, e}. Table 2
contains 16 non-isomorphic Austrian orderings on this W*.

Definition: A linear and unrelated ordering » on W* for a

countable set W is essentially cardinal3 if for each element Wy

of W there exists a real number oy such that for any subsets P and
Q of W, the sums below exist and
PPQ iff I p. > I op..

i i
w,.eP w.eQ
i i

Definition: A linear and unrelated ordering % on W* is

intrinsically ordinal if it is not essentially cardinal.

Conjecture: (de Finetti, 1949). Every complete and unrelated

ordering on W* is essentially cardinal.

De Finetti's conjecture was proven false by Kraft et. al. [1959].
For example, each of the orderings in Table 2 is intrinsically
ordinal. Orderings 1 through 5 all contain the four relations

ae » bc
bce ¥ ad
b % ce

d
an cd ) be.

If any of these orderings were essentially cardinal with p values

o, B, Y, 6§ and € corresponding to a, b, c, d, and e, we would have

a + € > B8 + Y

B+vy +¢€ >a+ ¢

and B >y 4+ €
Yy + 68 >8B8 + g,

which imply

"Arises from a measure" in Kraft et. al. [1959].
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This partial ordering is isomorphic to one imbedded
in any Austrian ordering on W when o(W) = 5.
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o+ 2B + 2y + 8§ + 2¢ > o + 28 + 2y + § + 2¢, a contradiction.
Orderings 6 through 10 each contain the same four relations, with

>:replaced byw<. Orderings 11 through 13 each contain the four

relations
de $ b
ac ¥ bde
and bd » ae
be } cd,

which would lead to the contradiction o + 28 + v + 286 + 2¢ > o
+ 28 + vy + 2§ + 2e if they were essentially cardinal. Orderings
14 through 16 each contain these last four relations, with the
sense reversed. Case 5 is isomorphic to the counterexample given
by Kraft et. al.

Each of the 16 intrinsically ordinal orderings in Table 2 is
isomorphic to 5! = 120 orderings obtained by permuting the elements
of W. Therefore there are at least 16 X 120 =1920 intrinsically

ordinal Austrian orderings of the 32 elements of {a, b, ¢, d, el}l*.

ITI. The Austrian Theory of Subjective Value

Postulate 1: Each individual has a set of wants W on whose

satisfaction his perceived well-being depends.

Postulate 2: The individual's preferences define an Austrian

ordering on W%,

The first postulate is well established in the Austrian
literature. The second postulate is implicit in the writings of
Menger, Wieser and B8hm-Bawerk from 1871 to 1914, and was employed

freely by Neurath [1911], but was never made explicit,



Georgescu-Roegen [1968] does note that Menger's theory requires
a rank-ordering on W*, but does not mention unrelatedness. The
full postulate was finally discovered by Young [1969] and

McCulloch [1977], working independently.

Definition: The use of a vector of commodities is the highest-

ranking subset of W the commodities are capable of satisfying.

(We tacitly assume there is such a maximal subset.)

Definition: The gubjective Value4 (or utility) of a vector

>
of commodities (X) is the position of its use on the Austrian rank-
ordering of W*.

Postulate 3: An individual will choose between commodity

vectors according to their subjective values, aS‘determined by
their uses.

Because of Postulate 3, the individual's subjective perferences
on W*, together with what he perceives (correctly or incorrectly)
to be the objective technology relating commodities to the satis-
faction of wants, defines a derived preference ordering ?.: on
commodity vectors. (Equivalence may hold for two vectors in spite
of the linear ordering on W* if their uses are identical, as some-
times happens - at least in theory - with rival goods.)

Definition: Let W** be the set of all ordered pairs of

disjoint subsets of W:

w** = {(p, Q)]P, o €W, P NQ =g}

4Subjective use-value or "value" for short in the older
Austrian writings. Note that Hicks in 1946 still titles his
section on utility "The Theory of Subjective Value".
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An Austrian ordering on W* may be thought of as defining an
additive partial ordering on W** according to the following rule:
For P'€ PCWand Q'€ Q& W, where P-P'/] Q' = Q—Q'f) P' = ¢,

P»0o iff (P -P', Q') »(Q-0', P").
This ordering on W** has an image of the original ordering imbedded
in it, since

P>Q iff (P, ) » (Q, #).

> >
Definition: If X and AX are non-negative commodity vectors,

-> -> -
where Q is the use of X and P is the use of X + AX, the marginal

> > >, >
use of AX given X, represented by Mu(AXlX), is defined to be

(P - Q, Q -P). If QP as often happens, the marginal use is
(P - Q, #). In this case it may be represented simply by P - Q.

The elements of P - Q are the additional wants that are satisfied
when an additional AX is available. The elements of Q - P are the
wants (if any) which are no longer satisfied when an additional A§
is available. The set Q - P may be non-empty when complementary
technological relations are involved.

The marginal use corresponds to the German word Grenznutzen

as used by Wieser, BShm-Bawerk, and von Mises. Unfortunately, it
has traditionally been translated "marginal utility," which has
led to considerable confusion in the past.

Theorem 2: (The Law of the Marginal Use). For non-negative
commodity vectors §, A§l’ and A§2, A§1 will be preferred to A§2 from

>
a base of X iff

> > >
MU (AX | X) > MU(AX,]X) .
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> -> -> ->
Proof: Let Pl be the use of X + AXDP2 be the use of X + AX2,

and Q be the use of X. Define

a=pP - (QUP,
B= (NP, -2Q
c=pr, - (@Up)
D= (;NQ -P,
E=0- (p, UP,)
F = (Qan) —Pl

G=PlnP2ﬂQ

All these sets are pairwise disjoint. (See Figure 2.) By
-5
from a base of X (i.e.,

-> -
Postulate 3, AX, will be preferred to AX

e g 1 > -> 2
X + AXl preferred to X + AXZ) iff

Pl> P,
iff

AUBUDUGY»BUCUFUG

iff

aUD $cUF
iff

AVBUDUVEYBUVCUEUF
iff

aUs, eVrm » BUc, DVE)
iff

(Py -0, 0 -P)) P (P, -Q, Q- P,)
iff

-> - -> ->
MUAX ] %) P MU (AX,|X) ,
which completes the proof. (If QC Pl and Q CP2 as in the traditional

case, the proof is considerably simpler.)
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FIGURE 2
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Since the marginal use determines which of several goods-
increments will be preferred, its position on the ordinal wants-
scale determines the "marginal utility" of the corresponding
goods-increments. Note, however, that this marginal utility
does not require a cardinal utility concept for its development,

and indeed may be intrinsically ordinal.

Definition: A partition (Cl, C2, ...Cn) of the set C of

commodities is an independent partition if there exists a partition

(Wl, W2, ...Wn) of W such that the commodities in each Ci can only

be used to satisfy wants in Wi and cannot be used, either alone or

in conjunction with other commodities, to satisfy wants in W - W .
One immediate consequence of this definition is that if

(Cl, C2, ...Cn) is an independent partition of C, the marginal use

and therefore the subjective value of the goods in Ci will not

depend on the quantity available of goods not in Ci,s'

IV. Quasi-Concavity of Preferences

Definition: An individual's preferences on a set X of n-

> L
dimensional non-negative commodity vectors X are guasi~concave

if for every point ﬁo # G in X there exists an n-vector of non-

negative real numbers & such that
> > > >

a Xi > a Xo >0

> , > > 6

for all X; eX for which X, ? X, -

5The plausibility of an independent partition of the underlying
wants-set provides a primitive basis for the separability of
preferences frequently assumed in the economic literature,
e.g. Burness [1976].

6The conventional definition of quasi-concavity in terms of
the convexity of the set of points above the indifference curve
or surface is useless when we consider the realistic case of dis-
cretely divisible goods, since preferences over convex combinations
are then not defined. However, the concept of a separating hyper-
plane does continue to make sense, so we base our definition on
it, and then exploit its implications.
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X could be the set of integer vectors in the non-negative
orthant, the set of real vectors in the non-negative orthant, or
some more restricted set.

Theorem 3: Suppose the following conditions hold:

i) ({gooed 11}, {good 2}, C - {good 1, good 2}) is an in-
dependent partition of C.

ii) (A, B, W~ (AU B)) is the corresponding partition of W.

iii) Exactly n units of good 1 are necessary to satisfy any n
wants in A and exactly n units of good 2 are necessary to satisfy

any n wants in B.

iv) A and B are countably infinite and each contains a maximal

element, say a,; €A and bl eB.7

Then preferences on X, the set of integer-valued 2-vectors

giving the quantities available of good 1 and good 2 are quasi-
concave.
Before beginning the proof, let us name the elements a; of A
and b; of B in such a way that {a;}P {a; , ;}and {b;}p{b; 1
and define
Ai = {al, a,, ...ai}

B, = {bl, b

i o.cbi}'

20
Lemma l: Under the conditions of the theorem, the use of

(i, 3, %), where i is the number of units of good 1 available, j is

the number of units of good 2 available, and 7 is a vector

corresponding to the goods other than the first two, will be

A BjL) D, where D is a subset of W - (AU B) which does not

depend on i or j.

7With obvious though tedious modifications to the proof, the
theorem is true for A and B finite as well. We have included extra
generality into the set-up of this theorem, in the hope that others
will extend it to n goods with interrelationships.
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Proof of Lemma 1: It is at once apparent that the use of

>
(i, j, 2) will include a subset P of A that is independent of

- -
j and Z, a subset Q of B that is independent of i and Z and a sub-
set D of W - (A UB) that is independent of i and j. To be feasible,

we must have o (P) < i and o (Q)

A

j. If P # Ai, Corollary 1 of
Theorem 1 implies A; » P, whence A, VoUD»PU O UD, con-
tradicting the assumption that PV Q ¥ D is the use of (i, j, E).
Therefore P = Ai‘ Similarly Q = Bj' which completes the proof.
Because of unrelatedness and the assumed technological independence,
we may speak of Ai as the use of i units of good 1 without reference
to j or ; and of By as the use of j units of good 2 without reference
to i or ;.
We may also refer to "the marginal use of p units of good 1
given g units" as |
MUy (o[
Similarly,
uu, (pla

Lemma 2: Let X be the set of n-dimensional integral valued

Il
i
|
]

i
oo
1
o

goods-vectors. If preferences on X are such that less is

never preferred to more, yet these preferences are not

>
quasi-concave, then for some point Xo in X, there exist m points
> -> > >
Xl’ X2, ...Xm in X, m < n, each of which is preferred to Xo' and
non-negative real numbers bl’ b2, ...bm such that either
m - -> >
i. 2 b, (X, = X)) =0, b, >0 for at least one value of i,
o 1 i o i

1
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or

1. Ib, (X -%X) = -%
M R | ol = T %o

Our definition of quasi-concavity states that for each goods-
vector §o (other than the origin itself) there is a hypefplane passing
through io with the origin on one side and the set of all points
preferred to §o on the other side (Figure 3). Lemma 2 states that
otherwise §o will either be a convex linear combination of points
preferred to it (Figure 4), or else the origin will lie in a cone,
with §o at the apex, defined by points preferred to §o (see Figure 5:

-> -
from Xy the origin is the vector - Xo)'

Proof of Lemma 2: The proof follows immediately from a

version of the separating hyperplane theorem given by Gale [1960, 48],
->
Theorem 2.9. First, for any point Xo define
> -> ->
V={x.'x.} X}
i i o
and
. -> -> > -> > -
Vi = {x.eV| X, < X, for no x.¢¥, X. # X, }
1 Jj =1 J J 1
>
If ¥ is the set of points plotted in Figure 3 (exclusive of Xo),'
then Y' is the subset consisting of the encircled points. Y' is
convenient because it is finite, with order at most equal to n(k+1)n—1,
>
where k is the maximal component of X,- Preferences on X will then
> -

be quasi-concave iff for each Xo there exists a vector a such that

> > > >

aX,>ax >0

i o
>

for all Xi€y' corresponding to X_.

To apply Gale's theorem, we let k be the number of elements

in Y'. Then let Gale's A matrix be (k+1)X n, where the first k
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Good

Good 1

Figure 3
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Good

Good 1

Fiqure 4



19

Figure 5
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>

\ ->
rows are the vectors (Xi - Xo), and the k+1 st row is the vector
>

X . Let Gale's y vector be the vector of our values a; and Gale's
X vector be (Bl, 82, ...Bk, BO). Then Gale's theorem implies that
: \ -

if preferences are not quasi-concave, for some XO there will be a

semi-positive vector"(Bl, 82, ...Bk, BO) such that

k C > -> -> =

If BO = 0, we have case i of the lemma, with bi = Bi. If Bo > 0, we
have case ii, with bi = Bi/BO. By Gale's Theorem 2.11 [1960, 507,
if either system has a solution, it must have a basic solution with

m < n non-zero bi values. This completes the proof.

Proof of Theorem 3: Suppo§e Eﬁ’the contrary that preferences
T & Some poiSt .

are not quasi-concavezn Then following Lemma 2 there are

:z; either of these cases

two primary cases.

there must exist three points

>

X, = (p*d, s+t) (1)

>

Xl = (p, s+t+u) (2)
and > :

Xy = (p+g+r, s) (3)

where g, r, t and u are positive integers, p and s are non-negative

integers,

> ->
xl>x
o)
and > >'+
X2 Xo'
vet
tg 2 ru,

with equality holding in case i and inequality in case ii. (See

Figure 6.)



- 21 -

Good -

__m...—.l

0 Good 1

Figure 6
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Case i: We may dismiss the possibility m=1, for then we would
have §l = §o, yet §l >'§o‘ Therefore m=2. Because under the
assumptions of the theorem, less is never preferred to more, we cannot
have either §l < §O or §2 < io’ We therefore must have one of them
(§l) greater in the second component and less in the first component
(whence g > 0 and u > 0) and the other greater in the first component

and less in the second (whence t > 0 and r > 0). We have

> > -> -> -

b1 (Xl - XO) + b2 (X2 - XO) =0, |
so

bl(" (o u) + b2 (r, -t) = (OIO)I
whence

b2r = bli_ (4)
and

blu = b2t. (5)

Multiplying (4) through by u and (5) by q,
b2ru = blqu = bzqt.
Since m necessarily equals 2, we have b2 # 0, whence
gt = ru.
Set v equal to the greatest common divisor of g and r:
v = ged (q, ).

Then for integers a and b we have

q = av
r = bv
tav = bvu

ta bu.
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We have gcd (a, b) = 1, so a divides u and b divides t. Define

w as
u t
W = == =
so that a b
u = aw,
and
t = bw.
+ . .
Now X, > X, implies
MUy (xTp+a) » MU, (t]s).
Partitioning MU, (r|p+q) into b sets of v each and Mu., (t]s) into b
Sets of w each, Corollary 2 to Theorem 1 implies

some v-element subset of Mul (r[p+q)

>‘some w-element subset of MU2 (tls).

Now,
any v-element subset of MU (a] p)
pany v-element subset of Ml (r|p+q)
and
any w-element subset of MU, (t]s)
>vany w-element subset of MU, (ufs+t),
whence

any V-element subset of MUl (q'p)
)’any w-element subset of MU2 (u's+t). (6)
Partitioning Mul (alp) into a sets of v each and MU2 (u] s+t) into
a sets of w each, Corollary 1 to Theorem 1 together with (6) implies
MUy (alp) Y MU, (u]s+t),
whence

- -

-> ->
X, = (ptq, stt) ¥ (p, s+t+u) = X,r contradicting that X > X8

8Case i is due to Carl Menger [1950/1871, 181-190]. The
more difficult case ii is due to Smith.
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Case ii: We again dismiss m=1, for that would imply a point

-> -> > > >
X, between X, and 0 with Xy > X s contradicting that-less is never pre-

1
ferred to more. We therefore have m=2, so that using (1) - (3),
-> ->

by (=g, uw +b, (r, -t) = -X_ <20
for positive bl and b2, where < indicates strict inequality in at
least one component.

This implies

b,r blq (7)
and

bju 2 b,t, (8)
with strict inequality holding in at least one of (7) and (8).
Multiplying (7) through by t and (8) by r, we have

blur < bzrt < blqt.
Since bl > 0 and at least one of the inequalities is strict, this
implies

ur < gt. (9)

> >
Since less is never preferred to more, we must have Xl and X2 each

->

greater than X0 in at least one component. Again using (1) - (3)
this means

0>goru>0 (10)
and

r>oQ0or 0>t (11)

If we had r=0, (7) would imply q < 0, whence (10) would imply
u > 0, and so (8) would imply t > 0. But this combination of r,

g, u, and t is incompatible with (9), so r # 0. If we had r > 0,
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(7), (10) and (8) would imply g > 0, u > 0 and t > 0. If we had
‘'r < 0, (11), (8) and (10) would similarly imply t < 0, u < 0 and
g < 0. Therefore either r, g, u, and t are all positive or all
negative. By interchanging the roles of §1 and §2 if necessary,
we may take them to be all positive, as illustrated in Figure 6.

Now for convenience, let us define

- -
A' = Ap+q+r Ap
= MUl(q+r|p)
and
B' =B - B

s+t+u s
= MU, (t+uis) .

If gcd (g, r) # 1, we may consider A' gcd (g, r) consecutive
elements'at a time, so without loss of generality, we may assume
ged (g, r) = 1. Similarly, we may assume gcd (t, u) = 1. Note
that §o < §1 implies that the g highest elements of A', considered
together as a subset of A', are not as highly valued as the u
lowest elements of B', so we must have
any g elements of A'
{any u elements of B'. | (12)
Similarly,
any t elements of B'
{ any r elements of A'. (13)
We now consider a number of subcases.
Case ii,a: Three sub-subcases:

1. t=u, g

A

r

2. g=1r, t<u

3. t <u, g<r.
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All three sub-subcases imply tg S ru, contradicting (9).
Case ii.,b: t > u, g > r. Using (12) and (13), this case implies
any g elements of A'
< any u elements of B'
< any t elements of B'
< any r elements of A'
4 any g elements of A',
a contradition.
Case ii.c: t =u, g > r. Since ged (t, u) = 1, we must have
t =u=1. We have
MU, (u]s+t)
‘=< any element of B'
< any r elements of A'
< any g elements of A'
< Muy (qlp).
But this contradicts §l > 20'
Case.ii.d: qg=r, t >u. Reverse the roles of goods 1 and 2
in Case ii c.
Case ii.e: Either
1. t<uand g > r
or
2. t >uand g < r.
Case ii e proceeds by an induction encompassing both its sub-cases.

To initiate the induction, we set

qo =dg
ro =r
to = t



- 27 -

Note that for i = 0,

r; u; <g; ot (14)
gcd (ti, ui) =1 (15)
ged (q;, ry) =1 (16)

any qj elements of A"’
<any u; elements of B' (17)

any ti elements of B'

<{any r, elements of A' , (18)
and either
1. ti < u, and q; > ry (19)
or
2. ti > u, and q; < r; (20)
Case iji.e.l: ti < u and q; > r,. If ti =1, (18) implies

any element of B'
-(any ry elements of A' (21)
Since o(A') = g+ r > ii > r; u;, we may apply Theorem 1 to (21)
Uy times, obtaining
any u; elements of B'
4 any r; u, elements of A’
<« any q; elements of A'
< any u, elements of B',
a contradiction.
If r; = 1,

any ti elements of B'

< any element of A'. (22)
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We have B'&€ B - B and each element of (B - Bs) - B'" is less

g7
important than each element of B', so (22) implies
any ti element of B-Bg
< any element of A'.
So
any q; ti elements of B-BS
< any q; elements of A’
< any u; elements of B'.
But this is a contradiction, since q; ti >u and B'< B - BS. (The

set B - Bghad to be introduced here in place of B' because a; ti‘

may exceed the order of B'.) We therefore may not have either

ti = 1 or ri = 1.
Now set
9i¢1 T 95 T T4
Uity T8y T Y
Ti+1 T %4
tiv1 T b,

We will now show that (14) through (20) hold for i+l as they do
for i. We have
r. u, < q; ti

r. u, - r, t. < a; ti - ry ti

(wy =&y r; < lqg - ry) ty,
SO

Tirg Yise1 < 941 G- (22)
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We also have

gcd (t =1, (23)

i+l Yie1)

because any common divisor of ts and u, 1 would also divide both

+1 i+
ti and u; = Ui + ti+l’ and hence by (15) must be 1. Similarly,

gcd (qi+ll ri+l) = 1. (24)
Combining (17) and (18) using Corollary 3 to Theorem 1,
any d;,q =4; - T, elements of A’

< any Us,pq = Uy

- ]
i ti elements of B'. (25)

Furthermore, since r, and ti are unchanged,
14
any ti+l elements of B

< any r, . elements of A'. (26)

+1
We now consider whether (19) and (20) continue to hold.

Unless r, = 1 (which we have shown to be impossible), gcd (qi, ri) =1
implies 541 # Tiv1 Similarly, ti+1 # Uspge This leaves four

possibilities. If ti+ > u then

1
any 4.4 elements of A"

i+l 304 9549 > Ty

1)
< any u;,; elements of B
]
< any ti+l elements of B
)
< any rj;.q elements of A

< any q. elements of A',

i+l

a contradiction. Nor could we have tip1 S Ui and di471 € Ti4q7

for that would imply

T+l Ci41 S Tiel Yi41’

contradicting (22). This leaves either
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1. ti+l < Us g and 9541 > ri+1 (27)
or
2. %54 > Uy @nd gy <TG (28)
Note that (22) - (28) reproduce (14) - (20) with i replaced
by i+l. |
Case ii.e.2: t; >u; and q; < r;. Proceed as in Case ii.e.l,

interchanging the roles of goods 1 and 2. Unless u; = 1l or a; = 1,

(14) - (20) will hold with i replaced by i+l for

9i+1 T 9
Yiv1 T Y
Fiel T %1 7 9
Bivn T 7 Yy
In either case, ii.e.l or ii.e.2, (14) - (20) are satisfied

with i incremented by 1, unless a contradiction occurs because one
of the four integers equals 1, so we may return in either case to
the beginning of Case ii.e. However, in either case,

Max (q, t

1417 Tie1r tig1r 9447)

' t-, ui)o

< Max (qi, r, i

Therefore we must eventually reach an i for which one of the four
integers equals 1 and a contradiction occurs.
We have thus shown that assuming Theorem 3 to be false leads

to a contradiction in every case. This completes its proof.
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V. Conclusion
We have demonstrated that it is not necessary to assume the
quasi-concavity of commodity preferences, as Hicks asserted in

Value and Capital. Rather, at least in the simplest case of two

independent goods, this property can be deduced from the logic of
the rational application of limited means to ends of varying
degrees of importance. This was done in a framework which admits

of intrinsically ordinal marginal utility.

It remains to generalize this theorem to incorporate the

following complications:

1. More than two independent goods.
2. Rival goods that may be used in place of one another to

satisfy certain of the wants in W.

3. Complementary goods that must be used together with one
9

another to satisfy certain wants.
4. Wants that may be satisfied jointly by the application of
one good, but individually if at all by the application of others.
In order to accomodate complementary goods and joint satisfaction,
we have developed the concept of the marginal use at a more general
level than was necessary for our Theorem 3. Similarly, Lemma 2 was

made general enough to accommodate n goods.10

9In McCulloch [1977] it is shown that the Hicks-Allen "definition"

of complementary goods is not equivalent to this operational defini-
tion, and should therefore be abandoned.

lOIt is to be expected that rival goods may lead to some "flat"
spots, so that goods-preferences may not be strictly quasi-concave in
that case. Furthermore, as was pointed out. In McCulloch [1977], we
would not expect quasi-concavity (or diminishing ordinal marginal
gtllity, for that matter), to hold, except perhaps in a qualified sense,
if ﬁore than one unit of the same good were required to satisfy certain
wants.
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