fMRI reveals language-specific predictive coding during naturalistic sentence comprehension

What are the neuro-cognitive mechanisms supporting predictive language processing? In particular, to
what extent does prediction during comprehension recruit language-specific mechanisms, and to what ex-
tent does it rely on general cognitive mechanisms supporting prediction across domains? While decades
of psycholinguistic research have advanced our understanding of predictive language processing [31, 34,
51, 40, 21, 43, 49, 44, 30], this evidence has largely been obtained through behavioral (e.g. eye-tracking)
or electrophysiological (e.g., EEG/MEG) measures, which can reliably identify global response patterns
but are not ideal for disentangling the respective contributions to prediction of functionally distinct mecha-
nisms. In this study, we therefore used fMRI to determine whether a signature of predictive coding during
language comprehension — positive response to n-gram surprisal — is primarily evident in (1) domain-
specific cortical circuits, namely, the left fronto-temporal language network [4, 18], or (2) domain-general
circuits, namely, the bilateral “Multiple Demand” (MD) network [15], which supports top-down executive con-
trol across both linguistic and non-linguistic tasks [17]. On the one hand, given that the language network
stores linguistic knowledge, including plausibly the statistics of language input, it might directly carry out
predictive processing (hypothesis 1). This result would be consistent with a growing body of research in
cognitive neuroscience supporting prediction as a "canonical computation” [29, 42] locally implemented in
domain-specific circuits [36, 38, 1, 7, 2, 52, 42, 29]. On the other hand, given that the MD network encodes
predictive signals across domains and relays them as feedback to other regions [50, 9, 16, 53, 8], it might
be recruited to predict upcoming words [56] (hypothesis 2). This outcome would be consistent with the
general scaling of MD activity with cognitive effort, since surprisal reliably indexes such effort [44].

To distinguish between these hypotheses, we scanned subjects while they passively listened to stories.
This naturalistic paradigm complements previous work on linguistic prediction that has relied on carefully
constructed stimuli, which may introduce task artifacts that do not generalize to everyday cognition [12, 26]."
Despite the growing interest in fMRI studies of naturalistic comprehension [47, 57, 46, 55, 54, 25, 28, 6, 45,
5, 27, 13, 10, 11, 3], only a handful of such studies have directly investigated effects of n-gram surprisal
[56, 6, 33].2 Further, the conclusions from these studies are complicated by reverse inference from anatomy
back to function [37]. To circumvent this issue, here we used “localizer tasks” to functionally define the
language and MD networks in each individual subject. Moreover, to our knowledge, ours is the largest fMRI
investigation to-date (78 subjects) of prediction effects in naturalistic comprehension.

Functional regions of interest (fROIs) were identified with a previously validated reading task of sen-
tences and nonword lists, using the sentences > nonwords contrast for language fROIls and the opposite
contrast for MD fROls [20, 19]. We then recorded BOLD signal time-series from these fROIs while subjects
listened to materials from the Natural Stories corpus [22].8 We applied a recently-developed deconvolu-
tional time series regression (DTSR) model [41] to overcome limitations of naturalistic language stimuli for
hemodynamic response function (HRF) discovery rather than assuming a canonical HRF shape (cf. e.g.
[56, 6, 33]). Prediction effects in the two networks were evaluated via ablative paired permutation testing
of models containing a fixed effect for word prediction (5-gram surprisal) against an empirically-motivated
baseline* on half the data (held-out from training), pooling over all fROls in each network.

We found a positive effect of prediction in the language network (p = 0.0001) but not the MD network
(p = 0.5), despite greater power to detect effects in MD because it contained more fROIs (20 vs. 6). When
analyzing individual language fROls, we found prediction effects in 4 regions (anterior and posterior middle
temporal gyrus, inferior and middle frontal gyrus) but not in 2 others (angular gyrus, orbital part of the
inferior frontal gyrus),® suggesting that prediction effort is distributed across multiple non-adjacent language
regions, with potential differentiation within the language network in the degree of recruitment for prediction.

Conclusion: Our results support hypothesis 1, i.e., predictive coding in language is carried by a
language-specific (cf. domain-general) mechanism.

"Minimizing such artifacts is crucial in studies of the MD network, which is highly sensitive to task variables [35, 48, 14].

2[6] and [27] also studied and found positive effects of unlexicalized syntactic surprisal in some regions, which has been interpreted
as evidence of a specifically syntactic prediction mechanism. In this study, we are targeting arguably more basic effects of word
prediction [21], leaving differentiation of lexicalized vs. unlexicalized prediction to future work.

SWhile this study does not directly investigate locality effects [24, 32, 39], dependency locality integration cost [23] is not well
correlated with 5-gram surprisal in our stimuli (p = 0.183), suggesting that such effects do not drive our results.

4 Word rate, sound power, and unigram log probability, with by-subject random intercepts

5By ROI threshold P < 0.05
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