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Why model language acquisition computationally?
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Speech segmentation: Experiments

- Text: Brent corpus (Brent 1999)
- Acoustics: Zerospeech ’15 English (Versteegh et al. 2015)
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### Speech segmentation: Results (Brent)

<table>
<thead>
<tr>
<th>System</th>
<th>Bd P</th>
<th>Bd R</th>
<th>Bd F</th>
<th>Wd F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goldwater 09</td>
<td>90</td>
<td>74</td>
<td>87</td>
<td>74</td>
</tr>
<tr>
<td>Johnson 09</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>88</td>
</tr>
<tr>
<td>Berg-Kirkpatrick 10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>88</td>
</tr>
<tr>
<td>Fleck 08</td>
<td>95</td>
<td>74</td>
<td>83</td>
<td>71</td>
</tr>
<tr>
<td>Our system</td>
<td>81</td>
<td>85</td>
<td>83</td>
<td>72</td>
</tr>
</tbody>
</table>

## Speech segmentation: Results (Zerospeech ’15)

<table>
<thead>
<tr>
<th>System</th>
<th>Bd P</th>
<th>Bd R</th>
<th>Bd F</th>
<th>Wd F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lyzinski 15</td>
<td>18.8</td>
<td>64.0</td>
<td>29.0</td>
<td>2.4</td>
</tr>
<tr>
<td>Räsänen 15</td>
<td>75.7</td>
<td>33.7</td>
<td>46.7</td>
<td>9.6</td>
</tr>
<tr>
<td>Räsänen new</td>
<td>61.1</td>
<td>50.1</td>
<td>55.2</td>
<td>12.4</td>
</tr>
<tr>
<td>Kamper 16</td>
<td>66.5</td>
<td>58.8</td>
<td>62.4</td>
<td>20.6</td>
</tr>
<tr>
<td>Ours</td>
<td>62.4</td>
<td>43.2</td>
<td>51.1</td>
<td>9.3</td>
</tr>
</tbody>
</table>

Micha Elsner and Cory Shain (to appear). “Speech segmentation with a neural encoder model of working memory”. In: *EMNLP 2017*
Speech segmentation: Dropout

Dropout and memory limits encourage better segmentations

Speech segmentation: Conclusion

Our results support the hypothesis that limited phonological memory facilitates lexical acquisition by encouraging efficient segmentation.

Modeling grammar acquisition with unsupervised PCFG induction
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Grammar induction: Error analysis

Part-of-speech tagging (V-Measure)
Grammar induction: Constructions of interest

Subject-auxiliary inversion: (c.f. Chomsky 1968)
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Ditransitive:
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- (Soon:) PCFG can be trained from dense word representations
- If pipelined, these approaches could go from acoustics to syntax trees, completely unsupervised
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**Segmenter Github:**
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Appendix
Speech segmentation: Algorithm

1. For each training epoch:
   1.1 For each batch of \( n \) utterances in the training data
      1.1.1 Generate a proposal distribution (segmenter network output)
      1.1.2 Sample \( m \) segmentations from proposal distribution
      1.1.3 Compute new proposal distribution as normalized sum of segmentations weighted by
            reconstruction loss
      1.1.4 Train segmenter network on new proposal distribution
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      1.1.2 Sample $m$ segmentations from proposal distribution
      1.1.3 Compute new proposal distribution as normalized sum of segmentations weighted by reconstruction loss
      1.1.4 Train segmenter network on new proposal distribution

Speech segmentation: Sampling procedure

Given a set of \( m \) sampled boundary sequences \( B_1..B_m \) with associated reconstruction losses \( L_1...L_m \):

\[
P(x|B_i) = \frac{P(B_i|x)P(B_i)}{P(x)} \approx \frac{\exp(L_i)}{\sum_j \exp(L_j)} \tag{1}
\]

\[
w_i^t = \frac{P(x|B_i)}{P_{seg}(B_i^t)} \tag{2}
\]

\[
\mathbb{E}[B(t)] \approx \frac{1}{\sum_i w_i^t} \sum_i w_i^t B_i^t \tag{3}
\]
Importance sampling caused oversegmentation

We suspect that this is due to non-independence between samples, exaggerated by longer sequences

Acoustic results were obtained via 1-best sampling
Speech segmentation: Experiment parameters

Brent:

- Max characters per utterance: 30
- Max words per utterance: 10
- Max characters per word: 7
- Phonological AE hidden units: 80
- Utterance AE hidden units: 400
- Segmenter hidden units: 100
- Phonological AE dropout probability: 0.5
- Utterance AE dropout probability: 0.25
Speech segmentation: Experiment parameters

**Zerospeech:**
- Max frames per utterance: 400
- Max words per utterance: 16
- Max frames per word: 100
- Phonological AE hidden units: 20
- Utterance AE hidden units: 400
- Segmenter hidden units: 1500
- Phonological AE dropout probability: 0
- Utterance AE dropout probability: 0.25
1. **Initialization**: Randomly sample HHMM parameters

2. For each training iteration:
   
   2.1 **Parsing**: For each sentence in input:
      
      2.1.1 **Forward pass**: Compute posterior over HHMM states left to right
      
      2.1.2 **Backward pass**: Sample states right to left

   2.2 Update HHMM parameters from sampled counts
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Grammar induction: HHMM Graphical model
Grammar induction: Punctuation

- Punctuation poses a problem — keep or remove?
  - **Remove:** Doesn’t exist in input to human learners.
  - **Keep:** Might be proxy for intonational phrasal cues.

- Punctuation was kept in training data in main result presented above.

- We did an additional UHHMM run trained on data with punctuation removed (2000 iterations).
Grammar induction: Full COLING Results

<table>
<thead>
<tr>
<th></th>
<th>With punct</th>
<th></th>
<th></th>
<th>No punct</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>UPPARSE</td>
<td>60.50</td>
<td>51.96</td>
<td>55.90</td>
<td>38.17</td>
<td>48.38</td>
<td>42.67</td>
</tr>
<tr>
<td>CCL</td>
<td>64.70</td>
<td>53.47</td>
<td>58.55</td>
<td>56.87</td>
<td>47.69</td>
<td>51.88</td>
</tr>
<tr>
<td>BMMM+DMV (directed)</td>
<td>62.08</td>
<td>62.51</td>
<td>62.30</td>
<td>61.01</td>
<td>59.24</td>
<td>60.14</td>
</tr>
<tr>
<td>BMMM+DMV (undirected)</td>
<td>63.63</td>
<td><strong>64.02</strong></td>
<td><strong>63.82</strong></td>
<td>61.34</td>
<td><strong>59.33</strong></td>
<td><strong>60.32</strong></td>
</tr>
<tr>
<td>UHHMM-4000, binary</td>
<td>46.68</td>
<td>58.28</td>
<td>51.84</td>
<td>37.62</td>
<td>46.97</td>
<td>41.78</td>
</tr>
<tr>
<td>UHHMM-4000, flattened</td>
<td><strong>68.83</strong></td>
<td>57.18</td>
<td>62.47</td>
<td><strong>61.78</strong></td>
<td>45.52</td>
<td>52.42</td>
</tr>
<tr>
<td>Right-branching</td>
<td>68.73</td>
<td><strong>85.81</strong></td>
<td><strong>76.33</strong></td>
<td>68.73</td>
<td><strong>85.81</strong></td>
<td><strong>76.33</strong></td>
</tr>
</tbody>
</table>

Table 1: Parsing accuracy on Eve with and without punctuation (phrasal cues) in the input. The UHHMM systems were given 8 PoS categories while the BMMM+DMV systems were given 45. UPPARSE and CCL do not learn PoS tags. Only the UHHMM systems model limited working memory capacity or incremental left-corner parsing.
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Learning curves on Eve
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Category learning on Eve