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Recall...

Goal: minimize f (θ) : Rd 7→ R wrt θ ∈ Rd .

Use a majorizing function g(θ|θ(m)) : Rd 7→ R such that:
i. (dominating) g(θ|θ(m)) ≥ f (θ) ∀θ,
ii. (tangent at θ(m)) g(θ(m)|θ(m)) = f (θ(m)).

black: f (θ) = 1/θ; red: majorizing function at θ(m) = 0.02
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How to find a majorizing/minorizing function?

3.1 Jensen’s inequality

3.2 Minorization via Supporting Hyperplanes

3.3 Majorization via the Definition of Convexity

3.4 Majorization via a Quadratic Upper Bound

3.5 The Arithmetic-Geometric Mean Inequality

3.6 The Cauchy-Schwartz Inequality

3



How to find a majorizing/minorizing function?

3.1 Jensen’s inequality - gives us the EM algorithm

3.2 Minorization via Supporting Hyperplanes

3.3 Majorization via the Definition of Convexity

3.4 Majorization via a Quadratic Upper Bound

3.5 The Arithmetic-Geometric Mean Inequality

3.6 The Cauchy-Schwartz Inequality
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How to find a majorizing/minorizing function?

3.1 Jensen’s inequality

3.2 Minorization via Supporting Hyperplanes

3.3 Majorization via the Definition of Convexity

3.4 Majorization via a Quadratic Upper Bound

3.5 The Arithmetic-Geometric Mean Inequality

3.6 The Cauchy-Schwartz Inequality
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EX: f (θ) = 1/θ

red: quadratic upper bound at θ(m) = 0.02
blue: supporting hyperplane (straight line) θ(m) = 0.02
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How to find a majorizing/minorizing function?

3.1 Jensen’s inequality

3.2 Minorization via Supporting Hyperplanes

3.3 Majorization via the Definition of Convexity

3.4 Majorization via a Quadratic Upper Bound

3.5 The Arithmetic-Geometric Mean Inequality

3.6 The Cauchy-Schwartz Inequality
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Majorization via the Definition of Convexity

A function κ(t) is convex if and only if

κ

(∑
i

αi ti

)
≤
∑
i

αiκ(ti ),

where αi ≥ 0 and
∑
αi = 1.

Construct αi ti , for example:

f (x ′θ) = f
(∑

xiθi

)
= f

(∑
αi ·

(
xi (θi − θ

(m)
i )

αi
+ x ′θ(m)

))

≤
∑

αi · f

(
xi (θi − θ

(m)
i )

αi
+ x ′θ(m)

)
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How to find a majorizing/minorizing function?

3.1 Jensen’s inequality

3.2 Minorization via Supporting Hyperplanes

3.3 Majorization via the Definition of Convexity

3.4 Majorization via a Quadratic Upper Bound

3.5 The Arithmetic-Geometric Mean Inequality

3.6 The Cauchy-Schwartz Inequality - skip
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How to find a majorizing/minorizing function?

3.1 Jensen’s inequality

3.2 Minorization via Supporting Hyperplanes

3.3 Majorization via the Definition of Convexity

3.4 Majorization via a Quadratic Upper Bound

3.5 The Arithmetic-Geometric Mean Inequality

3.6 The Cauchy-Schwartz Inequality
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The Arithmetic-Geometric Mean Inequality

Start with something simple:

2x1x2 ≤ x21 + x22 ⇒ x1x2 ≤
x21
2

+
x22
2

For x1, x2 > 0, we get:

x1x2 = x1

√√√√x
(m)
2

x
(m)
1

· x2

√√√√x
(m)
1

x
(m)
2

≤ x21 ·
x
(m)
2

x
(m)
1

· 1

2
+ x22 ·

x
(m)
1

x
(m)
2

· 1

2
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NBA example

2002-2003 season, 29 teams
each team i : oi (offensive strength) & di (defensive strength)

oi + di measures the overall strength of the team
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NBA example: Model

Observe: for each game, pij = points scored by team i against team j

Assume:
1. different games are independent of each other
2. each team’s total point in one game is independent of its opponent’s

point total

Model:
pij ∼ (indep) Poisson

(
tij · e(oi−dj )

)
where

pij = points scored by team i against team j ,
tij = time (in minutes) of the game,
oi = offensive strength of team i ,
dj = defensive strength of team j .
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NBA example: MLE

Find MLE for θ = (oi , di )i=1,...,29 by maximizing the log likelihood

maximize l(θ) =
∑
i ,j

{
pij · (oi − dj)− tij · e(oi−dj ) + pij ln(tij)− ln(pij !)

}
⇒minimize f (θ) =

∑
i ,j

{
−pij · (oi − dj) + tij · e(oi−dj )

}
⇒majorized by g(θ|θ(m)) =

∑
i ,j

{
−pij · (oi − dj) + tij · h(θ|θ(m))

}

where h(θ|θ(m)) =
e2oi

eo
(m)
i +d

(m)
j

· 1

2
+

eo
(m)
i +d

(m)
j

e2dj
· 1

2
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NBA example: majorizing function

Want to show: e(oi−dj ) ≤ h(θ|θ(m)) = e2oi

e
o
(m)
i

+d
(m)
j

· 12 + e
o
(m)
i

+d
(m)
j

e
2dj

· 12

e(oi−dj ) = eoi · 1

edj

Let x1 = eoi

x2 =
1

edj

Plug in x1x2 ≤ x21 ·
x
(m)
2

x
(m)
1

· 1

2
+ x22 ·

x
(m)
1

x
(m)
2

· 1

2
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NBA example: majorizing function

The majorizing function

g(θ|θ(m)) =
∑
i ,j

−pij · (oi − dj) +
tij
2
· e2oi

eo
(m)
i +d

(m)
j

+
tij
2
· e

o
(m)
i +d

(m)
j

e2dj


is easy to minimize piecewise for each oi and dj .
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NBA example: in case you are interested...
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Thank you!
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