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Abstract
Objective: To develop a method to estimate haplotype ef-
fects on dichotomous outcomes when phase is unknown,
that can also estimate reliable effects of rare haplotypes.
Methods: In short, the method uses a logistic regression ap-
proach, with weights attached to all possible haplotype
combinations of an individual. An EM-algorithm was used:in
the E-step the weights are estimated, and the M-step con-
sists of maximizing the joint log-likelihood. When rare hap-
lotypes were present, a penalty function was introduced. We
compared four different penalties. To investigate statistical
properties of our method, we performed a simulation study
for different scenarios. The evaluation criteria are the mean
bias of the parameter estimates, the root of the mean squared
error, the coverage probability, power, Type | error rate and
the false discovery rate. Results: For the unpenalized ap-
proach, mean bias was small, coverage probabilities were
approximately 95%, power ranged from 15.2 to 44.7% de-
pending on haplotype frequency, and Type | error rate was
around 5%. All penalty functions reduced the standard er-
rors of the rare haplotypes, but introduced bias. This trade-
off decreased power. Conclusion: The unpenalized weight-
edlog-likelihood approach performs well. A penalty function
can help to estimate an effect for rare haplotypes.

Copyright © 2006 S. Karger AG, Basel

Introduction

Recent interest has been to associate haplotypes with
common complex diseases as a way to identify causal ge-
netic variants. However, in most genetic association stud-
ies haplotype information is not available since the study
population consists of unrelated individuals of whom the
genotypes are determined independently. Haplotypes of
individuals who are homozygous or heterozygous at only
one locus are unambiguous (i.e., phase is known), since
there is only one possible haplotype pair for these indi-
viduals. However, haplotypes of multiple heterozygotes
are ambiguous (unknown phase) and it is necessary to rely
on statistical methods to deduce haplotypes of these indi-
viduals. Several methods have been developed to infer
haplotypes and haplotype frequencies from unphased
genotype data [reviewed by Niu, 1]. Besides algorithms to
estimate haplotype frequencies, methods have also been
developed to associate haplotypes with disease or pheno-
type [reviewed by Schaid et al., 2]. Several of these meth-
ods are based on cladistic analysis, genealogy or clustering
of haplotypes [e.g. 3-6], while others are based on regres-
sion models [e.g. 7-14.]

One of these regression methods, described by Tanck
et al. [12], is a method of weighted penalized log-likeli-
hood to estimate haplotype effects on continuous out-
come data incorporating the uncertainty about phase am-
biguous individuals as weights in the model. The present
study is a generalisation of this method to dichotomous
outcome data.
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Since the parameter estimates of rare haplotypes often
show large variances which could lead to model instabil-
ity, a penalty function was introduced to shrink these ef-
fects. Shrinking the effects of rare haplotypes is, theoreti-
cally, an appealing approach [2]. Other approaches to deal
with rare haplotypes, for example pooling all rare haplo-
types in one category or pooling the rare haplotypes with
similar common haplotypes, often lead to results that are
hard to interpret. The penalty function used by Tanck et
al. [12] is based on the assumption that similar haplotypes
show similar effects. However, practice and simulations
indicate that this might not always be the best choice.
Therefore, this current study also compares four different
penalty functions.

Methods

Data and Model

Consider a sample of N unrelated individuals, where G; is the
genotypic vector of the i-th individual.

First, haplotype frequencies were estimated using for instance
the EM algorithm of Excoffier and Slatkin [15]. Second, haplotypes
were assigned to all unambiguous individuals. For the remaining
ambiguous individuals the number of haplotype pairs (k;) compat-
ible with their genotype (G;) were determined and the posterior
probabilities (w;;) were calculated using Bayes” theorem given the
estimated haplotype frequencies (p) under the assumption that the
underlying population is in Hardy-Weinberg equilibrium (HWE)
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where j is haplotype pairj(j=1, ..., k;), h and r the haplotypes form-
ing the haplotype pairj (h, r =1, ..., m), m is the number of hap-
lotypes estimated to be present in the population, and dj,; is an
indicator function, which is 1 when haplotype pair (h, r) is compat-
ible with G; and 0 otherwise. This is identical to the procedure de-
scribed by Tanck et al. [12].

The logistic regression model had the following form:
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where Xj, (r =1, ..., m - 1) attains values 0, 1 or 2 denoting pres-
ence of 0, 1 or 2 copies of haplotype r in haplotype pair j of patient
i, assuming that haplotypes show additive effects, B, (r = 1, ...,
m - 1) are the parameters to be estimated, m denotes the number
of haplotypes estimated to be present in the population, and ; =
ePXi/(1 + ¢PX3). The most frequent haplotype was chosen to be the
reference category. The haplotype effects (8) can be estimated by
maximizing the log-likelihood

N
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where y; denotes the dichotomous outcome variable for individual
i. Estimating equation for B was derived by equating to zero the
first order derivative of this log-likelihood
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However, maximizing this log-likelihood is difficult since f;; de-
pends on B. Therefore, we chose to use an EM algorithm [16] in
which we maximize the expectation of the joint log-likelihood of
Vi and Xy, ..., Xjj» given provisional estimates of the parameters
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where f;; is the posterior probability that X; = x;; given the data
evaluated with (8°1w°)
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In the M-step of the EM algorithm f; was fixed and 8 and w;
were estimated by maximizing (5) using Newton-Raphson algo-
rithm. The estimating equation of (3 for the expectation of the joint
log-likelihood (5) is identical to the estimating equation of 3 for
the log-likelihood, which is shown in equation (4). In the E-step, f;;
was re-estimated using (6) with 8 and w;; from the M-step. These
two steps were iterated until the parameter estimates reached con-
vergence.

The weighted (penalized) logistic regression maximization rou-
tine was programmed in MATLAB® 7.0 (The Mathworks, Natick,
Mass., USA) and is freely available upon request from the corre-
sponding author.

f;=P(X;=x

i i

The Penalty Functions

The estimation of rare haplotypes often shows large variation.
To circumvent this problem, Tanck et al. [12] proposed using a
penalty function. A penalty function reduces the standard errors
of the parameter estimates (8) at the cost of introducing a small
bias in these estimates. To estimate the haplotype effects the EM
algorithm was used as described above.

We considered four different penalty functions. The first one
was the ridge penalty
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Table 1. Frequency, mean bias, mean SE,

coverage probability, power and Type I Haplotype Frequency Meanzbias Mean SE Covera.g.e Power Typel
error rate of weighted unpenalized logistic (x10%) probability error rate
regression®
00111 0.08 -0.49 0.37 0.92 26.5 4.1
01000 0.13 -2.5 0.30 0.95 26.0 53
01100 0.05 -3.0 0.45 0.96 18.7 5.4
01111 0.03 -31.6 689.59 0.97 15.2 5.3
11111 0.29 -0.27 0.23 0.97 44.7 4.3

# Five different (sub)scenarios in which the haplotype reported in the table has an OR
of 1.5 and all other haplotypes show no effect. The mean bias, mean SE, coverage probabil-
ity and power are reported for the haplotype with effect and the Type I error rate is re-
ported for the other four haplotypes in a subscenario.

where I(B) is the unpenalized log-likelihood, \ is penalty coeffi-
cient, and f3, is the parameter estimate of haplotype r. The second
penalty function was the similarity penalty, which was used previ-
ously by Tanck et al. [12]. It is based on the assumption that similar
haplotypes show similar effects
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IPSIIZO([(ﬁ)igAb ; glzr(ﬁbfﬁr)za (8)
=1 r=h+1

where ay, is the similarity between haplotypes hand r (h, r=1, ...,
m), expressed as the number of alleles that these haplotypes share
(a=0, ..., number of polymorphisms-1), and B, - B, is the differ-
ence in estimated effects of haplotypes h and r. Furthermore, we
considered whether weighting the haplotype frequencies in the
penalty would improve the results, since the penalty function is
only included as a way to estimate effects of the rare haplotypes.
Therefore, penalizing the rare haplotypes more than the common
haplotypes might yield better results. The ridge penalty now be-
comes
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where p, is the frequency of haplotype . This penalty function will
be referred to as the ridge-frequency penalty. The similarity pen-
alty is
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where p;, and p, are the frequencies of haplotype h and haplotype r

respectively. This penalty will be called the similarity-frequency
penalty in the remainder of this article.

Generalized cross-validation (GCV) [17] was used to deter-
mine the magnitude of \. This was done by minimizing the mean-
squared error (MSE) with respect to \. For various values of \ the
MSE was calculated as follows [18]:
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where h;; = v ,-j(Q(BA)‘) + N\ X, vij = m(1-my), B is the

maximizer of the penalized log-likelihood as shown in equations
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(7)-(10), and Q(,é}‘) is the negative of the matrix of second deriva-
tives.

Simulation Settings

To investigate properties of our method, we performed a simu-
lation study. A total of six haplotypes consisting of five SNPs were
chosen to be present in the population with haplotype frequencies
similar to those we previously found in the CETP gene [12] (see
table 1). Haplotypes were randomly assigned to 500 individuals
and will be presented as a combination of zeros and ones with 1
representing the least common allele. Disease status was sampled
from the binomial distribution with probability depending on the
haplotypes using a logistic model assuming haplotypes to have an
additive effect on the log-odds scale. Baseline disease prevalence
was set to 10%. We evaluated performance of our method in dif-
ferent scenarios with one or more (comparable or different) haplo-
types associated with disease. Three different scenarios were inves-
tigated. The first scenario considered one haplotype with an odds
ratio (OR) of 1.5 and all other haplotypes showed no effect. The
five different subscenarios involved the effect being placed on the
five different haplotypes. For the second scenario two similar hap-
lotypes, namely 01000 and 01100, were both given an OR of 1.5.
Theoretically, this scenario favours the similarity and similarity-
frequency penalty. In the third scenario, ORs of 1.5 were placed on
dissimilar haplotypes, namely 00111 and 01100, which does not
favour the similarity and similarity-frequency penalties. For each
scenario, 500 replicates were carried out. The 00000 haplotype (fre-
quency 0.42) was considered as the reference category in all analy-
ses. The statistical properties were evaluated using three different
measures, namely the mean bias of the parameter estimates, the
root of the mean squared error and the coverage probability, which
is defined as the probability that the 95% confidence interval of the
parameter estimate contains the true theoretical value of the pa-
rameter estimate. Furthermore, for each haplotype the percentage
of replicates which identified the haplotype as being significantly
associated with the outcome (i.e., power or Type I error rate) was
calculated. The significance level used to calculate the power and
the Type I error rate was set to a = 0.05.
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Table 2. Mean bias, mean SE and power for three different scenarios comparing results of the different penalties

with the unpenalized results

Haplotype = Unpenalized Ridge Ridge- Similarity  Similarity-
frequency frequency
13
Mean bias 01111 -0.32 -0.36 -0.35 -0.35 -0.44
Mean SE 01111 689.59 0.35 0.13 0.48 0.33
Power 01111 152 3.4 3.4 6.9 9.1
Type I error rate 5.3 1.0 1.5 8.6 6.6
2b
Mean bias 01000 -0.01 -0.23 -0.23 -0.22 -0.19
01100 -0.05 -0.28 -0.30 -0.26 -0.30
Mean SE 01000 0.30 0.17 0.17 0.28 0.27
01100 0.45 0.31 0.18 0.40 0.32
Power 01000 30.3 13.4 14.2 12.6 13.4
01100 18.4 7.2 7.6 9.3 8.2
Coverage probability 01000 0.95 0.48 0.45 0.88 0.90
01100 0.96 0.43 0.28 0.91 0.78
Type I error rate 5.8 1.5 2.5 7.4 4.3
3C
Mean bias 00111 -0.07 -0.27 -0.29 -0.25 -0.26
01100 -0.04 -0.25 -0.27 -0.24 -0.25
Mean SE 00111 0.38 0.19 0.18 0.35 0.31
01100 0.45 0.22 0.18 0.40 0.32
Power 00111 19.8 8.7 7.6 9.7 9.3
01100 21.3 8.3 7.9 13.0 10.3
Coverage probability ~ 00111 0.95 0.42 0.33 0.90 0.82
01100 0.95 0.40 0.28 0.89 0.79
Type I error rate 6.3 1.9 2.3 9.5 5.4

# Haplotype 01111 associated with OR = 1.5. All other haplotypes showed no effect in this scenario.

® In this scenario haplotypes 01000 and 01100 were associated with ORs of 1.5. These haplotypes are very
similar. All other haplotypes were not associated with risk.

¢ In this scenario haplotypes 00111 and 01100 were associated with ORs of 1.5. These haplotypes are dissimi-

lar. All other haplotypes showed no effect.

Results

Unpenalized Log-Likelihood Approach

Table 1 shows results for the weighted unpenalized lo-
gistic regression method for the five subscenarios in which
an (small) adverse effect (OR = 1.5) was simulated for the
tive haplotypes. Therefore, in all subscenarios the haplo-
type in the table had an OR of 1.5 while the other four
haplotypes showed no effect. Mean bias ranged from
-0.32 to -0.0027, corresponding to mean ORs of 1.65 for
haplotype 01111 and 1.53 for haplotype 11111. The pow-
er of detecting the haplotype with effect ranged from
15.2% for the 01111 haplotype to 44.7% for the 11111 hap-
lotype. The Type I error rate was calculated for the other

Weighted Log-Likelihood to Estimate
Haplotype Effects

four haplotypes in each subscenario, and differed between
4.1 and 5.4%. In all subscenarios the coverage probability
was approximately 95%, for haplotypes with effect as well
as for haplotypes without effect. As can be seen in the
fourth column of table 1, the mean standard error was
quite large for the infrequent 01111 haplotype (i.e., ap-
proximately 690). The mean standard errors for the other
haplotypes varied between 0.23 and 0.45.

The Penalty Functions

Table 2 shows results for the comparison of the differ-
ent penalties for three different scenarios. In the first sce-
nario the least frequent haplotype (01111) was associated
with an effect of 1.5. As can be seen from the results in the
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table, the mean SE is reduced from 689.59 for the unpe-
nalized analysis to a minimum of 0.13 for the ridge-fre-
quency penalty and at most 0.48 for the similarity penalty.
Bias varied between —0.32 and -0.44, showing a slight in-
crease for the penalized analyses compared to the unpe-
nalized analysis. However, power was decreased from
15.2% for the unpenalized model to 3.4% for the ridge and
the ridge-frequency penalties, to 6.9% for the similarity
penalty and 9.1% for the similarity-frequency penalty.
The Type I error rate, which is approximately 5% in the
unpenalized model, is decreased to 1.0 and 1.5% for the
ridge and ridge-frequency penalties, respectively, and
slightly increased to 8.6 and 6.6% for the similarity and
similarity-frequency penalties, respectively.

In the second scenario haplotypes 01000 and 01100
were associated with ORs of 1.5. These haplotypes are
very similar since only one allele is different. Therefore,
this scenario should favour the similarity and similarity-
frequency penalties. However, mean bias (around 0.22
and 0.28) and power (around 14 and 8%) are similar for
all penalties. Mean SE is somewhat higher for the similar-
ity and similarity-frequency penalties, resulting in mark-
edly higher coverage probabilities (see table 2). The
Type I error rate was 5.8% for the unpenalized model,
1.5% for the ridge penalty, 2.5% for the ridge-frequency
penalty, 7.4% for the similarity penalty and 4.3% for the
similarity-frequency penalty. The false discovery rate
(FDR) of the penalties were 0.18 for the ridge penalty, 0.25
for the ridge-frequency penalty, 0.50 for the similarity
penalty, and 0.37 for the similarity-frequency penalty,
compared to 0.26 for the unpenalized method.

The third scenario compares results when a similar ef-
fect of 1.5 is associated with the dissimilar haplotypes
00111 and 01100, which is a scenario that does not favour
the similarity and similarity-frequency penalties. Mean
bias, mean SE and power are similar to the previous sce-
nario. For both the 00111 and the 01100 haplotype, the
coverage probabilities of the ridge and ridge-frequency
penalty are lower than the coverage probabilities of the
similarity and similarity-frequency penalty. The Type I
error rate is decreased for the ridge, the ridge-frequency;,
and the similarity-frequency penalties (i.e., 1.9, 2.3, and
5.4% respectively) and increased for the similarity pen-
alty (9.5%) compared to the unpenalized model (6.3%).
The FDR were 0.32, 0.25, 0.31, 0.56, and 0.45 for the un-
penalized method, the ridge penalty, the ridge-frequency
penalty, the similarity penalty, and the similarity-frequen-
cy penalty, respectively.
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Discussion

The present study shows a generalisation of the weight-
ed log-likelihood method to estimate haplotype effects of
Tanck et al. [12] to dichotomous outcome data. Some sta-
tistical properties of this model have been investigated
with a simulation study. Furthermore, to deal with the
problem that estimates of rare haplotypes show large vari-
ation, which can lead to model instability, statistical prop-
erties of four different penalty functions were investigated
in a simulation study.

The coverage probabilities of the weighted (unpenal-
ized) log-likelihood approach were good for all investi-
gated scenarios. The mean bias of the parameter estimates
was usually small, although it increased when the haplo-
type frequency decreased. The power decreased with de-
creasing haplotype frequencies, as was expected. The fre-
quency of the haplotype was inversely related to the stan-
dard error of the parameter estimate, with rare haplotypes
showing extremely large standard errors. This last issue is
not specific for our method but is a general statistical
property. The polymorphisms of the CETP haplotypes on
which the haplotype frequencies in our simulation study
were based, show high linkage disequilibrium (LD) [19].
Polymorphisms in other genes or genomic regions might
show less LD. Therefore, we tested the performance of our
method in the extreme scenario of no LD. Although a
haplotype analysis would not be the method of first choice
in this case, it turns out that the mean bias in this simula-
tion was small (data not shown).

The main aim of introducing a penalty in the log-like-
lihood was to get a more accurate estimate of the effects
of the rare haplotypes, and indeed, all penalty functions
reduced the standard errors of the rare haplotypes mark-
edly, but they also introduced bias. Unfortunately, this
trade-off decreased power in all investigated scenarios.
Therefore, using a penalty function might only be useful
in a pilot study where the unpenalized approach cannot
estimate the effect of rare haplotypes. In this situation, the
penalized approach decreases the variance of the param-
eter estimates, thereby giving some indication of whether
rare haplotype show association with disease, after which
further research might be conducted. Overall, the similar-
ity and similarity-frequency penalties showed higher
power than the ridge and ridge-frequency penalties, even
in scenarios that did not favour to the underlying assump-
tion that similar haplotypes show similar effects. How-
ever, the similarity and similarity-frequency penalty also
show a higher FDR than the ridge and ridge-frequency
penalty. Consequently, using these penalties means that
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more false discoveries will be made. Therefore, consider-
ing both power and FDR, there is not one penalty function
that performs markedly better than the others. However,
the Type I error rate of the similarity penalty is somewhat
higher than 5%, indicating that this penalty function
might be anti-conservative. Other approaches to deal with
rare haplotypes, like pooling them into one category, or
pooling them with common haplotypes that are very sim-
ilar, lead to pooled categories that are hard to interpret.
These methods seem to increase power [20], but only in
specific situations where pooled haplotypes have similar
effects.

Besides the penalty functions investigated in the pres-
ent study, many other penalty functions, for example the
Lasso [21] or Garotte [22] penalty functions, are possible.
These penalty functions shrink the regression coefficients
to zero in a manner similar to, for example, the ridge pen-
alty function. A completely different penalty function has
been suggested by Warm [23] within the framework of the
item response theory. He used a function of the variance
of the regression parameter estimate to weight the log-
likelihood, through which shrinkage of the coefficients as
well as shrinkage of the variance was accomplished. So far,
this method has not been used outside of the item re-
sponse theory.

The weighted log-likelihood approach described in
this paper is a flexible method allowing for adjustment for
(environmental) covariates as well as haplotype-environ-
ment interactions. Furthermore, although not incorpo-
rated in the present software yet, our method can be eas-
ily extended to deal with missing genotype data. Missing
genotype data would simply increase the number of pos-
sible haplotype pairs for a particular subject.

The logistic regression technique is valid for cohort as
well as case-control sampling. However, most methods to
infer haplotype frequencies from population-based data
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