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Abstract

Gene expression microarrays enable the mea-
surement of the activity levels of thousands of
genes on a single microscope slide. Analysis of
these data sets is a recent and challenging mani-
festation of the small sample size problem in pat-
tern recognition. The primary objective is to build
a classifier which classifies a new sample as ac-
curately as possible into one of the diagnostic
categories, for example tumor/normal tissue. A
secondary objective is to find a small number of
genes, t.e. a signature, which the diagnostic clas-
sifier employs as input, and which consequently
carries the information relevant for the diagnos-
tic task. This process of identifying the genes rele-
vant to the classification task is known as feature
selection. A widely used approach evaluates the
informativeness of each single geme, based on a
criterion such as a signal to noise ratio (SNR),
and then employs this univariate ranking to guide
the search for an optimal gene set. In this paper
we focus on the evaluation of this approach. To
achieve this goal we introduce an artificial model
to generate an experimental dataset. With this
model we investigate the effects of a number of
parameters on the classification performance and
the quality of the selected gene set. We illustrate
the risks and the weaknesses of the univariate se-
lection methods.

1 Introduction

Micro array data has opened new possibilities
and challenges in genetic studies. Up to now the
studies and the diagnoses have been based on a
number of different tests often relying on human
experience and subjectivity. In some cases this

is still not enough to make a sure statement. A
basic assumption of the genetic studies is that
the genome carries all the information about the
characteristics and the development of an organ-
ism. Therefore an understanding of the genome
would bring more objectivity in the problem un-
der study.

Gene expression microarrays enable the mea-
surement of the activity levels of thousands of
genes on a single microscope slide. An important
application of this technology is the prediction of
disease state of a patient based on a signature of
the gene activities. Such a diagnostic signature is
typically derived from a dataset consisting of the
gene expression measurements of a series of pa-
tients. Since typically hundreds of patients and
thousands of gene activities are measured, anal-
ysis of these data sets is a recent and challeng-
ing manifestation of the small sample size prob-
lem in pattern recognition. The primary objec-
tive is to build a classifier which classifies a new
sample as accurately as possible into one of the
diagnostic categories, for example tumor /normal
tissue, or benign/malignant. A secondary objec-
tive, which is a by-product of the primary objec-
tive is to find a small number of genes, i.e. a
signature, which the diagnostic classifier employs
as input, and which consequently carries the in-
formation relevant for the diagnostic task. This
process of identifying the genes relevant to the
classification task is known as feature selection.
Given the small sample size problem, sophisti-
cated search strategies are prone to overtraining.
In addition, due to the large number of features,
these approaches are also particularly computa-
tionally intensive.

Feature selection can either be based on back-
ward or forward selection of genes. The backward
selection starts from a complete set of genes re-



moving redundant or uninformative features ac-
cording to a selection criterion. Examples of this
approach use Support vector machines [5, 17, 14]
as classifiers.

The forward feature selection is also used of-
ten [2]. It starts with one gene and iteratively
searches the informative genes between all avail-
able ones. These are added into the growing gene
subset until a certain performance criterion or a
size limit is reached (greedy search). A widely
used approach within the area of molecular clas-
sification, evaluates the informativeness of each
single gene, based on a criterion such as a sig-
nal to noise ratio (SNR), and then employs this
univariate ranking to guide the search for an op-
timal gene set [6, 3, 8, 10]. In this paper our
attention is on the methodological problems of
the rank based forward search. Our aim is not
to provide a new strategy to retrieve the relevant
genes. Instead we focus on the univariate ranking
of genes and investigate how it is affected by the
small sample size problem. To achieve this goal
we introduce an artificial model to generate an
experimental dataset. With this model we inves-
tigate the effects of a number of parameters on
the classification performance and the quality of
the selected gene set. We illustrate the risks and
the weaknesses of the univariate selection meth-
ods.

The paper is organized as follows. The univari-
ate ranking approach and the artificial dataset are
described is Section 2. The experimental setup
and the results are discussed in Section 3. Fi-
nally, the conclusions are given in Section 4.

2 Univariate ranking approach

The micro array datasets have a huge numbers
of features (genes), compared to the samples (pa-
tients). In order to find a signature of significant
genes, a selection procedure is needed. It should
retrieve the genes that are required for accurate
classification, i.e. the one informative with re-
spect to the problem under study.

We focus on the evaluation of a gene selection
method described in Figure 1. The data is split
into two parts X and Y, used respectively for
training and testing purposes. Based on a crite-
rion, the informativeness of each gene in the train-
ing set X is evaluated individually. The genes are
ranked accordingly (preselection step), i.e. from
the most to the least informative. A classifier
is than trained, starting with the best gene, and
is tested on the same genes in the independent
test set Y. The procedure is repeated including
the genes one by one, in the order established by
ranking, until all of them are used. Each time a
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Figure 1: Schema of the evaluation method.

feature is added, the error is computed on the test
set. As a result, we can plot the error of the classi-
fier as a function of the number of genes used for
classification purposes (error curve). The curve
in the right part of Figure 1 illustrates the ex-
pected result. Typically this curve will show that
a small number of genes gives large error rate,
due to insufficient information. The (initial) ad-
dition of relevant genes lowers the error, reaching
a minimum. Further addition of genes however
degrades the classifier performance. Minimizing
the error provides a selection of relevant genes
(k* in Figure 1), i.e. a signature. Note that the
estimation of the information carried by a gene
is done in the preselection block, where only the
training set X is used. In this way the bias due to
the use of testing genes in the training procedure
is avoided [2].

Our aim in this paper is not to choose an in-
formative subset of genes but to estimate the dis-
crimination capability of gene subsets of different
sizes. Therefore the method must be repeated a
number of times. Due to the small sample size a
suitable way is given by the cross-validation pro-
cedure. The data is divided into N parts. In
the first fold the algorithm is trained on N — 1
splits and tested on the remaining one. The pro-
cedure is iterated N times, rotating the splits
used for training and testing in such a way that
in each fold a different split is used for testing.
The cross-validation procedure ensures that the
training and test sets are independent. Figure 1
can be seen as the description of one fold of a two-
fold cross validation. In the second fold, the same
procedure would be repeated using Y as training
set and X as testing one. By averaging the two
error curves, we obtain an estimate of classifier
performance using gene subsets of different sizes.

In order to thoroughly evaluate the described



approach, we need a controlled environment in
which the relevant features are known. There-
fore we propose the use of an artificial dataset,
described in the following section. The dataset
is made by informative and non-informative fea-
tures. Since we know which are the relevant ones,
we can repeat the procedure in Figure 1 using
the true order of the features, and thus excluding
the ranking step. Our motivation is to use the
resulting error curves to judge the retrieval per-
formance of an investigated approach including
ranking. Another advantage of using an artificial
dataset is that the small sample size problem can
be easily studied compared to a case when a large
number of samples is available.

2.1 The artificial dataset

In order to investigate the challenges posed by
typical microarray data, we generate a compara-
ble artificial problem. Our goal is not to simulate
the real data set, as proposed by [7, 4, 12], but
to have a controlled environment with roughly
the same complexity, without having to deal with
other sources of variations. To study the effect of
the small number of training samples on the uni-
variate feature filtering procedure, we generate a
dataset for which feature filtering (e.g. ranking)
would be able to retrieve the correct feature sets,
giving enough data. We extend the simple model
proposed by [9, 16, 13]. Our dataset is a matrix
M x N with M samples and N features. Each
feature vector is sampled from the following two-
class conditional densities:

POXJer) = NGO1) - p(Xln) = N1, 1)
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where u(i), is a function of the feature indicator
1 according to the following:
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0, if I <i<N.

The most informative features are the ones
with the smallest index value i. The distance be-
tween the means of both normal distributions, i.e.
the class separation, linearly decreases from 2p(1)
for the first feature towards 0 at I*" feature value
1. Therefore, the informativeness of a feature is
defined by its index value 7. All features with an
index 4 larger than I are not informative, since
the two normal distributions overlap completely.

Note that each feature vector is generated in-
dependently, therefore the univariate ranking is a
proper evaluation criterion (provided that there
are enough training samples).

3 Experiments

First the set up of the experiments is pre-
sented, with particular emphasis on the param-
eters chosen for the artificial model. Later the
evaluation of the gene preselection based on indi-
vidual ranking is discussed.

3.1 Experimental set up

As described in Figure 1, the first step in the
training procedure is to estimate the informative-
ness of the genes individually. Several criteria
may serve this purpose, such as Pearson corre-
lation, Fisher criterion, or signal-to-noise ratio
(SNR). Since for each feature both classes are
normally distributed, we chose the SNR because
it captures the difference between two normal dis-
tribution. Besides the SNR is simple and popular
[6, 8]. The signal to noise ratio is defined as fol-

lows:
my — ma|

|
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where mj and msq are the estimated means of the
two classes and s; and so are the estimates of
the respective standard deviations. The higher
the SNR the more informative the corresponding
genes.

Since the artificial dataset is generated from
independent features which have normal-based
class conditional densities with equal variance
(le. >, = 2, = 1), the nearest mean clas-
sifier is an optimal Bayes classifier. We therefore
chose to use the nearest mean classifier as clas-
sifier in Figure 1. Thus we may expect that the
classifier will not hamper the evaluation proce-
dure. Additionally, the nearest mean classifier
is a stable classifier that behaves favorably in a
small sample size problems [15].

As discussed in Section 2 the cross-validation is
a suitable procedure to estimate the classification
error. For classification purpose it is important
to have a training set as big as possible. The
number of folds in cross-validation determines the
sizes of the train and test set. On the other hand
we would like to have a test set large enough to
be representative of the data. As a compromise
we choose to use 10 fold cross-validation. This
choice is also suggested by Ambroise et all [2] and
Kohavi et all [11]. In order to avoid the possible
biases caused by a single draw of the dataset, we
repeat the experiment 10 times, using as datasets
10 different draws from the same model.

(3)

3.1.1 Setup of the artificial dataset

Let us now discuss more in detail the setup of the
artificial dataset. First we shortly describe the



characteristics of real microarray datasets that
are relevant for our study.

The Leukemia dataset [6] consists of two types
of leukemia: acute mieloid leukemia (AML),
present with 25 samples, and the acute lym-
phoblastic leukemia (ALL), with 47 samples. The
feature space is reduced to 3571 genes, based
on the protocol described in [?]. The Colon
dataset [1] is composed of 40 normal healthy sam-
ples and 22 tumor samples in a 1908 feature space.
Both datasets are public and widely used in the
literature. The Breast cancer dataset [8] consists
of 145 lymph node negative breast carcinomas,
99 from patients that didn’t present metastasis
within five years and 46 from patients that where
affected by a second tumor within five years. The
size of the feature space is 4919.

For generating the artificial dataset, the first
choice that has to be made concerns the dimen-
sionality. We want to simulate real complexity
conditions, such as the small sample size. There-
fore the number of the samples M is set to 100
which is comparable to real datasets. The number
of features is set to 1000 (V) mainly for compu-
tational reasons. Additionally a large dataset is
generated that will be used to estimate the true
error of the build classifiers. The dimensions of
this dataset is set to 1000 samples x 1000 features.

The gene expression datasets are often un-
balanced due to the different availability of the
samples, e.g. the benign tissue is more common
than the malignant one. In the above mentioned
datasets, one class is roughly 30% of the number
of samples (the other 70%). Therefore we choose
to preserve this unbalance also in the artificial
dataset.

Two more parameters remain to be set: the
starting value pg, i.e. the class separability of the
best features, and index I, that limits the amount
of the informative features in the data. As previ-
ously described, we chose the SNR as a criterion
to rank the features to be used in the classifica-
tion procedure. In order to set the parameters
o and I, we first investigate how their values af-
fect the calculated SNR values for the individual
genes.

Figure 2 shows the ranked value of the SNR for
all features for different datasets. Note that the
ranking of the SNR values is necessary in order to
have monotonically decreasing (readable) curves.
In the three sub plots the artificial datasets have
0.15, 0.25, 0.35 as values for |ug|. As refer-
ence we use an uninformative dataset (I = 0)
of size 100x1000, the Breast cancer, the Colon,
and the Leukemia datasets. Since the number
of features of the real datasets are larger than
1000, the plots show a uniform resampling of their

SNR values. The artificial datasets are generated
with a varying number of relevant features, i.e.
I =100, 250, 500, 1000 respectively.

The SNR curves of the Colon and Leukemia
datasets are much higher than that of the Breast
cancer dataset. This suggests that more informa-
tion is present in this first two datasets, reflecting
the complexity of each dataset aims at a different
problem. The Colon dataset, for example, was
collected to distinguish between tumor and nor-
mal tissues. The Breast cancer dataset, on the
other hand, aims at distinguishing between dif-
ferent clinical developments of the same type of
cancer, which is a far more challenging diagnostic
problem.

The figure shows, as one might expect, that the
smaller the pp and the smaller the I, the closer
the SNR curves approach the one of the uninfor-
mative dataset.

Note that while the uninformative dataset has
the lowest curve, some of the uninformative fea-
tures reach a value, comparable to the informa-
tive features of the other datasets. This is related
to the small sample effect. The more uninfor-
mative features are tested with a limited small
training set, the higher the probability of having
a large SNR due to sampling effects. This mis-
leads the evaluation of the feature relevance.

We want to focus on difficult conditions, in
which the information appears not to be easily
retrievable, as in the Breast cancer case. Figure 2
shows that the setup that results in a dataset
whose SNR curve matches the one of the Breast
cancer are the settings |uo| = 0.25 and I = 250.

3.2 Experimental results

In this section, we evaluate the methodology
described in Section 2 using the artificial dataset.
Figure 3 summarizes the results. The classifi-
cation error is calculated in two ways. On one
hand the classification error, averaged across the
10 folds and the 10 artificially generated datasets,
is plotted as a function of the number of features
used to train the classifier. On the other hand,
the classification error is calculated by testing the
classifier on the large independent test set of 1000
samples. Due to the larger sample size, this test
set allows the estimation of the true error of the
classifier.

Evaluation of the methodology. In the arti-
ficial dataset the original index of the features cor-
responds to their amount of informativeness. We
can test the efficiency of the proposed methodol-
ogy, directly using the original feature order, thus
excluding the preselection step in Figure 1. The
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consequently a high rank. The size of the feature
set should increase to include the necessary infor-
mative features, but including more features also
degrades the classifier. As a results no minimum
is detected anymore. Clearly this does not fulfil
the original target of deriving a small good sig-
nature. We can conclude that the estimate of the
gene informativeness is very poor. This is due to
the small sample effect since if we apply the same
methodology to the large dataset of 10000 sam-
ples (experiment not shown), the rank and true
errors overlap. Clearly the SNR estimates are ac-
curate now.

4 Conclusions and future work

We discussed the effects of the estimate of in-
dividual gene relevance on the gene selection pro-
cedure in a classifier design system. For this pur-
pose we generated a controlled environment. On
one hand we simulated real conditions, e.g. by
choosing comparable dimensions of the dataset,
and forcing the artificial dataset to have a SNR
behavior similar to the one of the Breast cancer
dataset. On the other hand, we tuned the data
model in order to fit the ranking criterion and
the classifier. For that reason, a simple artificial
model was generated based on independent class
conditional normal distributions, and the nearest
mean classifier was chosen as classifier, since it
approximates well the distributions.

We have also emphasized the importance of a
correct test procedure. Each step taken in the
training phase, i.e. gene preselection and the
derivation of a classifier itself, must be performed
only on the training set keeping an independent
test set aside to estimate the performance of the
classifier.

Our work illustrates that the ranking step in-
troduces the largest degradation in the classifier
performance, and that this stems from the small
sample size limitations: relevant and irrelevant
genes cannot be distinguished from each other on
an individual basis. As a consequences relevance
of the gene subsets selected accordingly is dimin-
ished. Future work will be performed on extend-
ing the model and studying other gene selection
approaches.
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