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Projective content

(1) [A and B have been talking about Ricardo. B asks:]
O-mombe’ú=pa
3-confess=q

i-lóro
3-parrot

o-kañy-ha
3-hide-nmlz

chu-gui?
3-from

‘Did he confess that his parrot escaped?’

Upon uttering (1), B may be taken to be committed to, e.g.,:
• Ricardo has a parrot
• Ricardo’s parrot escaped
• There is a uniquely salient individual A and B are talking about
• There is a uniquely salient time (when R may have confessed)
• A understands Paraguayan Guaraní

Long-standing research question:
Why does projective content project?
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Cutting the projective content pie: The classical picture

Is this assumed division of projective content empirically adequate?One-on-one elicitation and experimental research on two
genetically unrelated and typologically distinct languages



Cutting the projective content pie: The classical picture

Presuppositions
(e.g., Heim 1983
van der Sandt 1992)

+entailed
+not at-issue
+old

Is this assumed division of projective content empirically adequate?One-on-one elicitation and experimental research on two
genetically unrelated and typologically distinct languages



Cutting the projective content pie: The classical picture

Presuppositions
(e.g., Heim 1983
van der Sandt 1992)

+entailed
+not at-issue
+old

Conventional
implicatures
(e.g., Potts 2005,
Murray 2014,
AnderBois et al. 2015)

+entailed
+not at-issue
supplemental,
expressive

Is this assumed division of projective content empirically adequate?One-on-one elicitation and experimental research on two
genetically unrelated and typologically distinct languages



Cutting the projective content pie: The classical picture

Presuppositions
(e.g., Heim 1983
van der Sandt 1992)

+entailed
+not at-issue
+old

Conventional
implicatures
(e.g., Potts 2005,
Murray 2014,
AnderBois et al. 2015)

+entailed
+not at-issue
supplemental,
expressive

Some con-
versational
implicatures
(e.g., Kadmon 2001
Simons 2005)

– entailed
conversational

Is this assumed division of projective content empirically adequate?One-on-one elicitation and experimental research on two
genetically unrelated and typologically distinct languages



Cutting the projective content pie: The classical picture

Presuppositions
(e.g., Heim 1983
van der Sandt 1992)

+entailed
+not at-issue
+old

Conventional
implicatures
(e.g., Potts 2005,
Murray 2014,
AnderBois et al. 2015)

+entailed
+not at-issue
supplemental,
expressive

Some con-
versational
implicatures
(e.g., Kadmon 2001
Simons 2005)

– entailed
conversational

Is this assumed division of projective content empirically adequate?

One-on-one elicitation and experimental research on two
genetically unrelated and typologically distinct languages



Properties of presuppositions in English and Guaraní
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Classical conventionalist analyses of presuppositions

Presuppositions are conventionally specified and must be satisfied
in/entailed by the common ground of the interlocutors in order for
the utterance to be interpretable. (e.g., Heim 1983, van der Sandt 1992)

(2) Noun phrases / uniquely salient discourse referent

a. Did he confess? [presupposition: X]
b. Did a man confess? [presupposition: ×]

(3) Attitude predicates / content of clausal complement

a. Does Sue know that it’s raining? [presupposition: X]
b. Does Sue believe that it’s raining? [presupposition: ×]

(4) Verb + present participle / pre-state content

a. Did Sue stop smoking? [presupposition: X]
b. Did Sue try smoking? [presupposition: ×]
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Assessing the empirical adequacy of presupposition theories

Predictions of classical conventionalist analyses of presuppositions:

1. Utterances with “presupposition triggers” (e.g., he, stop) are
acceptable iff the presupposition is part of the common ground.

2. Presuppositions are conventionally specified, and so the
translation of a presupposition trigger into another language
need not give rise to the presupposition.

3. All things being equal, presuppositions are equally projective.
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All presuppositions must be part of the common ground?

Tonhauser et al. 2013: Strong Contextual Felicity (SCF) constraint

Ricardo is with the police.
(5) a. #O-mombe’ú=pa?

b. O-mombe’ú=pa?

3-confess=q

3-confess=q

#‘Did he confess?’

‘Did he confess?’

[+SCF]

(6) Súsi=pa
Susi=q

oi-kuaa
3-know

o-ký-ta?
3-rain-prosp

‘Does Susi know that it’s raining?’ [–SCF]

(7) Súsi=pa
Susi=q

nd-o-pita-vé-i-ma?
neg-3-smoke-more-neg-prf

‘Did Susi stop smoking?’ [–SCF]

The assumption that all presuppositions must be part of the
common ground prior to interpretation has not yet been
established empirically, in comprehension or processing research.
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Assessing the empirical adequacy of presupposition theories

Predictions of conventionalist analyses of presuppositions:

1. Utterances with presupposition triggers are acceptable iff the
presupposition is part of the common ground.

2. Presuppositions are lexically specified, and so the translation of
a presupposition trigger into another language need not give
rise to the presupposition.

3. All things being equal, presuppositions are equally projective.
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Presuppositions in well- and lesser-studied languages

E.g., expressions conveying a change of state from P to not-P:

(8) Juma
Juma

a-li-acha
3sg-pst-stop

ku-vuta
inf-smoke

sigara?
cigarette

[Kiswahili]

‘Did Juma stop smoking?’

(9) Júma=pa
Juma=q

nd-o-pita-vé-i-ma?
neg-3-smoke-more-neg-prf

[Guaraní]

‘Did Juma stop smoking?’

(10) Did Juma stop smoking?

Speakers of (8)-(10) can all be taken to be committed to pre-state.

Classical conventionalist analyses of presuppositions do not lead us
to expect the observed universal tendencies, i.e., that
presuppositions may be nondetachable (Levinson 1983, Simons 2001).
Note, however: Matthewson 2006
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1. Utterances with presupposition triggers are acceptable iff the
presupposition is part of the common ground.

2. Presuppositions are lexically specified, and so the translation of
a presupposition trigger into another language need not give
rise to the presupposition.

3. All things being equal, presuppositions are equally projective.



Presuppositions are equally projective?
(e.g., Karttunen 1971, Kadmon 2001, . . . , Smith and Hall 2011, Xue and Onea 2011)

• Comprehension experiments with native speakers of American
English (n = 445) and Paraguayan Guaraní (n = 29)

(Tonhauser, Beaver & Degen ms, Tonhauser ms)

• Items: Written/spoken polar questions with presupposition
triggers, and other expressions associated with projective content
(English: 19; Guaraní: 17).

(9) [Magda, the speaker, is overheard at party / on the street]
Lúli=pa
Luli=q

nd-o-pita-vé-i-ma?
neg-3-smoke-more-neg-prf

‘Did Luli stop smoking?’

• Gradient projectivity rating: Participants were asked whether the
speaker was certain that p.

Gradient response:

E.g., Is Magda certain that Luli has smoked?

E: no...yes / G: 1...5
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Inter-item variability in American English

[Exp1a: 9 expressions, 210 participants]

Classical conventionalist analyses do not account for this inter-item
variability, and neither do analyses that assume distinct sub-classes
of presuppositions (e.g., Abrusán 2011, Romoli 2015).

[Tonhauser, Beaver & Degen ms]



Inter-item variability in American English

[Exp1a: 9 expressions, 210 participants]
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Classical conventionalist analyses do not account for this inter-item
variability, and neither do analyses that assume distinct sub-classes
of presuppositions (e.g., Abrusán 2011, Romoli 2015).
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Inter-item variability in American English

[Exp1a: 9 expressions, 210 participants]
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Classical conventionalist analyses do not account for this inter-item
variability, and neither do analyses that assume distinct sub-classes
of presuppositions (e.g., Abrusán 2011, Romoli 2015).
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Classical conventionalist analyses do not account for this inter-item
variability, and neither do analyses that assume distinct sub-classes
of presuppositions (e.g., Abrusán 2011, Romoli 2015).
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Inter-presupposition variability in American English

• Researchers have long intuited projection variability among
presuppositions. (e.g., Karttunen 1971, Levinson 1983, Kadmon 2001

Simons 2001, Abusch 2010, Beaver 2010, Abrusán 2011)

• But the observed projection variability does not align perfectly with
hypothesized distinctions, e.g.,:
• ‘hard’ vs. ‘soft’ presuppositions: more than 2 classes observed
• ‘factive’ vs. ‘semi-factive’ predicates: no distinction between,
e.g., be annoyed and learn, but between discover and establish

• Pre-state of stop was observed to be not highly projective;
disagreement whether it is a ‘soft’ presupposition (e.g., Simons

2001, Abusch 2010) or a ‘hard’ one (e.g., Kadmon 2001, Abrusán 2016).
• Empirically adequate analyses of projection must capture projection

variability (for discussion, see Tonhauser, Beaver & Degen ms).
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Inter-item variability in Paraguayan Guaraní

[17 expressions, 29 participants]

Classical conventionalist analyses of presuppositions do not lead us
to expect this inter-item variability, nor the parallels between
English and Guaraní projection variability. (Tonhauser ms)
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Classical conventionalist analyses of presuppositions do not lead us
to expect this inter-item variability, nor the parallels between
English and Guaraní projection variability. (Tonhauser ms)
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3. there is projection variability among presuppositions.
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Conversational
implicatures
(e.g., Kadmon 2001
Simons 2005)

+not at-issue
– entailed
conversational

Why do “informative presuppositions” project?
(Some proposals: e.g., Abusch 2010, Abrusán 2011, Romoli 2015)
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Hypothesis: Projective content is not at-issue with respect to the
Question Under Discussion. Identifying the meaning of an
utterance necessitates identification of the question it addresses.

(Simons et al. 2010, Beaver et al. 2017)

(11) Non-restrictive relative clauses
A1: Where’s Waldo? B: X
A2: What is Waldo wearing? B: #
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Exploring the relation between projectivity and at-issueness

• 2 pairs of comprehension experiments with about 1,000 native
speakers of American English (Tonhauser, Beaver and Degen ms)

• Exps. 1: Gradient projectivity and at-issueness ratings for 19
projective contents:

(17) [Magda is overheard at a party]
Magda: Did Luli stop smoking?
Projectivity: Is Magda certain that Luli has smoked?
At-issue: Is Magda asking whether Luli has smoked?

• Exps. 2: Gradient at-issueness ratings for same projective contents:

(18) [Magda and Sam are overheard at a party]
Magda: Luli stopped smoking.
Sam: Are you sure?
Magda: Yes, I am sure that Luli has smoked.
At-issue: Did Magda answer Sam’s question?
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Exp 2a (r = .82)
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The two at-issueness measures are correlated, but not identical.
(compare, e.g., stop vs. discover)



Additional findings of the experiment

• Projectivity is correlated with not-at-issueness, as predicted by our
hypothesis (Simons et al. 2010, Beaver et al. 2017).

• Another predictor of projectivity: Lexical content/world knowledge

(19) a. Did Bill discover that Alexander flew to New York ?
b. Did Bill discover that Alexander flew to the moon ?

• And another predictor of projectivity: the (meaning of the)
expression associated with the content (i.e., the “trigger”)

(20) a. Did Bill discover that Alexander flew to New York?
b. Was Bill annoyed that Alexander flew to New York?

Future research: How does lexical meaning influence or signal
what the Question Under Discussion is?
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• Context (Tonhauser, Degen, de Marneffe & Simons ms.)
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