
Investigating Locality Effects and Surprisal

in Written English Syntactic Choice Phenomena

Rajakrishnan Rajkumara

Marten van Schijndelb

Michael Whitec

William Schulerd

aDepartment of Humanities and Social Sciences, IIT Delhi, Hauz Khas,
New Delhi, India 110016, raja@iitd.ac.in (corresponding author)
bDepartment of Linguistics, The Ohio State University, Oxley Hall, 1712
Neil Ave., Columbus, OH 43210 USA, vanschm@ling.osu.edu
cDepartment of Linguistics, The Ohio State University, Oxley Hall, 1712
Neil Ave., Columbus, OH 43210 USA, mwhite@ling.osu.edu
dDepartment of Linguistics, The Ohio State University, Oxley Hall, 1712
Neil Ave., Columbus, OH 43210 USA, schuler@ling.osu.edu

This work is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivatives 4.0 International License.



Abstract

We investigate the extent to which syntactic choice in written En-
glish is influenced by processing considerations as predicted by Gib-
son’s (2000) Dependency Locality Theory (DLT) and Surprisal The-
ory (Hale 2001, Levy 2008). A long line of previous work attests
that languages display a tendency for shorter dependencies, and in
a previous corpus study, Temperley (2007) provided evidence that
this tendency exerts a strong influence on constituent ordering choices.
However, Temperley’s study included no frequency-based controls, and
subsequent work on sentence comprehension with broad-coverage eye-
tracking corpora found weak or negative effects of DLT-based mea-
sures when frequency effects were statistically controlled for (Demberg
& Keller 2008, van Schijndel, Nguyen, & Schuler 2013, van Schijndel &
Schuler 2013), calling into question the actual impact of dependency
locality on syntactic choice phenomena. Going beyond Temperley’s
work, we show that DLT integration costs are indeed a significant pre-
dictor of syntactic choice in written English even in the presence of
competing frequency-based and cognitively motivated control factors,
including n-gram probability and PCFG surprisal as well as embed-
ding depth (Wu, Bachrach, Cardenas, & Schuler 2010, Yngve 1960).
Our study also shows that the predictions of dependency length and
surprisal are only moderately correlated, a finding which mirrors Dem-
ber & Keller’s (2008) results for sentence comprehension. Further, we
demonstrate that the efficacy of dependency length in predicting the
corpus choice increases with increasing head-dependent distances. At
the same time, we find that the tendency towards dependency locality
is not always observed, and with pre-verbal adjuncts in particular, non-
locality cases are found more often than not. In contrast, surprisal is
effective in these cases, and the embedding depth measures further in-
crease prediction accuracy. We discuss the implications of our findings
for theories of language comprehension and production, and conclude
with a discussion of questions our work raises for future research.

Index terms— language production, dependency locality, surprisal, con-
stituent ordering
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1 Introduction

A long line of previous research, comprising both spontaneous production
experiments and corpus analyses, has studied the production biases involved
with constituent ordering. In general, languages are attested to favor pro-
ducing shorter dependencies, as Liu (2008) demonstrates in a cross-linguistic
study involving twenty languages. Figure 1 shows this trend for English us-
ing data from two corpora, the Brown corpus (Francis & Kučera 1989) and
the Wall Street Journal (WSJ) portion of the Penn Treebank (PTB; Marcus,
Marcinkiewicz, and Santorini 1993).

In this paper, we investigate whether this generalization holds true for
constructions where speakers have a choice of expressing the same idea using
competing word orders, as in the following example (italics added):

(1) a. One day Maeterlinck, coming with a friend upon an event which
he recognized as the exact pattern of a previous dream, detailed
the ensuing occurrences in advance so accurately that his com-
panion was completely mystified. (Brown corpus CF03.10.0)

b. One day Maeterlinck, coming upon an event which he recognized
as the exact pattern of a previous dream with a friend, detailed
the ensuing occurrences in advance so accurately that his com-
panion was completely mystified. (Constructed alternative)

Research in the past decade has investigated the hypothesis that one of the
factors which influences the structuring of languages is the ease of compre-
hension and production, in addition to abstract learning biases in language
acquisition (Chater & Christiansen 2010, Hawkins 2004; 2014). More con-
cretely, do speakers display a preference to produce (1-a) above, since it
is easier to produce or comprehend compared to (1-b)? Using a corpus
study, Temperley (2007) showed that the tendency to minimize depen-
dency length has a strong influence on constituent ordering choices in
written English. In the corpus sentence (1-a), there is a short intervening
adjunct with a friend between the verb coming and the subsequent long con-
stituent starting with upon, thus inducing a shorter dependency in compar-
ison to the competing order in the constructed alternative (1-b). Moreover,
it is easy to misparse the variant as having previous dream with a friend
as a constituent, even though this gives rise to a nonsensical interpretation
where the dream is a joint activity with the friend.

Dependency length minimization has a long history in the literature
dating back to Behaghel’s (1932) principle of end weight. In a long line of
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Figure 1: Dependency length distributions
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pioneering work, Hawkins has shown that languages tend to prefer shorter
dependencies (Hawkins 1994; 2000; 2001; 2004; 2014). In the context of syn-
tactic choice phenomena like heavy NP shift (Arnold, Wasow, Losongco, &
Ginstrom 2000, Wasow 2002), dative alternation (Bresnan, Cueni, Nikitina,
& Baayen 2007), verb-particle shifts (Hawkins 2011, Lohse, Hawkins, & Wa-
sow 2004) and topicalization and left-dislocation (Snider & Zaenen 2006),
many other works also corroborate the tendency of languages to minimize de-
pendency length. There is cross-lingual evidence that word order patterns in
SOV languages conform to dependency locality (Hawkins 1994; 2004). The
definition of Early Immediate Constituents (EIC) in Hawkins (1994) pre-
dicts that for verb-final languages, long constituents tend to precede short
ones in the preverbal position. He validates his prediction using Japanese
data, and subsequent research builds on EIC predictions in language pro-
duction studies in Japanese (Yamashita & Chang 2001) and Korean (Choi
2007). There is also parallel evidence from optional function words, which
are likely to be omitted to shorten dependencies (Hawkins 2001; 2003, Jaeger
2006; 2010; 2011).

Temperley’s (2007) corpus study uses a variant of Gibson’s Dependency
Locality Theory (DLT; Gibson 1998; 2000), a resource-limitation theory of
human sentence comprehension, to account for a wide variety of syntactic
choice constructions in two written English corpora. Crucially, Temperley’s
corpus study does not control for other possible explanations of syntactic
choice aside from DLT; in particular, it includes no frequency-based controls.
Explaining syntactic choice data in terms of a single factor (viz. length or
dependency minimization) has also been criticized as being reductive (Bres-
nan et al. 2007, Snider & Zaenen 2006, Wasow 2002). Some corpus studies
on specific constructions either hold frequency constant or control for it with
lexical counts, as in the case of studies on Heavy NP shift (Arnold, Wasow,
Asudeh, & Alrenga 2004, Arnold et al. 2000), dative alternation (Bresnan et
al. 2007), object relative clauses (Jaeger 2006), complement clauses (Jaeger
2010) and subject relative clauses (Jaeger 2011). These studies provide
preliminary evidence that dependency length is a significant predictor of
ordering choices even when frequency-based controls are considered.

However, in sentence comprehension, although dependency length has
been shown to correlate with reading times on constructed stimuli (Levy,
Fedorenko, & Gibson 2013, Warren & Gibson 2002), it has been difficult
to replicate this effect in broad-coverage naturalistic data as strong statis-
tical frequency controls reduce or reverse the effect of dependency length
(Demberg & Keller 2008, Shain, van Schijndel, Gibson, & Schuler 2016, van
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Schijndel et al. 2013, van Schijndel & Schuler 2013).1 Even when previous
production studies have used explicit frequency controls, they have only used
frequency information about individual lexical items and the frames those
items occur in, which may not be sufficient. For example, van Schijndel,
Schuler, and Culicover (2014) demonstrated that the structural bias statis-
tics captured by latent-variable PCFGs are at least as strong a frequency
confound in comprehension as the information captured by lexical counts
and subcategorization frame frequencies. Importantly, the structural biases
they examine stem from underlying syntactic configurations which may not
be readily apparent when counting the number of times a given lexical item
occurs in a certain frame (e.g., the probability of a gap being passed into a
left branch compared with a right branch at each point in the syntax tree
is independent of any lexical item and would require an impractically large
norming study to manually control for). Since structural statistics may also
confound studies of locality’s influence on sentence production, this work
uses stronger frequency controls than previous production studies by statis-
tically controlling for both structural and lexical information.

This paper extends Temperley’s work by testing the hypothesis that
dependency length is a significant predictor of syntactic choice in
written English even in the presence of competing frequency-based
and cognitively grounded control factors. Recent work in computa-
tional psycholinguistics has used information-theoretic measures to model
both language comprehension as well as production. From the perspec-
tive of language comprehension,2 one of the factors hypothesized to repre-
sent comprehension difficulty is surprisal (Hale 2001, Levy 2008), which
quantifies the predictability of a word in a given linguistic context. More
predictable words induce faster processing times in reading (Boston, Hale,
Patil, Kliegl, & Vasishth 2008, Demberg & Keller 2008, Smith & Levy 2013).
Thus surprisal as a control variable models the extent to which the text is
comprehensible. In addition, we use embedding depth (Wu et al. 2010,
Yngve 1960) as a control, since increased memory depth is considered to
increase comprehension difficulty.

1As one of the reviewers pointed out, frequency can be considered as an interesting
factor in its own right. Please refer to Table 6.1 of MacDonald (1999) which points to
many works which consider frequency in production and comprehension research.

2We choose controls in part from the sentence comprehension literature since the edit-
ing done by careful authors may take comprehensibility considerations into account ex-
plicitly (Jaeger 2011). Additionally, in early Natural Language Generation (NLG) work,
editing done by the author is considered equivalent to self-monitoring in Levelt’s (1989)
model of human language production (Neumann & van Noord 1992).
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To date, corpus studies of constituent ordering choices have developed
separate analyses for each construction investigated. For example, in the
model of dative alternation presented by Bresnan et al. (2007), the logistic
regression model (Breslow & Clayton 1993) predicts the choice of obtain-
ing NP-NP vs. NP-PP objects for each verb. In a methodological advance
upon this study and other previous corpus studies cited above, we develop
analyses involving a variety of constructions in the same model. To do so,
following the technique described by Joachims (2002) for reducing ranking
to pairwise classification, we train the logistic regression model to predict
the corpus choice over other constructed grammatical variants, rather than
predicting whether the corpus choice is of a particular form (e.g. NP-NP).
The technique of training a ranking model to prefer the corpus variant over
other alternatives is common in the natural language generation (NLG) lit-
erature (Rajkumar & White 2014). Indeed, using this technique, White and
Rajkumar (2012) have shown that including total dependency length in an
otherwise comprehensive ranking model yields significantly improved order-
ing choices in NLG. Their work provides preliminary evidence for the efficacy
of dependency length as a predictor of syntactic choice amidst other com-
peting structural and lexical factors, though using a more complex setup
than employed here, which does not permit the statistical significance of
predictors to be easily assessed.

In this paper, we show that for constituent ordering across a variety
of constructions in written English, the minimal dependency length theory
of language comprehension (Gibson 2000) is indeed a significant predictor
of the corpus choice even in the presence of competing frequency-based and
cognitively grounded controls (n-gram log probability, latent variable PCFG
surprisal and embedding depth measures) proposed in the computational
psycholinguistics literature (Demberg & Keller 2008, Roark, Bachrach, Car-
denas, & Pallier 2009, Wu et al. 2010), in particular for various postverbal
syntactic choice alternations. We also investigated the extent to which the
aforementioned controls accounted for cases which diverged from the domi-
nant tendency of English to observe locality constraints (non-locality cases).
Surprisal and dependency length are only moderately correlated and their
predictions model disparate parts of the data, with surprisal correctly pre-
dicting many non-locality cases. We report that embedding depth measures
collectively induce significant increases in the prediction accuracy of non-
locality cases over a frequency-based baseline involving n-gram probability
and PCFG surprisal.

As Arnold (2011) discusses in detail, sentence production theories ac-
count for production phenomena either via constraints or processes inherent

5



to the production system (speaker-internal as in Arnold et al. 2000, Ferreira
2003) or resorting to explanations where constraints on comprehension in-
fluence language production (listener-oriented as in Branigan, Pickering, &
Cleland 2000, Clark & Haviland 1977). However, it is difficult to separate
speaker and listener-oriented processes in language production. Hawkins’
efficiency principles are also compatible with both speaker and listener-
oriented perspectives (Hawkins 2011). Since our study is based on written
data, we avoid committing to either of these explanations, as writers and
editors are actively engaged in maximizing the comprehensibility of the text
for the benefit of the readers. We leave open the possibility of future studies
involving spoken data to make a definitive statement. Moreover, as Jaeger
and Buz (in press) discuss, speaker-internal and listener-oriented explana-
tions need not be mutually exclusive. Reflecting this observation, they adopt
the labels production ease (MacDonald 2013) and communicative accounts,
where the latter label avoids the implication that communicative aspects
are solely for the benefit of the listener. Consistent with this view, we find
it plausible that speakers may over time learn to make choices in particu-
lar circumstances that lead to effective communication without having to
engage in costly real-time reasoning about the competing possibilities.

The rest of the paper is structured as follows. Section 2 provides the
requisite background for the study and Section 3 discusses the relationship
between dependency length and other factors influencing constituent order-
ing. Section 4 describes our data and Section 5 presents the results of our
experiments. Subsequently, Section 6 provides a discussion of Dependency
Locality in the context of our results. Section 7 reflects on the implica-
tions of our findings for theories of language comprehension and production.
Finally, Section 8 summarizes the conclusions of the study and discusses
questions our work raises for future research.

2 Background

This section provides detailed background on Dependency Locality Theory
(DLT; Gibson 1998; 2000) and Surprisal Theory (Hale 2001, Levy 2008), two
influential theories of sentence processing that we use in this work. DLT was
originally proposed as a theory of resource limitation explaining the com-
plexity of unambiguous structures (subject and object relative clauses). This
study also investigates the extent to which non-DLT measures of processing
complexity can predict syntactic choice. While DLT predicts an influence
from the length of dependencies, increased memory load may also reduce
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Figure 2: Lower overall dependency length (DL) of subject-relative (top)
compared to object relative clause center-embeddings (bottom)

the amount of resources available to process language (Chomsky & Miller
1963, Schuler, AbdelRahman, Miller, & Schwartz 2010, Yngve 1960). Mem-
ory load can be estimated with embedding depth (Wu et al. 2010), which
captures the influence of the number of center embeddings (syntactic left
branches within right branches).3 Whereas DLT and embedding depth rely
on the noisiness and effort of memory operations, surprisal is a theory
of neural activation allocation which quantifies the predictability of a given
word in a syntactic or lexical context (Levy 2008).

2.1 Dependency Locality Theory

According to Gibson’s (2000) Dependency Locality Theory (DLT), the syn-
tactic complexity of a sentence is the sum of two kinds of processing costs,
namely its storage cost and integration cost. Storage cost refers to
the cost of maintaining in memory the syntactic predictions or requirements

3For a discussion of embedding depth as part of the prediction process, please refer
to Linzen and Jaeger (2014; 2015).
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of previous words. Integration cost is the cost of syntactically connecting
a word to previous words with which it has dependent relations. The in-
tegration cost for a word increases with the distance to the previous words
with which it is connected, on the grounds that the activation of words de-
cays as they recede in time, making integration more difficult. Distance in
Gibson’s theory is measured in terms of the nature and the number of in-
tervening discourse referents. Using self-paced reading experiments, Gibson
demonstrated the greater processing complexity of object-extracted relative
clauses (2-b) compared to subject-extracted relative clauses (2-a):

(2) a. The reporter who attacked the senator admitted the error
b. The reporter who the senator attacked admitted the error

Figure 2 depicts trees representing the above examples where dependency
length is measured using intervening nouns and verbs as per Gibson’s orig-
inal definition. DLT predicts the tendency of human processing to prefer
shorter dependencies in order to facilitate comprehension. While DLT pre-
dictions have been validated with eye-tracking data (Boston et al. 2008,
Demberg & Keller 2008, Smith & Levy 2013), such studies have had diffi-
culty observing the expected correlation with comprehension difficulty, and
when they have observed a correlation in the correct direction (with longer
dependencies inducing slower reading times), the predicted effect has been
limited to rather long dependencies.

Extending DLT beyond language comprehension, Temperley (2007) poses
the question: Does language production reflect a preference for shorter de-
pendencies in order to facilitate comprehension? By means of a study of
Penn Treebank data, Temperley shows that English sentences do display
a tendency to minimize the sum of all their head-dependent distances. In
phenomena involving syntactic choice, the tendency to minimize the over-
all dependency length is illustrated by facts like the greater length of sub-
ject noun phrases in inverted versus uninverted quotation constructions,
greater length of postmodifying versus premodifying adverbial clauses, the
tendency towards short-long ordering of postmodifying adjuncts and shorter
length of the first adjunct compared to the second adjunct in clauses with
three postmodifying adjuncts (these phenomena are illustrated using exam-
ples later in Section 4). Additionally, for head-final languages, dependency
length minimization results in preverbal “long-short” constituent ordering
in language production as evinced from studies on Japanese (Yamashita &
Chang 2001), Korean (Choi 2007) and Basque (Ros, Santesteban, Fuku-
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mura, & Laka 2015).4Gildea and Temperley (2010) report results from a
tree-linearizing experiment, where given a dependency tree representation
of an English sentence, the task is to order the children of each node using
different methods. They investigate the problem of constructing a gram-
matical sentence using dynamic programming algorithms on projective tree
structures to determine the word order of descendants of tree nodes. The al-
gorithms (described in Gildea and Temperley 2007) order constituents based
on the principle of minimizing dependency length and compare the depen-
dency length of the output with that of actual English. Their results indi-
cate that random linearizations have higher dependency lengths compared
to English, while a dependency length based algorithm produces lineariza-
tions closer to actual English. Futrell, Mahowald, and Gibson (2015) extend
these results by conducting a large-scale study of dependency length mini-
mization involving 37 languages (see also Ferrer i Cancho 2004, Gulordava
& Merlo 2015, Liu 2008). Futrell and colleagues demonstrate that for all the
languages which were part of the study, the overall dependency length of a
given natural language is shorter than the average of the artificially created
baseline languages having no preference for dependency length minimiza-
tion. But as all these authors note, dependency length minimization is only
a tendency to be balanced by other factors, and a weaker one in freer word
order languages like German.

Tily (2010) provides evidence that the pressure to minimize dependency
length is significant in language change. Tily analyzes the diachronic trend
towards dependency length minimization starting from Old English and
moving towards Middle and Modern English. In Old English (OE) and
Middle English (ME), both SVO and SOV orders were available and sub-
jects as well as other preverbal dependents (including objects) were common.
The study illustrates the tendency to avoid long dependencies between the
verb and subject or other preverbal material by resorting to strategies like
placing longer objects after the verb, thus ultimately leading to the frequent
SVO order seen in Modern English.

2.2 Surprisal

Surprisal is an information theoretic characterization of comprehension diffi-
culty expressed in bits, where lower values indicate lower processing load (Hale

4For a survey of the literature on cross-linguistic language production, see Jaeger and
Norcliffe (2009).
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2001, Levy 2008). More predictable words are associated with lower sur-
prisal values in comparison to less predictable words. More predictable
words are also known to induce faster processing times in reading (Boston
et al. 2008, Demberg & Keller 2008). Mathematically, surprisal for word
k+ 1 is defined using the conditional probability of a word given its senten-
tial context. Mathematically, Sk+1 = − logP (wk+1|w1...wk). Practically,
this is estimated using either simple lexical models like n-gram models or
syntax-based, Probabilistic Context Free Grammars (PCFGs). Assuming
strings of a language are generated by PCFG rules, the prefix probability
of each word wk is calculated by summing the probabilities of all trees T
spanning words w1 to wk:

P (w1...wk) =
∑
T

P (T,w1...wk) (1)

Surprisal (Hale 2001) is then estimated by substituting this into the previous
equation:

Sk+1 = − log
P (w1...wk+1)

P (w1...wk)
= log

∑
T

P (T,w1...wk)− log
∑
T

P (T,w1...wk+1)

(2)
In addition to locality effects, anti-locality effects have been discussed

in the sentence comprehension literature on German (Konieczny 2000) and
Hindi (Vasishth & Lewis 2006). Like DLT, surprisal theory also predicts
that object relative clauses have higher surprisal values compared to sub-
ject relative clauses and hence are harder to process. But for relative clauses,
these two theories differ crucially in the actual word in the sentence where
the processing difficulty occurs, with the DLT estimate being closer to ob-
servations (Levy 2008). They also make opposite predictions in the case
of the verbal dependents in verb-final contexts in languages like Hindi and
German. In this case, DLT predicts greater comprehension difficulty when
a verb has more dependents since the cost of integrating more dependents
is higher. However, experiments indicate a speed-up in reading times at the
verb in cases where it has many dependents (Konieczny 2000, Vasishth &
Lewis 2006). This is an effect predicted by surprisal theory. According to
surprisal theory, a greater number of preverbal dependents provides greater
syntactic context to the comprehender and hence sharpens the expectation
about the location, nature and identity of the verb, which comes at the end,
thus facilitating comprehension (Levy 2008).
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Hawkins (2011) discusses anti-locality effects in detail in the context of
relative clauses in German, contrasting relative clauses adjacent to their
nominal heads with extraposed relative clauses. Though corpus counts and
offline sentence judgement ratings preferred structures predicted by global
measures of locality like Early Immediate Constituents (Hawkins 1994), on-
line measures of comprehension like reading times did not reflect slowdowns
predicted by locality. For example, Konieczny’s (2000) paper reported faster
reading times at the clause-final matrix verb with increasing head-dependent
distance. Hawkins points to the possibility that ease of comprehension at
certain points in a clause (the clause final matrix verb in Konieczny’s study)
might be offset by comprehension difficulty at earlier points in the same
clause. Following this discussion, we use the term “non-locality” to refer to
cases where locality constraints are not respected.

Surprisal theory also models other established findings in the literature
for which other explanations had been proposed (Levy 2008, van Schijndel
et al. 2014). Examples include English relative clause processing (MacDon-
ald, Pearlmutter, & Seidenberg 1994, Traxler, Pickering, & Clifton 1998,
J. Trueswell, Tanenhaus, & Garnsey 1994) as well as subject preference in
disambiguating agreement and case marking conditions (Bornkessel, Schle-
sewsky, & Friederici 2002) and predictions of verbal subcategorization prefer-
ence (Pickering & Traxler 2003, J. C. Trueswell, Tanenhaus, & Kello 1993).5

Since in this work we compare a complete corpus sentence to a con-
structed grammatical alternative, we use measures defined at the sentence
level. The specific information theoretic measures we use are as follows:

1. n-gram log probability for each word in a sentence is estimated
using a 5-gram language model derived from the English Gigaword
corpus (Parker, Graff, Kong, Chen, & Maeda 2011), a resource used
widely in many mainstream Natural Language Processing (NLP) ap-
plications. It contains nearly 10 million documents with a total of
around 4 billion words. The language model, based on a true-cased and
PTB-tokenized version of the corpus, uses the KENLM6 implementa-
tion of modified Kneser-Ney smoothing (James 2000) and is provided
as part of the OpenCCG7 NLP library. Individual per-word log prob-
ability values are summed to calculate the n-gram log probability for

5For an extensive review (and references therein) of prediction in language compre-
hension, see (Kuperberg & Jaeger 2016); for a more concise summary, see (Jaeger & Tily
2011)

6http://kheafield.com/code/kenlm/
7http://openccg.sourceforge.net/
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the entire sentence. (The negative of this quantity gives total n-gram
surprisal.) The Gigaword corpus in conjunction with modified Kneser-
Ney smoothing is a state-of-the-art computational method which has
been shown to be useful in NLP applications like machine translation
and Natural Language Generation (NLG).

2. Latent-variable PCFG log likelihood of a sentence is estimated
using a latent-variable PCFG parser which produces state-of-the-art
parsing performance (Petrov, Barrett, Thibaux, & Klein 2006).8 The
likelihood of a sentence is calculated by summing the probabilities of
all parse trees for the sentence. (Again, the negative of the PCFG
log likelihood gives cumulative surprisal, this time based on a latent
-variable PCFG.) In this work, the parser used a grammar based on
standard WSJ training sections 02–21 to parse the Brown corpus and
WSJ sections 00,01, 22, 23 and 24. WSJ sections 02-21 were parsed
using jack-knifed grammars (trained by excluding any given test sec-
tion) in order to prevent structural decisions being memorized because
of the overlap between training and test sections.

The grammar used by the parser in this work is inferred from the data
by means of hierarchically state-split PCFGs using Petrov et al.’s split-
merge latent-variable technique. Similar to distributional clustering of
words, this latent-variable induction infers special categories from the
context in which words occur. These categories capture more fine-
grained syntactic and semantic distinctions than those in the original
Penn Treebank, while they are not as specific as words. Petrov et
al. describe many such patterns, for example the fact that verbs of
communication such as says and adds are tagged using the same tag
VBZ-4, while the tag VBZ-5 consists of verbs denoting propositional
attitudes like believes, means and thinks. Similarly, phrasal rules are
also split along the lines of root vs. embedded sentential contexts or
finite vs. infinite verbal contexts.

2.3 Other Complexity Measures

In addition to dependency length, embedding depth is also known to
create processing difficulty (Chomsky & Miller 1963, Wu et al. 2010, Yn-
gve 1960). Such effects could also be responsible for alternation choices
during language production, so we test a variety of complexity measures

8The parser, popularly known as the Berkeley parser, is downloadable via https://

github.com/slavpetrov/berkeleyparser/.
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based on embedding depth in addition to our dependency length predictors.
To calculate these complexity measures, an incremental probabilistic left-
corner parser (van Schijndel, Exley, & Schuler 2013) based on the Petrov et
al. (2006) latent-variable PCFG computes the n-best parses at each word,
where n is the desired beam width. In this work, we have chosen a beam
width of 3000, which was shown to be effective in pilot studies. Each parse is
associated with its incremental likelihood given each successive lexical obser-
vation. The parser associates each syntactic node in each hypothesis with
its embedding depth, weighted by the prefix probability of that hypothe-
sis. The embedding depth of a parse increases whenever a non-terminal left
branch in the syntax tree is generated from a right branch.

Weighted embedding depth increases the cost of maintaining in-
creasing numbers of disjoint parse elements (Gibson 2000, Lewis, Vasishth,
& Van Dyke 2006).9 The more likely a parse hypothesis is, the more cogni-
tive resources will be allocated to that hypothesis, which should increase the
amount of cognition affected by that maintenance effort.10 In the following
evaluations, weighted embedding depth is computed as follows:

• A lexical item at position k is given a complexity score based on its
embedding depth multiplied by its parse likelihood, which is summed
over the set of active parse trees (Tk).

weighted embedding depthk =
∑
t∈Tk

Pt(wk | w0 . . . wk−1) · deptht(wk)

(3)

• The resulting scores are summed over the sentence (S).

weighted embedding depth =
∑
k∈S

weighted embedding depthk (4)

Similarly, many psycholinguistic theories hypothesize that modifying em-
bedding depth in working memory becomes harder as more elements are

9In Gibson (2000), this notion is indirectly reflected in the storage cost measure. The
cost of performing a storage operation is dependent on the number of predictions that
must be concurrently maintained.

10The use of a probability-weighted depth here assumes that alternative analyses of
various depths are superposed in a distributed representation of attentional focus (Schuler
2014), rather than occupying single-element buffer-like memory slots, consistent with the
idea that surprisal represents renormalization of superposed activation patterns to a con-
stant magnitude after analyses that are inconsistent with observed words have been filtered
out.
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1 | wd1

0 ) = 0.4 P (wd3
2 | wd1

0 wd2
1 ) = 0.3 P (wd2

3 | wd1
0 wd2

1 wd3
2 ) = 0.2

t3 P (wd2
1 | wd1

0 ) = 0.4 P (wd3
2 | wd1

0 wd2
1 ) = 0.5 P (wd3

3 | wd1
0 wd2

1 wd3
2 ) = 0.1

weighted embedding depthk 2 · (0.2 + 0.4 + 0.4) = 2 2 · 0.2 + 3 · (0.3 + 0.5) = 2.8 1 · 0.7 + 2 · 0.2 + 3 · 0.1 = 1.4

weighted embedding depth (1) + 2 + 2.8 + 1.4 = 7.2

1-best embedding depth (1) + 2 + 2 + 1 = 6

Table 1: Incremental parser beam examples and associated hypothesis like-
lihoods for the sequence w0 w1 w2 w3 (upper section). Superscripts denote
the syntactic embedding depth of each word. Each column denotes another
time step k of the parse. For example, at time step one (k = 1), there are
three partial parses with normalized probabilities 0.2, 0.4 and 0.4 (resp.),
all of which extend to nesting depth 2, while at time step two (k = 2), parse
t1 remains at depth 2 but parses t2 and t3 extend to depth 3. Incremen-
tal complexity measures (middle section) are summed over each sentence
to give the ultimate measures used in the evaluation (lower section). The
calculations of embdif 1 and 1-best embedding depth presume k = 0 had a
weighted embedding depth of 1, which is reasonable when starting a new
sentence at w0.

stored in working memory (Gibson 2000, Lewis et al. 2006, Schuler 2014,
van Schijndel et al. 2013). Finally, parsing may occur serially (i.e. only
a single hypothesis may be considered at a time), or the best (intended)
parse may be the only hypothesis that exerts a measurable influence dur-
ing sentence generation. To capture this notion, we use a measure of lex-
ical depth (1-best embedding depth), which we compute by summing the
embedding depths from the most probable final parse T given the entire,
non-incremental observation sequence:

1-best embedding depth =
∑
w∈T

depthT (w) (5)

To illustrate, consider the incremental parse hypotheses in Table 1. For
each time step, the complexity measures are given. Note that 1-best embed-
ding depth is not computed incrementally; instead, the embedding depths
of each observation in the best scoring parse are summed after the parse is
complete.

14



3 Other Factors Influencing Constituent Ordering

This section discusses other factors which have been described in the lit-
erature as influencing constituent ordering. We discuss the relationship of
these factors with constituent length and dependency length minimization.
As K. Bock, Irwin, and Davidson (2004) discuss, the factors affecting con-
stituent order can be divided into two main groups: (i) elemental factors
operating at the level of elements of an utterance (words); and (ii) struc-
tural factors operating at the level of syntactic structure.

According to some previous theories of language production, cognitive
accessibility is the single most important factor that governs elemental pro-
cesses in constituent ordering. More accessible elements are produced first in
comparison to less accessible elements which are realized subsequently (Arnold
2008, J. K. Bock 1982, Ferreira & Dell 2000). Alignment-based accounts of
production (J. K. Bock & Warren 1985) propose that grammatical function
assignment is aligned with the relative accessibility of elements. Here acces-
sibility is conceived as the conceptual accessibility of elements. Conceptual
accessibility is predicated upon inherent features like animacy, imageability
or prior discourse mention. However, availability-based accounts of language
production (V. Ferreira 1996, Ferreira & Dell 2000), in addition to inherent
properties mentioned above, consider accessibility effects to be more direct.
Here, accessibility is the ease with which linguistic elements are retrieved
from memory. Previous studies have shown that accessibility is influenced
by the following factors:

1. Animacy: Animate nouns tend to precede inanimate nouns since they
are more accessible (J. K. Bock & Warren 1985) and this is indepen-
dent of length in influencing constituent ordering choices (Snider &
Zaenen 2006). Snider and Zaenen analyze the effect of animacy on NP
fronting and the interaction between animacy and heaviness. They
conclude that inanimate entities are more likely to occupy the topic
position while animate entities are more likely to be left-dislocated.
Heavier constituents are likely to be topicalized or left-dislocated com-
pared to light ones, going against purely linear order based accounts.
Overall, their study put forth the view that animacy and length in-
dependently influence ordering choices. Such effects can potentially
be modelled using PCFG surprisal estimated from a sufficiently large
corpus of the language with fine-grained lexical categories encoding
animacy.

2. Information status considerations: Given elements (either men-
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tioned in the prior discourse or part of the context) tend to precede
new elements. As Arnold (2011) notes, previous studies have indicated
that first person pronouns like I and we are very accessible compared
to definite NPs (the cyclist, for example). In contrast, indefinites like a
cyclist are much less accessible. Correlations between discourse status
and length have been noted in the literature. For example, Arnold
notes that the first mention of a new discourse referent tends to be
a long NP (The avid cyclist who also teaches linguistics), but subse-
quently, this is given information resulting in the use of shorter expres-
sions like the pronoun he/she. Arnold et al. (2000) tested the effect
of heaviness and newness of constituents in determining constituent
order choices using a corpus study as well as a production experi-
ment. Both length of NPs and discourse status (whether an element
is given or new) contribute towards constituent ordering in the case of
dative alternation and heavy noun phrase shift. Though both relative
length of constituents and discourse status were significant predictors
of order, heaviness accounted for more of the variation compared to
discourse status. Discourse newness has an effect when heaviness does
not make any predictions in either direction. In their study of dative
alternation, Bresnan et al. (2007) reported both these factors to be
independent predictors of the choice of the dative realization. These
studies point to the conclusion that discourse status is a factor which is
independent of the drive to minimize dependency length and it needs
to be considered separately when deciding between competing ordering
options (Gallo, Jaeger, & Smyth 2008, Snider 2009).

Currently, our model of surprisal does not go beyond the sentence
level. Thus information status considerations going beyond the lexi-
cal or clausal level are not modelled by surprisal. However in future
work, surprisal can be linked to information status considerations by
linking it to predictability across discourse units extending beyond the
sentence. Qian and Jaeger (2012) develop a quantitative model of ex-
ponential cue decay across discourse units spanning multiple sentences
and validate it using data from 12 languages. This framework can be
augmented to estimate the givenness and newness of a given discourse
referent. Thus given elements would be more predictable (low surprisal
value) in contrast to new elements (high surprisal value).

3. Semantic connectedness: Another factor which the literature dis-
cusses is the semantic connectedness between the verb and its depen-
dent constituents. Wasow and Arnold (2003) discuss cases involving
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idioms (e.g., take our concerns into account) and collocations (e.g.,
bring that debate to an end). They report that 26% of non-idiom ex-
amples were in the non-canonical shifted order while around 60% of
the idioms displayed shifting. Hawkins (2001) also studied the role of
meaning in constituent ordering. Length can override semantic con-
nectedness of verb and postverbal constituents. He examined postver-
bal prepositional phrases and reported that constituents with a greater
semantic degree of connectedness with the verbal head (ascertained
using entailment tests) occur more adjacent to the verb. In Hawkins’
framework, which relies on constituency representations of syntax, se-
mantic connectedness sets up additional dependencies between words
in addition to their syntactic sisterhood within phrases, and and thus
enhances the preference for locality (Hawkins 2004). The cited work
shows that such additional dependencies do indeed result in tighter
adjacency or locality compared with less dependent controls.

The following structural factors have been discussed in previous work:

1. Construction type: Syntactic priming experiments suggest that
speakers tend to use certain constructions like active voice (over pas-
sive voice). Speakers are also prone to repeat structures used by in-
terlocutors in the preceding discourse (J. K. Bock 1986, W. Levelt
& Maasen 1981, Pickering & Branigan 1998). This is independent
of length. In this work, we analyze different construction types and
surprisal integrates lexical cues about constructions.

2. Syntactic complexity: Syntactic complexity and length are fac-
tors which independently influence constituent ordering in many con-
structions (Wasow 2002, Wasow & Arnold 2003). Following Chomsky
and Miller’s (1963) original intuition that syntactic complexity could
have an effect on the processing of syntactic structures independent of
length, Wasow and Arnold (2003) examine the effect of these factors in
conjunction as well as in isolation. Here it should be noted that their
definition of complexity is the presence of a clause. To test the relation-
ship between length and complexity they conducted a questionnaire
study where subjects were asked to assign acceptability judgements
to stimuli containing both complex and simple NPs (controlled for
length) in both shifted as well as unshifted positions as shown below.
They examined the following constructions: Heavy Noun Phrase Shift
(HNPS), dative alternation and the verb-particle construction. The
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following examples from the paper illustrate the types of stimuli used
(emboldened words have dependencies with the verb took):

(3) a. John took only the people he knew into account. [Un-
shifted]

b. John took into account only the people he knew. [Shifted]
c. John took only his own personal acquaintances into

account. [Unshifted]
d. John took into account only his own personal acquain-

tances. [Shifted]

The results suggest that when total length is controlled, syntactic
complexity independently contributes to ordering preferences. Thus
complexity is a factor which might have a bearing on the choice be-
tween two constituent orders with equal dependency lengths. To test
the effect of these factors when both of them vary, they conducted a
corpus study based on the aligned Hansard corpus and examined the
number of words and syntactic complexity in the constructions men-
tioned above. When both length and syntactic complexity vary, both
length and syntactic complexity are significant predictors of ordering
independent of each other in the case of HNPS and dative alterna-
tion. Moreover, in the case of constituent length, the relative length
of the constituents determines ordering choices rather than the length
of either one alone. But for the verb-particle construction, length
significantly contributes to ordering, while syntactic complexity does
not seem to have much of an effect: since the particle is a light con-
stituent, sentences with object noun phrases greater than three words
always display the joined verb-particle pattern irrespective of syntac-
tic complexity. This work also confirms the tendency for short-long
constituent orders that had previously been reported in the literature
(in form of proposals like the principle of end weight). Thus for HNPS
and dative alternation, dependency length minimization is not the only
driver of production: syntactic complexity (defined as the presence of a
clause) also independently influences production choices. Embedding
depth measures model syntactic complexity in our study.

3. Lexical bias: The verb influences the choice of realization in dative
alternation (Bresnan et al. 2007, Gries 2005, Gries & Stefanowitsch
2004, Wasow & Arnold 2003) and can also influence phenomena like
heavy NP shift (Stallings, MacDonald, & O’Seaghdha 1998, Staub,
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Clifton, & Frazier 2006) and passivization (Manning 2003). Dative
alternation is influenced by the verb as certain verbs have a bias to-
wards the choice of the realized dative (Bresnan et al. 2007, Wasow
& Arnold 2003). Anttila, Adams, and Speriosu (2010) extend this
proposal by examining the difference between one foot and two foot
verbs in dative alternation. They show that the PP-choice in dative
alternation and HNPS is more common with two-foot verbs. Thus if
rhythmic feet in words are counted as part of dependency length cal-
culations (in a revised definition), this factor is directly related to de-
pendency length minimization. Further, in the case of heavy NP shift,
both comprehension (Staub et al. 2006, van Schijndel et al. 2014) and
production (Stallings et al. 1998) studies have shown that the proper-
ties of individual verbs (e.g., transitivity) can influence the shifting of
NPs. This has a direct effect on dependency length calculations, and
thus this factor does interact with the minimal dependency length
preference. Syntactic surprisal models lexical bias by incorporating
categories reflecting the properties of different verbs like transitivity.

4. Prosodic factors: The principle of end-weight stipulates that longer
or heavier constituents tend to come later in the clause. In the lit-
erature, weight has been calculated in terms of words or syntactic
nodes (Wasow 2002), but Anttila et al. (2010) derive end-weight effects
from stress and prosodic units in an Optimality Theory (OT)-based
constraint ranking framework. In an experiment which correlates eight
different measures of weight with responses in dative alternations (i.e.
NP vs. PP realization), they show that the log number of primary
stresses in the theme shows the greatest correlation with the correct
response. This finding has the consequence that lexically unstressed
words like function words (the, a, for example) do not contribute to-
wards weight. This has implications for the calculation of dependency
length, as discussed previously. Lee and Gibbons (2007) also provides
experimental evidence of stress-based optimization in speech produc-
tion. In this work, we do not model prosodic stress.

5. Complement-Adjunct distinction: Hawkins (2001) argues that
complements lie closer to the verbal head because of the presence
of more combinatory or dependency links between complements and
heads. Lohse et al. (2004) provided corpus-based evidence for this pro-
posal. In this work, dependency links were detected using entailment
tests of the form: “Does V PP1 PP2 entail V alone or does V have
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Frequency Mean Length Mean Distance
to verb head

Adjunct 1326 6.11 4.57
Argument 4266 7.70 2.26

Table 2: Postverbal argument-adjunct patterns in PTB Sect00 data using
Propbank annotation

a meaning dependent on either PP1 or PP2?” This is exemplified by
the following sentences:

(4) a. The man waited for his son in the early morning
b. The man waited
c. The man counted on his son in his old age
d. The man counted

Example (4-a) above entails (4-b), but (4-c) does not entail (4-d).
One other reason why complements tend to be adjacent to their ver-
bal heads is that complements, unlike adjuncts, are specified in the
lexical co-occurrence frame of the head (Pollard & Sag 1994). Thus
complements, which are more central to the meaning of the sentence,
display a tendency to be closer to the verbal head. This preference
often results in overriding the preference for minimizing dependency
length.

Following Hawkins’ work, we also conducted a preliminary investiga-
tion of the relationship between arguments and adjuncts and their
respective verbal heads in the Penn Treebank data. The complement-
adjunct distinction was obtained from Propbank roles (Palmer, Gildea,
& Kingsbury 2005), a set of manually annotated verbal semantic roles.
Postverbal distances were calculated by counting the number of words
separating the head and the left edge of constituents. Table 2 illus-
trates these results. It can be seen that postverbal arguments are
closer to verbal heads compared to postverbal adjuncts, confirming
the patterns observed in Hawkins’ study.

Using a grammar with correct distinctions can enable surprisal to
quantify the argument-adjunct distinction and thus model seman-
tic connectedness as described in Hawkins (2004). As Levy (2008)
discusses, the structure of PCFGs can incorporate morpho-syntactic
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properties like case marking and agreement in addition to unbounded
dependencies like relativization into syntactic categories. A given cat-
egory may be conditioned on the lexico-semantic contents of its gov-
ernor. Local domains are modelled using history-based conditioning
on sister nodes. At the same time, the probability of a given node can
also be conditioned on its grandparent and sisters of the grandparent.

In related work, Wiechmann and Lohmann (2013) quantify the relative
impact of various factors on the ordering of English postverbal PP phrases.
They considered factors like semantic connectedness, syntactic weight, func-
tional generalizations like Manner-Place-Time (MPT) order of adjuncts and
pragmatic differences in information structure. They showed that syntactic
weight minimization accounted for most of the data, but at the same time,
the magnitude of semantic connectedness was greater compared to syntactic
weight. Thus semantic connectedness predicted PP orders correctly when
weight is pulling in the opposite direction. The contributions of the MPT
generalization and pragmatic information status, though statistically signif-
icant, only led to small increases in classification accuracy while predicting
the corpus choice.

4 Data

As noted in the introduction, the datasets used in the study are the Brown (Fran-
cis & Kučera 1989) and Wall Street Journal (WSJ) portions of the Penn
Treebank (PTB) corpus (Marcus et al. 1993), a standard resource for natural
language processing applications. Both corpora contain syntactically anno-
tated written text from various domains and genres. WSJ contains newswire
text while the Brown corpus contains sentences from around 15 genres of
American English text published in 1961. From the constituent structure
syntax trees provided in these corpora, we extracted the subset of construc-
tions involving syntactic choice in Temperley’s (2007) earlier study.11 In
addition, we also extracted dative alternation cases.12 Table 3 shows the
frequency of the syntactic choice constructions used in our study. Proper-
ties of the domain of each dataset is also visible there. The WSJ corpus is
primarily journalistic text where inverted quotation constructions are much

11The syntactic choice constructions were extracted using the tgrep patterns provided
in the appendix of (Temperley 2007).

12 For the dative alternation construction, we used the same list of verbs created by Bres-
nan et al. (2007) available via the languageR package in R.
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Construction Subtype (Frequency) Frequency

Dative alternation NP-PP (33; 344) 538; 1143
NP-NP (505; 799)

Quotation Inverted (54; 1764) 603; 4065
Uninverted (549; 2301)

Postverbal adjuncts 1-constituent (2213; 4366) 5588; 11966
2-constituents (2259; 4539)
3-constituents (1116; 3061)

Preverbal adjuncts 1-constituent (1401; 2483) 1656; 3156
2-constituents (255; 673)

Table 3: Frequency of syntactic choice constructions in the (Brown; WSJ)
corpora

more frequent compared to Brown corpus text comprising of text from mul-
tiple genres.

Subsequently, we created syntactic variants by manipulating the ex-
tracted trees. For this purpose, we used hand-crafted rules over gold stan-
dard trees. So the variants are all expected to be high quality. The fol-
lowing subsections exemplify the constructions and their subtypes. In each
example group, the first sentence is the Brown corpus sentence followed by
hand-crafted variants.

4.1 Dative alternation

A reference sentence with NP-NP structure is transformed into the NP-PP
variant:

(5) a. Just about the most enthralling real-life example of meeting cute
is the Charles MacArthur-Helen Hayes saga: reputedly all he did
was give [her] [a handful of peanuts], but he said simultaneously,
“I wish they were emeralds.” (CF01.2)

b. Just about the most enthralling real-life example of meeting cute
is the Charles MacArthur-Helen Hayes saga: reputedly all he did
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was give [a handful of peanuts] [to her], but he said simultane-
ously, “I wish they were emeralds.”

A reference sentence with the NP-PP structure is transformed into the NP-
NP variant:

(6) a. “Our information is that she gave [the proceeds of her acts] [to
Jelke].” (CF09.23)

b. “Our information is that she gave [Jelke] [the proceeds of her
acts].”

4.2 Quotations

A V-S reference sentence structure is transformed into a variant with S-V
structure:

(7) a. “Hang this around your neck or attach it to other parts of your
anatomy, and its rays will cure any disease you have,” said [the
company]. (CF10.75)

b. “Hang this around your neck or attach it to other parts of your
anatomy, and its rays will cure any disease you have,” [the com-
pany] said.

Similarly, reference sentences with uninverted quotations are transformed
into variants with inverted V-S structure:

(8) a. “It’s people of your own kind,” a girl remarked. (CF25.67)
b. “It’s people of your own kind,” remarked a girl.

4.3 Postverbal Adjuncts

For sentences containing one postverbal adjunct, a variant is created by
placing it before the clause it modified:

(9) a. Hardly anyone ashore marked her [as she anchored stern-to off
Berth 29 on the mole]. (CF02.4)

b. [As she anchored stern-to off Berth 29 on the mole], hardly any-
one ashore marked her.

For reference sentences with two postverbal adjuncts, one other variant is
created by interchanging these adjuncts:
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(10) a. It had been made shockingly evident [that very morning] [to
Ensign Kay K. Vesole, in charge of the armed guard aboard
the John Bascom]. (CF02.49)

b. It had been made shockingly evident [to Ensign Kay K. Vesole,
in charge of the armed guard aboard the John Bascom] [that
very morning].

Only these two variants were considered as in Temperley’s study. For refer-
ence sentences with three postverbal adjuncts, five other variants are created
by permuting these adjuncts:

(11) a. Oranges and grapefruit are shipped [from Florida ] [weekly]
[from an organic farm]. (CF04.86)

b. Oranges and grapefruit are shipped [weekly] [from Florida] [from
an organic farm].

c. Oranges and grapefruit are shipped [from an organic farm]
[weekly] [from Florida].

d. Oranges and grapefruit are shipped [from Florida] [from an
organic farm] [weekly].

e. Oranges and grapefruit are shipped [from an organic farm]
[from Florida] [weekly].

f. Oranges and grapefruit are shipped [weekly] [from an organic
farm] [from Florida].

4.4 Preverbal Adjuncts

The variant corresponding to the reference containing one preverbal adjunct
is created by post-posing the adjunct to after all VP constituents:

(12) a. [After the preliminary business affair was finished], Depew arose
and delivered the convincing speech that clinched the nomina-
tion for Roosevelt. (CF03.67)

b. Depew arose and delivered the convincing speech that clinched
the nomination for Roosevelt, [after the preliminary business
affair was finished].

The variant corresponding to the reference sentence containing two preverbal
adjuncts is created by interchanging the two:

(13) a. [In other words], [like automation machines designed to work in
tandem], they shared the same programming, a mutual under-
standing not only of English words, but of the four stresses,
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Label Meaning

PCFG Sentence log likelihood emitted by a latent-variable parser
log likelihood (negative of this quantity gives cumulative PCFG surprisal)
ngram 5-gram gigaword log probability
log likelihood (negative of this quantity gives n-gram surprisal)

weighted embedding depth sum of beam embedding depths
× parser probability

1-best embedding depth Sum of embedding depths of
non-punctuation lexical items in the best parse

Table 4: Glossary of terms

pitches, and junctures that can change their meaning from
black to white. (CF01.7)

b. [Like automation machines designed to work in tandem], [in
other words], they shared the same programming, a mutual un-
derstanding not only of English words, but of the four stresses,
pitches, and junctures that can change their meaning from
black to white.

Here again only these variants were considered as in Temperley’s study.

5 Models and Results

This section describes the experiments we conducted and reports the main
findings of this study.

Section 5.1 describes the model and experimental results investigating
whether syntactic choice is influenced by dependency length amidst other
controls. Section 5.2 explores the individual and relative contributions of the
factors in predicting syntactic choice. Section 5.3 presents results of binning
experiments which investigate the relationship between dependency locality
and surprisal as a function of dependency length. Section 5.4 reports on
the results of experiments involving constructions that aim to map the rela-
tive contribution of frequency and memory measures in predicting syntactic
choice. A glossary providing the names and descriptions of the independent
variables appears in Table 4.
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5.1 Experiments with Regression Models

As mentioned in the introduction, we seek to extend previous work (Hawkins
1994; 2004, Temperley 2007) which has already established dependency
length as individually influencing syntactic choice. Section 8.1 in Appendix
A describes ranking experiments in which the relative merits of three distinct
dependency length measures proposed in the literature are compared. Con-
sequently, Gibson’s definition of dependency length—measured by counting
the number of discourse referents—is the measure we consider for all our sub-
sequent experiments (referred to as dependency length from now on). Using
Gibson’s measure, we now investigate whether dependency length is a sig-
nificant predictor of syntactic choice even when other cognitively grounded
measures of comprehension are included as controls.

5.1.1 Ranking Model

Typically, both behavioural experiments (Arnold et al. 2000, Stallings et al.
1998, Staub et al. 2006) and corpus studies (Bresnan et al. 2007, Szmrecsanyi
2004, Wasow 2002) related to syntactic choice focus on a single or a very lim-
ited set of constructions. In contrast, our study is conceived as an investiga-
tion involving multiple construction types (other cross-construction studies
include Reitter, Keller, & Moore 2011, Reitter & Moore 2014). Though Tem-
perley (2007) considers multiple constructions, each construction in the cor-
pus (e.g., postmodifying adverbial clauses) is directly compared to another
construction with the opposite constituent ordering pattern (premodifying
adverbial clauses, for example) and significance is reported by comparing
average constituent lengths between the two constructions. In contrast, we
generalize over all constructions by first creating plausible grammatical vari-
ants for all reference sentences in the Brown and WSJ corpora that exhibit
syntactic choice phenomena discussed in Temperley’s work (see examples in
Section 4), then defining a ranking model that seeks to correctly rank order
each pair of a reference sentence and a grammatical variant such that the
reference sentence always outranks the variant.

Joachims (2002) shows how a SVM classifier can be used for ranking
by classifying whether a pair of comparable items is in the correct rank
order, which reduces to training a classifier on the difference of the feature
vectors. We adapt this idea to a Generalized Linear Model (GLM) setting.
For data involving categorical outcomes (binary in this case), GLMs are
standard models designed to estimate the probability of outcomes using
logistic regression. During training, maximum likelihood estimation is used
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Data Point Feature Feature Values
Label Vector dependency length PCFG log likelihood ngram log likelihood

ref Φ(ref) 30 -137.44 -59.44

var1 Φ(var1) 30 -135.89 -61.16

var2 Φ(var2) 32 -135.79 -58.09

(a) Original data points

Data Point Condition Feature Vector Feature Value Differences
Label Difference dependency PCFG ngram

length log likelihood log likelihood

1 s1 = ref Φ(s1)− Φ(s2) 0 -1.55 1.72
s2 = var1

0 s1 = var2 Φ(s1)− Φ(s2) 2 1.65 1.35
s2 = ref

(b) Transformed data points

Table 5: Illustration of ranking model technique

to select model parameters, which in the case of GLMs involves iterative
fitting techniques (Baayen 2008).

In the Joachims ranking setup, given any pair of comparable data points
s1 and s2, Φ(s1) and Φ(s2) represent feature vectors encoding individual
feature values (comprehension measures, in our case) of the data points.
We train a logistic regression classifier on Φ(s1) − Φ(s2), the difference in
the feature vectors for all such points in the dataset. Half of the pairs are
designated to have the reference sentence first (s1 = ref) and the remaining
half have the reference sentence second (s2 = ref). Pairs where the reference
sentence is correctly ordered first (i.e., where s1 = ref) are coded as 1, with
the rest coded as 0.

We illustrate how the dependent and independent variables are com-
puted using the following examples involving one reference sentence and
two syntactic variants:
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(14) a. Reference sentence (ref): “One afternoon during a cold, pow-
dery snowstorm, Fogg took off for Concord from the St. John
field.” (CF05.87.0)

b. Variant 1: “During a cold, powdery snowstorm one afternoon,
Fogg took off for Concord from the St. John field.”

c. Variant 2: “One afternoon during a cold, powdery snowstorm,
Fogg took off from the St. John field for Concord.”

Table 5 depicts the calculations for the above examples. Note that the use
of relative values of features emerges naturally from viewing the task as a
ranking task. This also confers the added benefit that feature values across
sentences of varying lengths in the datasets are centered. Other possibilities
such as using a binary dependent variable (say early vs. late) would only
allow modelling 2 choices. In our dataset, we have cases involving choice
of ordering 3 postverbal adjuncts leading to 3! possible variants. Thus we
believe the method described above generalizes to any number of variants.

In their study of dative alternation, Bresnan and colleagues consider
the dependent variable to be whether the recipient is expressed as a PP.
Equivalently, they could have characterized this as the recipient realized late;
or they could have coded this as theme being realized late (in which case the
signs of all the predictors would have flipped). With our inverted subjects
following quotations, we could code this as the subject being realized late.
But it is unclear which one of late theme vs. late recipient would make sense
together with late subject. A dilemma will also arise with preverbal and
postverbal adjuncts, where it is less obvious how to identify each option.
Using corpus choice as the dependent variable gives a common footing to
what the independent variables are predicting.

Joachims (2002) shows that the learned model can be used for predic-
tion by comparing the dot product of the learned feature weights (model
parameters) w with the feature values for s1 to the dot product of w with
the feature values of s2. In particular, s1 is predicted to outrank s2 when
the dot product is greater,

w · Φ(s1) > w · Φ(s2) (6)

or equivalently when the dot product with the feature difference is positive:

w · (Φ(s1)− Φ(s2)) > 0 (7)

The same holds true in the logistic regression setting.
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In order to investigate whether dependency length is a significant pre-
dictor of syntactic choice, we use the following GLM to predict whether s1

is the corpus sentence in a pair (s1, s2):13

choice ∼ PCFG log likelihood + ngram log likelihood + dependency length

+weighted embedding depth + 1-best embedding depth
(8)

Here the dependent variable choice is a binary choice variable where 1 de-
notes the correct choice and 0 stands for the incorrect choice. The indepen-
dent variables are the measures of comprehension listed in Table 4.

5.1.2 Regression Results

The regression model results demonstrate that dependency length is a sig-
nificant predictor of syntactic choice for both corpora (see Table 6). In
fact, the table shows that all the independent variables used in the model
are significant predictors of syntactic choice. The negative coefficient of the
variable dependency length shows that relatively lower values of dependency
length predict the corpus choice as opposed to the variant. Thus the ten-
dency for dependency length minimization in written English attested in
Temperley’s (2007) corpus study is confirmed here even when other cog-
nitively grounded controls are present. Latent-variable PCFG cumulative
surprisal difference (negative of variable PCFG log likelihood) has a nega-
tive coefficient since PCFG log likelihood has a positive regression coefficient.
This means that the corpus choice is predicted by relatively lower values of
surprisal. Thus the results for surprisal (both PCFG and n-gram) are as one
would expect, since these measures are based on models trained to maximize
an objective based on the likelihood of the training data.

Moreover, trends of the regression coefficients are along the lines of re-
sults reported in the sentence comprehension literature, where low values
of dependency length and surprisal are associated with ease of comprehen-
sion (Gibson 2000, Hale 2001, Levy 2008).14 For the Brown corpus we
also experimented with a Generalized Linear Mixed Model (GLMM) having
genre (Brown corpus has text from 8 genres) as the random effects term.

13In this paper, models are presented in R GLM format where the dependent variable
occurs to the left of ‘∼’ and independent variables occur to the right.

14For all the independent variables used in the study, we visually illustrate the rela-
tionship between their regression coefficients and the probability of predicting the correct
choice by means of effects plots (see Figures A.2 and A.3 in Appendix A).
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Predictor Brown WSJ

PCFG log likelihood 20.09, p < 2e− 16 44.75, p < 2e− 16
ngram log likelihood 28.96, p < 2e− 16 39.73, p < 2e− 16
dependency length -15.90, p < 2e− 16 -20.15, p < 2e− 16
weighted embedding depth -10.58, p < 2e− 16 -10.89, p < 2e− 16
1-best embedding depth -3.35, p = 0.00079 -6.84, p = 7.82e− 12

Table 6: Regression model testing the effect of predictors on syntactic choice
using Brown (8385 data points) and WSJ corpora (20330 data points)

However, the latter model was not significantly different from the regres-
sion model discussed above. Thus genre is not a significant predictor of the
corpus choices we investigate in this work.

Since all the independent variables used in the study emerged as sig-
nificant predictors of syntactic choice, we calculated Pearson’s coefficient
of correlation between dependency length and the other independent vari-
ables. We found a low to moderate correlation between surprisal and de-
pendency length values in our data (see Figure 3). In the case of the Brown
corpus, dependency length exhibits low correlation with surprisal (and all
other variables as well); in the WSJ corpus, dependency length correlates
only moderately with surprisal. The variance inflation factors for each of
the predictors are also in the reasonable range, with no one predictor con-
flated with the others. The low correlation between dependency length and
surprisal has also been noted by Demberg and Keller (2008) for modelling
reading times. Thus it is plausible that dependency length and surprisal
are modelling different parts of the data, a conjecture which is borne out in
our investigations described in a separate section, where we also present a
comparison with Demberg and Keller’s results.

5.2 Classification Experiments

This section explores the individual and relative contributions of the com-
prehension measures in predicting syntactic choice. To determine individual
performance, each predictor is used to rank the reference sentence against
each of the variants, with ties resolved by choosing one alternative randomly
and then averaging results across 10 runs. For the Brown corpus, 5-gram
gigaword surprisal (ngram log likelihood) is the most successful predictor,
while for WSJ, surprisal based on the latent-variable parser (PCFG log like-
lihood) is the top predictor (Figure 4). For both corpora, dependency length
(dependency length) is the next most effective predictor, with weighted em-
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Figure 3: Correlation plot of predictors

bedding depth also providing competitive performance.
To determine relative performance in prediction, each independent variable

is successively added to the regression model. Across the two corpora, the
latent-variable parser log likelihood, 5-gram log likelihood and dependency
length produce significant improvements in classification accuracy over the
ablated model not containing that particular factor (Figure 5). For each cor-
pus, Likelihood Ratio Tests comparing models corresponding to successive
bars of the bar plot also indicate that each model is significantly different
from the ablated model shown in the previous bar.

5.3 Binning Experiments

In this section, we investigate in greater detail the relationship between
dependency length and surprisal. As mentioned previously, these measures
display only low to moderate correlation in our syntactic choice data. In
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Figure 4: Classification accuracy of individual measures for the Brown (left)
and WSJ (right) corpora

the context of sentence comprehension, Demberg and Keller (2008) report
that surprisal and dependency length are not correlated and suggest they
have complementary effects when predicting reading times in the Dundee
corpus. However, they found that only large values of dependency length
(integration cost) are effective for this task. We begin by examining the
accuracy of dependency length and surprisal in predicting syntactic choice
as a function of dependency length, then present a more detailed comparison
with Demberg & Keller’s results.
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5.3.1 Accuracy by Dependency Length

Given the distribution of dependency lengths, to avoid data sparsity we
divide the syntactic choice pairs into six logarithmically sized bins by the
absolute value of the dependency length difference and calculate the pre-
diction accuracy of dependency length and latent-variable PCFG surprisal
in each bin, as well as their accuracy on cases where the other predictor
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Figure 6: Classification accuracy by binned absolute value of dependency
length difference
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Deplen range Accuracy dependency length acc w/ PCFG log likelihood acc w/
PCFG dependency PCFG log likelihood false dependency length false

log likelihood length
1 (2121) 68.18 65.54 60.44 (675) 63.47 (731)
2 (1291) 73.66 78.62 67.65 (340) 60.14 (276)
2 < len ≤ 4 (1355) 75.50 79.26 66.87 (332) 60.85 (281)
4 < len ≤ 8 (1077) 75.77 80.78 70.88 (261) 63.28 (207)
8 < len ≤ 16 (643) 75.12 82.27 63.75 (160) 49.12 (114)
16 < len (191) 85.64 86.14 55.17 (29) 53.57 (28)

(a) Brown corpus

Deplen range Accuracy dependency length acc w/ PCFG log likelihood acc w/
PCFG dependency PCFG log likelihood false dependency length false

log likelihood length
1 (4969) 76.80 50.59 52.90 (1153) 77.88 (2455)
2 (2172) 76.01 70.63 67.18 (521) 72.20 (638)
2 < len ≤ 4 (2873) 77.97 73.62 67.30 (633) 72.69 (758)
4 < len ≤ 8 (3173) 82.67 81.41 67.82 (550) 70.00 (590)
8 < len ≤ 16 (2663) 89.63 90.39 68.12 (276) 65.63 (256)
16 < len (887) 92.89 94.48 69.84 (63) 61.22 (49)

(b) WSJ corpus

Table 7: Classification accuracy by binned absolute value of dependency
length difference, with number of data points in parentheses

makes the incorrect prediction (Table 7 and Figure 6). Across the corpora,
the prediction accuracy of both measures rises gradually with the increase
in dependency length difference. In contrast to Demberg & Keller’s results
with reading comprehension though, dependency length is generally effective
in predicting syntactic choice from the second bin onwards. In particular,
in cases where latent-variable PCFG surprisal did not provide the correct
prediction, the accuracy of dependency length is well above random chance
(50% accuracy) beyond the first bin, except in the final bin with the Brown
corpus which has relatively few items. Not surprisingly, in cases where de-
pendency length makes the wrong prediction, latent-variable PCFG surprisal
also does well in most bins.

As the table and figure show, dependency length is relatively more ef-
fective with the Brown corpus, especially for the smaller sized bins. In Sec-
tion 5.4, we show that this difference stems in large part from the unequal
distribution of constructions across the two corpora. Conversely, latent-
variable PCFG surprisal is more effective with the WSJ corpus, as expected
given that both parser training and test data are from the same domain in
this case.

To better visualize the relative performance and complementarity of de-
pendency length and surprisal, we constructed heatmaps that depict the
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Figure 7: Heatmaps depicting difference between classification accuracy of
dependency length and latent-variable PCFG surprisal

difference in classification accuracy between the two measures as a func-
tion of bins representing the absolute values of both dependency length and
surprisal difference (Figure 7). As the figure shows, dependency length is rel-
atively more effective not only with larger differences in dependency length,
but also with smaller differences in latent-variable PCFG surprisal.15

15As one of the reviewers pointed out, Demberg and Keller (2008) results suggest that
the effect of dependency length might be non-linear (if memory decay is exponential this
is along expected lines). As such, we also tried out dependency length as a quadratic
term in the GLM. However, this did not turn out to be a significant predictor of syntactic
choice.
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5.3.2 Comparison with Demberg and Keller (2008)

In their work on the Dundee reading time corpus, Demberg and Keller (2008)
similarly observe that dependency length is an increasingly effective predic-
tor as dependencies become longer. However, like van Schijndel and Schuler
(2013) and van Schijndel et al. (2013), Demberg & Keller report that depen-
dency length has a negative coefficient for integration costs between 0 and 9.
Unlike other studies that have found a negative integration cost coefficient
though, Demberg & Keller found that for integration costs greater than 9,
dependency length induces greater reading times (positive coefficients), as
expected. Note that in their work, overall dependency length has negative
coefficients because of the preponderance of short dependency length cases
in the Dundee corpus: if positive integration cost is only slightly predictive
at long distances, the model can shift the entire dependency length regres-
sion down to account for it and compensate by shifting up the other lines,
such as surprisal, thereby producing a negative integration cost for short
and moderate values of dependency length. In any case, the absence of the
expected effect except for rather long dependencies in a model that includes
frequency-based controls indicates that dependency length is at best a rather
weak predictor in the case of sentence comprehension.

In order to facilitate a more direct comparison with Demberg & Keller’s
results, we also experimented with a regression model using binned depen-
dency length, again using logarithmically sized bins to avoid data sparsity:

choice ∼ PCFG log likelihood + lm + binned dependency length

+weighted embedding depth + 1-best embedding depth
(9)

The regression coefficients for the bins are plotted against the dependency
length differences in Figure 8, along with their line of best fit. The re-
sults show a robust, consistent preference for relatively lower dependency
length in syntactic choice: lower values of dependency length difference (in
this case negative values) have a positive regression coefficient, while higher
dependency length difference values consistently get a negative regression
coefficient.16 For the Brown corpus, coefficients at all bins are significant
(p < 0.05), while for the WSJ corpus, all bins except [−1, 0) and (0, 1] are
significant. The binned dependency length model results in only a slight
increase in classification accuracy (though not significant) compared to the

16In Demberg & Keller’s study, dependency length did not contain any negative values,
unlike in our case where the regression was performed by calculating the difference in
values between the reference and each variant.

37



● ● ●
●

●

●

●

●

●
●

●

−
2

−
1

0
1

2

dependency length difference bins

C
oe

ffi
ci

en
t

[−
In

f,−
8)

[−
8,

−4
)

[−
4,

−2
)

[−
2,

−1
)

[−
1,

0) 0 (0
,1

]
(1

,2
]

(2
,4

]
(4

,8
]

(8
,In

f]

(a) Brown corpus

●

● ● ●

●

●

●

●

●

●

●

−
2

−
1

0
1

2

dependency length difference bins

C
oe

ffi
ci

en
t

[−
In

f,−
8)

[−
8,

−4
)

[−
4,

−2
)

[−
2,

−1
)

[−
1,

0) 0 (0
,1

]
(1

,2
]

(2
,4

]
(4

,8
]

(8
,In

f]

(b) WSJ corpus

Figure 8: Regression coefficients obtained after binning dependency length

unbinned version discussed earlier. Across the range of all dependency length
bins, both these models also predict the actual proportions of correct choice
in the dataset very closely (see Figure A.4 in Appendix A).

5.4 Construction-Specific Experiments

In psycholinguistics, construction frequencies have been linked to processing
difficulty. For example, the relative comprehension ease of subject relative
clauses compared to object relative clauses (Gibson 2000) is attributed to the
fact that subject relative clauses are more frequent in language compared to
object relative clauses (MacDonald 1994; 1999). In this section, we contrast
the performance of frequency-based measures against memory-based ones
for the task of predicting syntactic choice in various constructions.
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Construction Frequency Deplen Coefficient Other Significant Predictors
Dative alternation 538 -6.87, p = 6.3e− 12 ngram log likelihood

Postverbal adjuncts 5588 -23.46, p < 2e− 16 PCFG and ngram log likelihoods,
weighted embedding depth

Preverbal adjuncts 1656 7.74, p = 9.7e− 15 PCFG and ngram log likelihoods,
weighted embedding depth

Quotations 603 -0.37, p = 0.71 PCFG and ngram log likelihoods

(a) Brown corpus

Construction Frequency Deplen Coefficient Other Significant Predictors
Dative alternation 1143 -6.94, p = 3.9e− 12 PCFG and ngram log likelihoods

Postverbal adjuncts 11966 -27.40, p < 2e− 16 PCFG and ngram log likelihoods,
weighted and 1-best embedding depths

Preverbal adjuncts 3156 11.39, p < 2e− 16 PCFG and ngram log likelihoods,
weighted and 1-best embedding depths

Quotations 4065 -5.70, p = 1.2e− 08 PCFG and ngram log likelihoods,
1-best embedding depth

(b) WSJ corpus

Table 8: Construction-wise regression

5.4.1 Regression on Constructions

Recent work has investigated the relationship between processing difficulty
and frequency (van Schijndel & Schuler 2013) in the framework of Phillips’s (2013)
grounding hypothesis, namely that high frequency constructions are strate-
gies that languages develop in order to avoid possible downstream process-
ing costs. Presumably, therefore, low frequency constructions would in-
cur a heavier memory load in comparison to their high frequency counter-
parts. Van Schijndel & Schuler model reading times in written English by
incorporating both frequency measures (surprisal and entropy reduction)
and memory-based costs (weighted embedding difference and other predic-
tions made by left-corner parsing operations). They showed that memory-
based measures are significant predictors of reading time data even when
frequency-based measures are considered as controls in the statistical model.
We examine the impact of frequency- and memory-based measures on pre-
dicting syntactic choices belonging to four distinct constructions (and their
subtypes) by running the regression model introduced earlier in Equation 8
on each of the construction types.

The results of regression modelling (Table 8) indicate that at least one
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of the memory-constraint measures (dependency length and the left-corner
parser measures) is significant for all construction types in both our datasets
even in the presence of powerful frequency-based controls (latent-variable
PCFG and n-gram surprisal). It is also worth noting that for both datasets,
dependency length has a positive regression coefficient for preverbal adjuncts
(all other constructions display a negative coefficient for dependency length).
This means that for this construction, instead of the tendency towards de-
pendency length minimization, the language has the opposite preference,
i.e. increasing dependency length values predict syntactic choice (referred to
as non-locality cases henceforth). It is conceivable that there are discourse
factors affecting the frontedness of these adjuncts. Temperley (2007) also
reports such cases in his corpus study. In the discussion section, we will
focus on the efficacy of surprisal and the left-corner memory measures in
predicting syntactic choice in non-locality cases.

For the Brown corpus, dependency length (a memory-based measure)
does have a significant impact on syntactic choice for all constructions ex-
cept quotations. But dependency length is a significant predictor of syntac-
tic choice in all WSJ constructions including quotations. Compared to the
Brown corpus, WSJ does have a larger number of quotation cases, so this
exception may be due to a lack of statistical power. The next subsection in
this section compares these two corpora in terms of the number and distri-
butions of these constructions. As we show there, distributional factors are
also responsible for the differential classification performance of dependency
length across the two datasets.

5.4.2 Classification Accuracy by Construction and Corpus

In this section, we examine the impact of the distribution of constructions
across corpora on the classification accuracy of dependency length. We also
provide corresponding figures for latent-variable PCFG surprisal for pur-
poses of comparison. For both corpora, PCFG surprisal results in high clas-
sification accuracy for all constructions (see Figure 9). In contrast, the per-
formance of dependency length is more mixed. In both datasets, model per-
formance on the dative alternation and postverbal adjuncts is very high.17

17As one of the reviewers pointed out, in most constructions, the number of words is
identical across the reference sentence and the variants. However, in the dative alternation,
one of the variants differs with the reference by one word (to). We do concede that
language models have a bias towards preferring sentences with fewer words. Averaging
feature values by dividing by the number of words results in a substantial drop in the
classification performance (more than 10%) of all the predictors including language model
scores. Hence we report only results obtained from unaveraged version of all measures.
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Figure 9: Classification accuracy by construction in (Brown, WSJ) corpora

However, dependency length has classification accuracy much less than ran-
dom chance (50% accuracy) for preverbal adjuncts and for quotations in the
Brown corpus. For both PCFG surprisal as well as dependency length, each
construction-specific accuracy level in the Brown corpus is significantly dif-
ferent from the corresponding accuracy value in the WSJ corpus (Bonferroni
correction applied for the χ2 test of correct vs. incorrect number of cases for
each accuracy value).
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Deplen range Construction Brown %cases (acc) WSJ %cases (acc)
#comparisons (Brown,WSJ)

1 Dative alternation 5.18 (78.18) 7.98 (66.75)
2121, 4969 Quotation 8.77 (26.88) 33.38 (24.35)

Postverbal adjuncts 69.31 (76.05) 46.57 (67.33)
Preverbal adjuncts 16.74 (38.31) 12.05 (47.92)
Total 100 (65.54) 100 (50.59)

1 < len ≤ 4 Dative alternation 12.51 (97.88) 7.81 (81.47)
2646, 5045 Quotation 0.34 (55.55) 4.10 (53.62)

Postverbal adjuncts 63.87 (89.17) 65.33 (82.55)
Preverbal adjuncts 23.28 (41.07) 22.75 (43.21)
Total 100 (78.95) 100 (72.33)

4 < len Dative alternation 3.92 (100.00) 3.15 (90.57)
1911, 6723 Quotation 0.26 (80.00) 20.60 (95.67)

Postverbal adjuncts 70.74 (97.93) 60.86 (97.80)
Preverbal adjuncts 25.06 (33.19) 15.38 (29.89)
Total 100 (81.74) 100 (86.69)

Table 9: Distribution of preverbal adjunct and quotation cases and depen-
dency length accuracy across 3 dependency length difference bins

We seek to explain this differential performance of dependency length
across the two corpora by comparing the distribution of constructions in
each. The overall distribution of constructions across the two corpora are
significantly different (4x2 contingency table; χ2 = 727.15, df = 3, p < 2.2e−
16). To investigate further, we performed a more fine-grained analysis by
examining the performance of dependency length along various dependency
length bins. Three logarithmic bins of absolute dependency length ranges
were created and classification accuracy of dependency length was calculated
in each of these bins. Dependency length performance is lower for the smaller
dependency length difference bins in the WSJ corpus compared to the Brown
corpus. Table 9 illustrates this along with the distribution of constructions
inside these bins of interest.

As mentioned earlier, postverbal adjuncts and dative alternations are
constructions exhibiting a larger number of locality cases compared to quo-
tations and preverbal adjuncts. In particular, preverbal adjuncts involve
frame adverbials and fronting of adjuncts. Here, corpus sentences them-
selves have the long-short constituent order as Temperley (2007) discusses.
For the length-1 bin, compared to the Brown dataset, the WSJ corpus has
fewer postverbal adjunct cases and there also the classification performance
of dependency length is lower. For this bin, the overall construction dis-
tributions across the 2 corpora are significantly different (4x2 contingency
table; χ2 = 530.75, df = 3, p < 2.2e − 16) and individual accuracies except
in dative alternation cases are also significantly different (Bonferroni correc-

42



Observed counts

brown wsj

re
m

ai
ni

ng
po

st
ve

rb
al

Expected counts
(if corpus had no influence)
brown wsj

re
m

ai
ni

ng
po

st
ve

rb
al

Figure 10: Distribution of postverbal adjuncts vs. all remaining constituents
in bin where dependency length difference is 1

tion applied for the χ2 test of correct vs. incorrect number of cases for each
accuracy value).

Investigating this further, we divided the length-1 bin into 2 classes:
postverbal adjuncts and all the remaining constructions. Here also, over-
all both groups are significantly different (2x2 contingency table; χ2 =
307.91, df = 1, p < 2.2e − 16). The observed number of postverbal adjunct
cases in the length-1 bin of WSJ is less than the expected number based on
the Brown corpus, as Figure 10 shows. This is a plausible explanation for
the 14% overall accuracy difference between both corpora. For the middle
bin, the accuracy difference narrows down to 6.5%. All constructions are
approximately equally distributed in both corpora in this bin and the overall
accuracy difference can only be accounted by the slightly lower performance
of dependency length in all except one WSJ construction type. However, in
the third bin (length > 4), WSJ contains more quotation cases (accuracy
is 95% for this construction) and fewer preverbal adjuncts compared to the
Brown corpus. This is a plausible explanation for why in this bin the WSJ
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corpus exhibits almost 5% greater classification accuracy over the Brown
corpus. On the basis of this analysis, we conclude that the differences in the
distributions of constructions across corpora is an important factor affecting
the performance of dependency length in syntactic choice.

6 Discussion of Dependency Locality

Experiments in the previous section showed dependency length is only a
strong positive predictor of syntactic choice on rightward dependencies, with
effectiveness increasing with length. This section explores possible reasons
for this with the help of linguistic examples.

6.1 Efficacy of Dependency Length

Dependency length is effective when the difference between the dependency
lengths of the reference sentence and the variant is at least moderate, and
it is most effective when the difference is large (more than 8 discourse ref-
erents), as shown in Section 5 (Table 7). This lends further support to
the conjecture expressed by Levy (2008) that comprehension difficulty aris-
ing from integration of long distance heads is intrinsically different from
difficulty arising from predictions of next words given lexical or syntactic
context, which surprisal quantifies.18 In our data, this pattern is most pro-
nounced in the case of verbs involving multiple prepositional phrases as in
the example below. Compared to the variant (b), the reference sentence
(a) has a much lower value for dependency length (53 vs. 65) but a slightly
higher value for latent-variable PCFG surprisal (263.99 vs. 263.57).

(15) a. This basic principle, the first in a richly knotted bundle, was
conveyed to me by Dr. Henry Lee Smith, Jr., at the Univer-
sity of Buffalo, where he heads the world’s first department of
anthropology and linguistics. (CF01.11.0)

b. This basic principle, the first in a richly knotted bundle, was
conveyed by Dr. Henry Lee Smith, Jr., at the University of
Buffalo, where he heads the world’s first department of anthro-
pology and linguistics to me.

Thus the parser displays a subtle preference for the variant. In total in the
WSJ training data for the parser, there are 119 by-to orders as opposed to

18Note, however, that in our case the dependencies are always syntactically local, even
if linearly distant.
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Figure 11: Parse trees for reference sentence and variant, with incremental
surprisal for each word/constituent indicated underneath
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95 to-by orders. Specifically, for passives (detected by by-phrases involving
NPs), there are 70 instances of the by-to pattern, while the to-by pattern is
found only in 34 instances. This preference is also illustrated in Figure 11
where the parses have the same surprisal until the verb conveyed, but start
differing at the preposition.19 In contrast, dependency length straightfor-
wardly predicts the short-long constituent order in the reference sentence as
opposed to the long-short pattern in the variant. The weakness of parser
probabilities in this case is not surprising, since the probability of preposition
attachment to a verb phrase is roughly equivalent in both cases.

6.2 Divergences from Dependency Length Minimization

From our results it is clear that English demonstrates a clear preference to-
wards minimization of dependency length in constituent ordering decisions.
However, there are situations where this tendency is overridden. In this
section, we discuss in detail two such situations where the tendency for de-
pendency length minimization is not effective in distinguishing between the
reference sentence and the generated variant:

1. Zero dependency length difference cases: Here both reference and vari-
ant sentences have the same dependency length.

2. Non-locality cases: The literature discusses several cases, notably ad-
verb placement and preverbal adjuncts, where divergences from orders
predicted by dependency length minimization occur, i.e. when con-
stituent orders with greater dependency length are preferred over a
lower dependency length variant (Gildea & Temperley 2007, Temper-
ley 2007).

These cases are attested when certain other factors override dependency
length minimization. Hawkins (2014) characterized the interplay between
different factors influencing a linguistic choice as belonging to 3 types: 1.
Pattern of Preference 2. Pattern of cooperation and 3. Pattern of competi-
tion.

Each factor has an individual strength in a given direction (reflected
in regression model coefficients and sign in this work), while factors also
reinforce each other in many cases. At the same time, competition be-
tween locality and other factors result in word order divergences which do

19Here we used an incremental parser discussed in (van Schijndel et al. 2013) which also
uses the same split-state latent-variable grammar. This parser emits per-word surprisal
as opposed to a global likelihood.
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not respect locality constraints. Non-locality cases arise as a by-product of
competing factors like animates-first, lexical-semantic dependencies, given
precedes new information status considerations and topic prominence dis-
cussed in Section 3 as well as previous work Hawkins (2004; 2014). In the
ensuing discussion, we focus on the impact on these cases of our memory-
based measures other than dependency length from a quantitative as well as
qualitative perspective. It is an untested hypothesis that the latent-variable
PCFG grammar we used to estimate surprisal models all these competing
motivations. But the following section outlines plausible reasons why PCFG
surprisal estimated by the latent-variable parser actually might be poten-
tially effective in modeling constituent order.

6.2.1 Zero Dependency Length Difference Cases

For equal dependency length cases, the classification accuracy of our other
memory-based measures reveals that weighted embedding depth is a close
competitor to latent-variable PCFG surprisal followed by embedding depth
measure (Figure 12a). However, the left-corner measures do not significantly
increase classification accuracy of predicting the correct choice over n-gram
and PCFG surprisal in these cases of equal dependency length (Figure 12b).
The success of surprisal is illustrated using the following example from the
Brown corpus, where both the reference sentence and the variant have total
dependency length of 24:

(16) a. He turned over impatiently and pulled the sheet over his head
against the treacherous encroachment of the dawn. (cr04.36.0)

b. He turned impatiently over and pulled the sheet over his head
against the treacherous encroachment of the dawn.

Here the reference sentence has a lower latent-variable PCFG surprisal of
124.26 compared to 126.71 for the variant, thus sentence likelihood is a
better predictor of the reference sentence.

The success of surprisal (in terms of classification performance) points
to the need for more detailed analyses of the latent-variable PCFG grammar
we used to estimate syntactic surprisal. We now provide some preliminary
evidence that our current surprisal measure is effective in modeling some
of the factors influencing constituent ordering discussed before in Section 3.
In our work, the latent-variable grammar creates many splits for nominal
categories as evinced by the most frequent words in several subcategories.
Pronouns and nouns have many subcategories, and definiteness information
of NPs when lexically marked is also signified by fine-grained determiner
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(b) Collective classification accuracy

Figure 12: Individual and collective classification accuracy in zero depen-
dency length cases for Brown (1707 data points) and WSJ (3593 data points)
corpora

categories for the, a, this and some (see Table 1 of Petrov et al. 2006). Thus
lexically marked discourse status is taken into account to a great extent using
fine-grained categories. PCFG surprisal models animacy to a certain extent
since the fine-grained categories inferred by the latent-variable grammar en-
code several distinctions based on proper nouns and company names (Petrov
et al. 2006). The latent-variable grammar used to estimate PCFG surprisal
can potentially model lexical bias in our study. Verb phrases receive subcat-
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egories corresponding to infinitive VPs, passive VPs, intransitive VPs and
those with sentential and NP/PP complements. These phrasal rules also
interact with lexical splits, as the two most frequent rules involving intran-
sitive verbs in our trial were VP-14→ VBD-13 and VP-15→ VBD-12, where
VP-14 was associated with a main clause while VP-15 was associated with
subordinate clause VPs. In our work, the latent-variable grammar encodes
the distinction between verbal arguments and adjuncts to a substantial ex-
tent. For example, Petrov et al. (2006) mention the fact that the iterative
training procedure involved in estimating the latent-variable grammar ig-
nores some classes of adverbs to learn more generic rules like VP-2 → VP-2
ADVP-6, where the rule VP-2 is not changed in the result due to the addi-
tion of ADVP-6. More detailed quantitative investigations are imperative in
order to concretely establish the contribution of surprisal in modeling each
of the factors mentioned above.

6.2.2 Non-locality Cases

In the non-locality cases in both corpora, latent-variable PCFG surprisal
performs best individually, followed by n-gram surprisal and then the other
memory measures (Figure 13a). For both corpora, a model containing all
the left-corner parsing measures does induce a significant improvement in
classification accuracy over a model containing just the two frequency-based
measures (Figure 13b).

Next we turn our attention to two constructions involving non-locality
cases that have also been discussed in the literature: (i) facts from adverb
placement (Gildea & Temperley 2007), and (ii) data from sentence initial
premodifying adjuncts (Temperley 2007).

Adverb Placement Gildea and Temperley (2007) suggest that adverb
placement might involve cases which go against dependency length mini-
mization. Pursuing this suggestion, we examined 295 legitimate long-short
postverbal constituent orders from Section 00 of the Penn Treebank. Ta-
ble 10 shows the distribution of second constituent function tags in these
sequences. The proportions indicate that there is a predominant tendency
for the shorter constituent to express temporal information. Both PCFG
and n-gram surprisal are effective in such examples, as illustrated below:

(17) a. When the Half Moon put in at Dartmouth, England, in the
fall of 1609, word of Hudson’s findings leaked out, and English
interest in him revived. (CF16.25.0)
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Figure 13: Individual and collective classification accuracy in non-locality
cases for Brown (1637 data points) and WSJ (4746 data points) corpora

b. When the Half Moon put in in the fall of 1609, at Dartmouth,
England, word of Hudson’s findings leaked out, and English
interest in him revived.

Here the reference sentence has a dependency length of 47 while the variant
has lower dependency length of 46 discourse referents. But the reference has
a higher parser log likelihood and language model score (hence lower PCFG
and n-gram surprisal values) compared to the variant. In contrast, memory-
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Function Tag %Short 2nd

Constituents

TMP 42.4
CLR 12.2
LOC 11.2
PRP 4.4
ADV 4.4
DIR 4.4
MNR 3.05

Table 10: Distribution of the second function tag in 295 long-short sequences
in PTB Sect. 00

based measures are not effective in predicting the reference sentence. The
efficacy of frequency-based measures in these cases is due to their bias to-
wards more frequent lexical and syntactic patterns in the data on which
these measures were estimated. In the above examples, the reference sen-
tence contains the phrasal verb put in followed by two constituents headed
by at and in (the second constituent expressing temporal information as per
the trend discussed above). In contrast, the variant has the competing order
of postverbal constituents having heads in and at. The success of surprisal
can be attributed to the fact that the WSJ sections on which the parser was
trained contain 117 instances of the at . . . in sequence of postverbal con-
stituent heads, as opposed to merely 51 instances of the in . . . at sequence
seen in the variant. Similarly, the language model disprefers the in in bi-
gram sequence found in the variant compared to the more frequent in at
bigram in the reference sentence.

Premodifying Adjuncts A closer look at Temperley’s (2007) original
corpus study also revealed counter-examples to dependency length mini-
mization. A case in point is the class of examples involving premodifying
adjunct sequences that precede both the subject and the verb. As mentioned
in Section 5, dependency length displays a positive coefficient for preverbal
adjuncts (as opposed to a negative coefficient for all other constructions).

In the case of premodifying adjuncts, assuming that the parent head is
the main verb of the sentence, a long-short sequence would minimize overall
dependency length. However, as Temperley (2007) reports, in 613 examples
found in the PTB, the average length of the first adjunct is 3.15 words while
the second adjunct is 3.48 words long, thus reflecting a short-long pattern.
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In the Brown Corpus, the length difference is more pronounced (2.44 words
for first adjuncts vs. 4.22 for second adjuncts on average). The following
examples illustrate this (David Temperley p.c.):

(18) a. [In 1976], [as a film student at the Purchase campus of the State
University of New York], Mr. Lane, shot “A Place in Time”, a
36-minute black-and-white film ...(WSJ0039.4)

b. [As a film student at the Purchase campus of the State Univer-
sity of New York] [in 1976], Mr. Lane, shot “A Place in Time”,
a 36-minute black-and-white film ...

Informal native speaker judgements indicate that the variant sentence (18-b)
above, which minimizes dependency length, is less preferred compared to the
original corpus sentence (18-a). The frequency-based measures of PCFG
and language model surprisal correctly prefer the reference sentence. Thus,
in the sentence initial position, speakers might be overriding the tendency
to minimize dependency length as a consequence of other considerations.
However it is worth noting that surprisal is not effective in all such cases as
exemplified below:

(19) a. Then, as an additional precaution, the car dealership took the
judge’s photograph as he stood next to his new car with sales
papers in hand – proof that he had received the loan documents.
(WSJ0267.78.0)

b. As an additional precaution, then, the car dealership took the
judge’s photograph as he stood next to his new car with sales
papers in hand – proof that he had received the loan documents.

Here, the reference sentence has dependency length 59 and parser surprisal
217.76 while the variant has corresponding values 58 and 217.73. Thus both
these measures prefer the variant. The reason for this might be the fact
that the WSJ sections used for parser training have 444 instances of prever-
bal adjunct sequences headed by prepositions and adverbs (IN-RB tags) as
opposed to only 190 instances of the opposite RB-IN sequence. Thus it is
possible that the frequency bias of surprisal can be detrimental to predicting
the correct choice. In contrast, for many of these cases where surprisal is
not effective, the left-corner memory-based measures of embedding depth
prefer the reference sentence over the variant.

A competing explanation for non-locality cases would be the “short-first”
principle proposed by Arnold et al. (2000). This principle states that con-
straints in the production system result in a preference for realizing short
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constituents first. So at all choice points, short constituents are considered
to be easier to produce in comparison to longer (and hence more difficult)
constituents, which speakers postpone until later points in the production
stream. Thus this formulation predicts an overall preference for short-long
constituent orders across the board (both preverbally as well as postver-
bally). As a consequence, preverbal non-locality cases are accounted for di-
rectly by the “short-first” principle, as will all other DLT predictions for En-
glish (including postverbal short-long constituent orders). However, as Tem-
perley (2007) argues, this formulation fails to account for the predominant
pattern of long-short preverbal constituent orders observed in head-final lan-
guages like Japanese and Korean (Choi 2007, Yamashita & Chang 2001). In
contrast, these patterns associated with head-final languages fall out directly
from DLT predictions, making DLT an attractive account of processing with
cross-linguistic plausibility. In addition to Arnold et al.’s “short-first” prin-
ciple, there is the general framing or topic-first preference, which is seen in
conventionalized form in “topic-prominent” languages such as Chinese and
Japanese (Hawkins 2004; 2014). These works discuss a variety of cases in-
volving the topic (expressed as the adjunct) and the constituent expressing
the main predicate. As Hawkins (2004) states, the “frame-setting” top-
ics contribute to the enrichment of the predicate. These enrichments can
be in terms of expressing spatial, temporal and causation information via
the topic (Hawkins 2014). Thus ordering the topic before the main pred-
icate helps reduce the possibility of semantic misassignments. It remains
for future work to establish whether theories of working memory like ACT-
R can provide unified explanations for both locality and non-locality cases
in production along the lines of previous results for language comprehen-
sion (Vasishth & Lewis 2006).

Finally, an alternative that merits further research is that discourse con-
siderations predominate in choosing initial sentence elements. In NLG with
German, Filippova and Strube (2007) find it useful to separately choose
the initial constituent of the sentence prior to all other constituent ordering
choices. In the examples discussed above, (18-a) begins with a frame ad-
verbial (see Maienborn 2001), an adverbial that serves to establish a frame
(or set the scene) for the ensuing event description. With such adverbials, it
seems plausible that their discourse function would override the concerns of
the memory-based measures investigated here. Meanwhile, example (19-a)
begins with a discourse adverbial (Webber 2004; 2006, Webber, Stone,
Joshi, & Knott 2003), a connective which involves an anaphoric dependency
to an element in the prior discourse context in addition to the syntactically-
mediated dependency to the main verb. Since DLT (as formulated here)
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does not take into account anaphoric connections, it would appear fruitful
to investigate in future work memory-based measures that do include such
anaphoric dependencies.

As of now discourse considerations do not feature in any of our predic-
tors. In language, discourse connectives are function words which perform
a variety of functions that help the reader/listener comprehend the message
conveyed by the speaker/writer effectively. Discourse connectives establish
coherence links between textual spans as well as facilitate inferencing dur-
ing the interpretation process. Future work can investigate the possibility
of integrating a computational model of discourse relations where surprisal
is calculated over discourse relations from the Penn Discourse Treebank
(PDTB) resource (Prasad et al. 2008) which classifies discourse relations
into four broad types: Temporal, Contingency, Comparison and Expan-
sion. Preliminary evidence for the information theoretic basis of discourse
marker identity and mentioning arises from corpus studies conducted by
Vera Demberg and colleagues. According to the UID hypothesis, when the
relationship between two textual units is not along expected lines (not easily
predictable) discourse connectives are overtly mentioned so that the overall
information density is uniformly distributed. Conversely, when the relations
between textual units are predictable, the connective is implicit (not overtly
mentioned). Based on the above insight, Asr and Demberg (2012) test and
confirm the following hypothesis about continuity and causality markers
in text. Continuity and causality discourse markers are implicit more fre-
quently than other discourse markers. They identified certain temporal
and all comparison markers as encoding discontinuity while most expan-
sion markers mark continuity. contingency markers are not related to
continuity and denote causality instead. They quantified the implicitness of
a relation as the ratio between the number of implicit relations and the total
number of relations in the PDTB corpus. So a computational model of dis-
course relations can predict the discourse connective given all these different
factors. One possibility is to use a maximum entropy classification model
to predict connectives and estimate information density as the classification
probability based on contextual factors like measure of information gain,
lexical cue strength of preceding words, distance between discourse connec-
tive and other lexical cues and syntactic factors like construction type and
parallelism.
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7 General Discussion

Findings like ours of memory-based influences on production could poten-
tially contribute towards an integrated theory of comprehension as outlined
by Pickering and Garrod (2013). They argue against the almost complete
separation between theories of language comprehension and production that
currently exists in psycholinguistics. Instead, they argue that language
production and comprehension occur in interleaved fashion during real-life
language use. Pickering and Garrod (2013) also present evidence from be-
havioural and neural studies that both production and comprehension sys-
tems make predictions by taking inputs from each other. Hence information-
theoretic measures like surprisal can facilitate quantitative modelling of lin-
guistic interactions in a theoretical framework integrating mechanisms of
both production and comprehension.

The hypothesis of audience design proposes that speakers tend to ad-
just their speech to suit the needs of listeners (Bell 1984), so audience de-
sign would predict that there is a tendency to avoid temporary syntactic
ambiguities while producing language. In light of our results and those
of Arnold (2011), however, it seems unlikely that the language production
system is actively seeking to ease comprehension. As Jaeger and Buz (in
press) state, communicative ease need not be due to altruism from the end
of the speaker whereby they are indulging in audience design to facilitate
communication for the listener. Speakers might have their own commu-
nicative goals or according to availability-based production accounts they
might be realizing the most readily available constituents. Conceivably,
cognitive accessibilty might also be inducing realization of the most accessi-
ble elements. Although there is evidence of self-monitoring at the phonetic
level (W. J. M. Levelt 1989), studies have failed to yield consistent evidence
for ambiguity avoidance as a strategy in language production (Arnold 2011,
Arnold et al. 2004, Roland, Elman, & Ferreira 2006, Temperley 2003). If our
findings of memory-based effects hold up in spoken language, they may best
be interpreted as arising from the production process rather than attempts
to facilitate communication.

The Production-Distribution-Comprehension (PDC) account by Mac-
Donald (2013) proposes that word order choices are influenced largely by
computational constraints of language production like memory retrieval and
motor planning. MacDonald discusses the following factors related to pro-
duction ease: 1. Easy First 2. Plan Reuse and 3. Reduce Interference.
The first factor Easy First encodes the idea that more accessible elements
are realized early or in relatively more prominent parts of the sentence and
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this is the source of word order flexibility. The second factor, Plan Reuse, in
contrast, is conceived as the source of word order rigidity whereby grammat-
ical constraints of the language license certain word orders while blocking
certain others. In addition, certain structures are produced since they have
been recently uttered in the discourse (structural persistence or syntactic
priming). The third factor Reduce Interference refers to the tendency of
producers to realize words and structures so as to minimize interference
with other elements in the utterance plan. Thus some items are inhibited
and some others are activated and subsequently produced. Actual forms
and structures which are a result of the production process are a product
of the interplay between these three factors and cross-linguistic variation is
caused due to the relative degree to which these three factors operate in
a given language. These choices when repeated over many structures and
individuals mould linguistic forms and their changes. However, although
models of working memory have been used to explain sentence comprehen-
sion phenomena (Gibson 2000, Lewis et al. 2006, Schuler 2014, van Schijndel
et al. 2013, Vasishth & Lewis 2006), explanations based on working memory
have only recently been used to explain the mechanisms of language produc-
tion (Martin & Slevc 2014, Reitter et al. 2011, Slevc 2011). For example,
in the context of dative alternation choices, Slevc (2011) shows how speak-
ers exploit the flexibility offered by the grammar to choose more accessible
syntactic structures which reduce the potential for interference in memory,
and Reitter et al. (2011) show how ACT-R can account for syntactic prim-
ing in language production. It remains to be established with studies from
more languages whether working memory mechanisms like interference and
retrieval attested in comprehension processes are indeed germane for syn-
tactic choice in language production as well.

According to PDC assumptions, language perception involves learning
the distributional patterns in the production data and using this experience
to facilitate comprehension routines. MacDonald thus explains the compre-
hension ease and difficulty associated with animacy and verb type in relative
clauses by linking it to the frequencies of producing these structures (both
spontaneous production as well as corpus data). As Levy and Gibson (2013)
discuss, surprisal theory is very much synergistic with the PDC approach as
it models distributional regularities in production data. PCFG surprisal has
the potential to quantify the impact of various factors affecting constituent
ordering we discussed in Section 3 as well as real-world frequencies and ex-
pressive biases. So we do believe that surprisal is important for accounts of
linear ordering and is potentially compatible with explanations of production
ease as well as communicative accounts (Jaeger & Buz in press). Theories of
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language production need to account for constituent order patterns in a wide
variety of languages. However, a lot of the preferences visible in production
data, such as mirror-image weight effects across different (VO and OV) lan-
guages, are not actually predicted by current production models (Hawkins
2014). Current accessibility and availability accounts of language produc-
tion do not predict the long-before-short order in SOV languages (Jaeger &
Norcliffe 2009). Even those that advocate strong alignments between pro-
duction and comprehension do not incorporate mechanisms for showing in
any syntactic detail how speakers formulate their syntactic trees so that both
short-before-long and long-before-short orders can be advantageous for them
as well as for the hearer in different types of languages, and why production
data end up looking like what a parser would prefer within a comprehension
model.20 The efficacy of surprisal across various languages with differing
degrees of word order freedom needs to be investigated more thoroughly.

The results of our classification experiments quantify the individual and
collective merit of several comprehension factors. They can potentially con-
tribute towards cognitively grounded theories about why writers (or speak-
ers, if extended to spoken data) choose a particular sentence while eliminat-
ing several other plausible variants. The success of surprisal in modelling
syntactic choice data has implications for probabilistic theories of language
production. Aylett and Turk (2004) demonstrated that in human language
production, predictability of words is related to their durations and artic-
ulatory detail. This finding is also compatible with connectionist models
of language production (Chang, Dell, & Bock 2006). More recently, prob-
abilistic information has been incorporated into accounts of optional word
mention (optional complementizer, contractions and optional case marking).
The uniform information density (UID) hypothesis (Jaeger 2010) states
that speakers tend to avoid steep peaks or troughs in information density
by inserting or avoiding optional that-complementizers in English. Though
Jaeger’s work deals with reduction choices, which are orthogonal to the or-
dering choices we examine in this work, Jaeger suggests that it might be
worthwhile to investigate whether there is a tendency to make information
density uniform at all choice points in language production. It might be
relevant to test whether the tendency to minimize spikes in surprisal across
words or constituents (depending on incrementality assumptions in produc-
tion) is independently driving linear ordering. In the case of English syntac-
tic choice phenomena, there is also some preliminary evidence that uniform
information density (quantified by surprisal differences at successive words)

20We are indebted to one of the reviewers for this idea.
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is a better predictor of human sentence ratings (Collins 2012). We leave
explorations of uniform information density and syntactic choice for future
inquiries.

The complementary nature of surprisal and dependency length predic-
tions for both sentence comprehension and syntactic choice in written text
have implications for theories of language cognition. Further inquiries can
explore the degree and nature of overlap between mechanisms of language
comprehension and production, thus contributing to integrated theories. In
terms of cognitive modelling, Demberg, Keller, and Koller (2013) empha-
size the importance of formulating an integrated measure which combines
the predictions made by both these measures. They formulate the Predic-
tion Theory where comprehension costs are calculated by summing syntactic
surprisal (cost of updating syntactic structure) and verification cost (cost of
integrating predicted structure). The verification cost component is inspired
from DLT integration costs and is calculated using an equation having an
exponential term which models the extent to which predictions have de-
cayed in memory at the time of verification. Subsequently they show that
prediction theory models reading times in the Dundee corpus much better
than previously reported surprisal measures reported by Roark et al. (2009).
Future inquiries can explore computational models to examine whether the
two factors stem from one common underlying preference: to keep linguistic
elements that are predictive of each other temporally close in the speech
stream.

Finally, the claim that the processing complexity of a construction is
influenced by its frequency prompts the question as to why language as
a system contains some constructions which are less frequent than others
given the same semantics. One explanation which has been proposed in the
literature is that some constructions are less frequent because they are more
difficult or require more memory to produce (Culicover 2014). This claim
has some empirical support from a recent experimental study by Scontras,
Badecker, Shank, Lim, and Fedorenko (2015). Using two elicited-production
experiments, they show that object-extracted structures (relative clauses
and wh-questions containing non-local dependencies) take longer to begin
and produce compared to their subject-extracted counterparts (containing
only local dependencies). They also report that object-extracted structures
induce more disfluencies in comparison to subject extractions. As Culicover
(2014) states, there may be a loop connecting production complexity from
the speaker’s perspective to frequency, and in turn linking frequency to
comprehension complexity for the hearer. Thus, it might be fruitful to
extend our use of frequency-based predictors from cross construction written
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data to manipulated constructions with equivalent meanings in speech data
and examine how frequency- and memory-based measures of comprehension
correlate with production difficulty (measured by disfluencies and speech
repairs). Given the fact that frequency effects show a distinct bias towards
patterns common in prior experience, it would be insightful to quantify the
role of memory-based measures in offsetting this disadvantage.

8 Conclusions

In this paper, we have shown that dependency length is a significant factor
in predicting syntactic choice in written English even when surprisal and
other cognitively grounded control variables are present in the regression
model. We also report that for syntactic choice phenomena, dependency
length and surprisal are only moderately correlated. Thus these measures
make complementary predictions and model different parts of the data, with
the efficacy of dependency length increasing as head-dependent distances
increase. Our results showing the complementary nature of dependency
length and surprisal for syntactic choice echo Demberg & Keller’s (2008)
results for sentence comprehension. However, while attempts to observe
the predicted influence of dependency locality on sentence comprehension
have met with mixed results (Demberg & Keller 2008, Shain et al. 2016,
van Schijndel et al. 2013, van Schijndel & Schuler 2013), the present study
provides robust evidence that dependency length is a significant influence
on the choice between multiple syntactic alternatives in written English, not
only for relatively long dependencies but also those of moderate length. We
have also investigated cases where dependency locality systematically fails
to make correct predictions, and have shown that some constituent orders
that diverge from the general preference for dependency length minimization
can be accounted for by the embedding depth measures of comprehension
discussed by Wu et al. (2010).

In future inquiries, it will be fruitful to extend this study to spoken lan-
guage production by using transcribed speech corpora as well as behavioural
experiments, enabling us to determine whether the measures considered in
this study are also valid for a theory of language production. Previous au-
thors have stated that evidence for many of the pressures observed in spo-
ken language production can also be observed in writing (Jaeger 2011), and
Gildea and Temperley (2007) report that both written as well as transcribed
speech show very similar dependency minimization patterns. Although tran-
scribed speech data is noisy due to pauses, interjections and speech repairs,
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using incremental parsers developed to parse speech data (Miller & Schuler
2008) it should nevertheless be feasible to extend our work to examine the
contribution of working memory in actual mechanisms of production using
spoken language corpora. It will also be fruitful to investigate the role of
more general-purpose theories of working memory like ACT-R, which have
been proved effective in language comprehension, on the actual mechanisms
of language production. Finally, another promising line of inquiry is inves-
tigating the role of discourse context in fronting decisions that go against
dependency locality, given that discourse considerations appear to often pre-
dominate in such decisions over the memory-based measures pursued here.
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Predictor Entity counted Brown Acc% WSJ Acc%
Gibson’s definition Discourse referents 69.95 67.95
Temperley’s definition Non-punctuation words 69.67; p = 0.49 66.91; p = 1.03e− 05
Syllable-based definition Stressed syllables 69.29; p = 0.25 66.77; p = 0.46

Table A.1: Individual classification accuracies of various definitions of de-
pendency length on Brown (8385 data points) and WSJ corpora (20330 data
points), with statistical significance determined using McNemar’s χ-square
test against the previous row

Appendix A. Supplementary Analyses and Figures

8.1 Ranking Experiments: Which dependency length mea-
sure predicts syntactic choice best?

In the literature, dependency length calculations have been defined in mul-
tiple ways. Our first experiment compares three common definitions of de-
pendency length—those of Gibson (2000), Temperley (2007) and Anttila et
al. (2010)—in order to ascertain the most effective definition of dependency
length for predicting syntactic choice. Gibson’s DLT formulation measures
dependency length in terms of the number of intervening discourse refer-
ents (nouns and verbs). Temperley (2007) measures dependency length by
counting the number of words between heads and dependents (punctuation
marks are excluded and adjacent words are accorded a distance of 1). Anttila
et al. (2010) provide a prosodic definition of dependency length whereby
head-dependent distances are counted in terms of the number of intervening
stressed syllables (see Section 3 for further details). To calculate dependency
length, each dataset consisting of constituent structure syntactic trees (cor-
responding to both reference and variant sentences) is first converted to
a corpus of dependency trees using the LTH constituency to dependency
converter21 (Johansson & Nugues 2007) and head-dependent distances cor-
responding to each definition above are calculated.

We evaluate the accuracy of each dependency length measure described
above in choosing the corpus sentence over the generated variants in our
datasets (Brown and WSJ corpora). Ties are resolved by choosing one al-
ternative randomly and then averaging results across 10 runs. Gibson’s dis-
course referent-based definition of dependency length outperforms the other
two definitions in terms of absolute ranking accuracy with both corpora
(see Table A.1). Note, however, that the ranking accuracy of Gibson’s def-
inition is significantly higher than Temperley’s word-based definition only

21http://nlp.cs.lth.se/software/treebank-converter
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for the WSJ corpus. Syllable-based dependency length (Anttila’s defini-
tion) performs worse than the other two definitions for both corpora. For
both datasets, dependency length measured in terms of words gives same
trends of results for regression and classifation results reported in Tables 6
and 5 respectively using dependency length in number of discourse referents
reported as conclusions of this paper.
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Figure A.1: Reproduced from Wu et al. (2010): Various graphical represen-
tations of HHMM parser operation. (a) shows probabilistic dependencies.
(b) considers the qdt store to be incremental syntactic information. (c)–
(d) demonstrate the right-corner transform, similar to a left-to-right traver-
sal of (c). In ‘NP/NN’ we say that NP is the active constituent and NN is
the awaited.
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corpus (gray band shows confidence interval)
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Figure A.3: Effects plot of all predictors in the full model for the WSJ corpus
(gray band shows confidence interval)
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Figure A.4: Correct choice proportions of actual data and full models con-
taining dependency length and binned dependency length respectively

Appendix B. Supplementary Data

Our data files (which serve as input to the statistical analyses scripts written
in R) have been made publicly available via the open source data repository,
Dataverse. The data can be downloaded by via the link: http://dx.doi
.org/10.7910/DVN/1RUSDZ
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Highlights

• We show that integration costs stipulated by Dependency Locality
Theory are indeed a significant predictor of syntactic choice in writ-
ten English even in the presence of competing frequency-based and
cognitively motivated control factors including surprisal.

• The predictions of dependency length and surprisal are only moder-
ately correlated, a finding which mirrors results for sentence compre-
hension.

• The efficacy of dependency length in predicting the corpus choice in-
creases with increasing head-dependent distances.

• The tendency towards dependency minimization is reversed in some
cases and surprisal is effective in these non-locality cases.
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